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Abstract

Methane is the second most important greenhouse gas after carbon dioxide, and also
plays a central role in the chemistry of the atmosphere. The combination of its shorter
lifetime and higher effectiveness as a greenhouse gas makes it an attractive option for
near-term mitigation of climate change. Methane is also a key tropospheric ozone pre-
cursor: ozone is a greenhouse gas, and acts as an air pollutant in the troposphere. There-
fore, mitigation of methane has both climate and air quality benefits.

A new configuration of the UK Earth System Model, UKESM1-ems, has been devel-
oped with a updated methane treatment. Methane emissions are input directly, rather
than prescribing a global surface concentration. This thesis focuses on UKESM1-ems
and the new capabilities it provides: a more process-based treatment of methane; simu-
lating feedbacks in the methane cycle, and the ability to directly perturb methane emis-
sions.

When compared to the previous, concentration-driven model, UKESM1-ems simulates
the methane distribution with a better correlation compared to observations, including
an improved latitudinal distribution, interhemispheric gradient and vertical gradient.
The observed trend in methane over time is also reproduced, combining the methane
emissions inputs, online wetland emissions and online chemistry and transport to sim-
ulate the methane mixing ratio. The modelled absolute methane mixing ratio is lower
than observations: this is likely due to an underestimate in methane emissions, within
the current large uncertainty range for emissions.

Experiments following different emissions pathways are explored using UKESM1-ems.
Firstly, an idealised scenario where all anthropogenic methane emissions are removed
instantaneously, to attribute the role of future anthropogenic methane. Methane declines
to below pre-industrial levels within 12 years and global surface ozone decreases to
levels seen in the 1970s. By 2050, 690,000 premature deaths per year and 1 degree of
warming can be attributed to anthropogenic methane.

Secondly, the same low-methane scenario is used, with perturbed nitrogen oxide (NOx)
and carbon monoxide (CO) emissions, to investigate their impact on the atmospheric
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oxidising capacity and test the hydroxyl (OH) relationship to NOx and CO. The effect
of methane on NOx is also explored. Decreased methane emissions perturb both the
NO/NO2 ratio and the partitioning between NOx and reservoir species, leading to in-
creased NOx in low-methane scenarios.

Finally, a Global Methane Pledge scenario is simulated. This pledge aims to reduce
methane emissions by 30% globally by 2030, compared to 2020 values. The new ability
of UKESM1-ems to mask emissions from different countries is used to implement this
scenario and study regional impacts. The global mean methane mixing ratio decreases
by 13% compared to 2020 levels. The expected temperature benefit (0.2◦C) following
this scenario is not seen in this experiment - this signal is too small and is within the
noise and interannual variability of UKESM1-ems. There are global benefits for air
quality, with ozone concentrations and population exposure to ozone decreasing in all
countries. Global Methane Pledge member countries, where emissions reductions take
place, see greater local air quality benefits than non-member countries.
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Chapter 1

Introduction

1.1 Changes in climate

Human influence on climate was first hypothesised in the 19th century, when it was dis-
covered that emitted gases had a warming – or greenhouse – effect on the atmosphere
and Earth, by trapping outgoing thermal radiation (Wayne 2006). Carbon dioxide (CO2)
and methane (CH4) are two examples of greenhouse gases. Observations of CO2 starting
in the 1950s and continuing up to the present day have shown an increasing trend (Keel-
ing et al. 2001). Long-term temperature measurements have shown that the climate is
changing and global mean temperatures are increasing (Callendar 1938; Hawkins et al.
2013). The Intergovernmental Panel on Climate Change (IPCC) was established to pro-
vide assessments on the changing climate, and with each assessment the link between
human activity and changes in climate has been strengthened: the most recent assess-
ment states that ‘human activities, principally through emissions of greenhouse gases,

have unequivocally caused global warming’ (IPCC 2023).

Fig 1.1 shows a visualisation of the warming over time using the climate stripes, from
1900 to the present day and into the future up to 2100. Global surface temperatures
have reached 1.1 ◦C above pre-industrial levels (2011-2020 average, compared to 1850-
1900, IPCC (2023)). Fig 1.1 also shows the differences in temperature experienced by

1
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selected generations depending on when they were born, and therefore also the climate
impacts they experience, such as extreme weather events (e.g. Thiery et al. (2021)). This
highlights the speed of this temperature change, and also motivates action to mitigate
climate change, to secure the futures of current and future generations.

Figure 1.1: Observed (1900–2020) and projected (2021–2100) changes in global sur-
face temperature (relative to 1850-1950) shown as ‘climate stripes’. Different future
temperature scenarios are shown: very low (SSP1-1.9), low (SSP1-2.6), intermediate
(SSP2-4.5), high (SSP3-7.0) and very high (SSP5-8.5). The temperatures and therefore
climate impacts experienced by three representative generations are shown below (born
in 1950, 1980 and 2020). Figure from IPCC AR6 Synthesis Report (Summary for Poli-
cymakers Fig 1).

The atmospheric temperature is controlled by the balance of incoming solar radiation
and outgoing thermal and shortwave radiation, shown in Fig 1.2. Some of the incoming
solar radiation is reflected by clouds and the Earth’s surface: this reflectivity is known
as the albedo. The remaining solar radiation is absorbed by the surface and re-emitted
as thermal radiation. Some of the thermal radiation is emitted into space, and some is
trapped by greenhouse gases in the atmosphere, leading to a warming effect. Increas-
ing the albedo cools the atmosphere - one example of this is after a volcanic eruption,
when ash clouds block solar radiation from reaching the surface. Conversely, increas-
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Figure 1.2: Balance of incoming solar radiation (in yellow) and outgoing thermal ra-
diation (in orange) demonstrating cloud and surface albedo, and the greenhouse effect.
Figure from IPCC AR6 WGI (Fig 7.2).

ing greenhouse gas concentrations traps more radiation in the atmosphere, and leads to
warming.

The impact of a greenhouse gas on the Earth’s energy balance is quantified by its ra-
diative forcing. A forcing is the change in energy flux at the top of the atmosphere
resulting from a perturbation, measured in W m−2. The net effect of a greenhouse gas
is to increase the energy flux towards the surface, and reduce the energy flux to the
top of the atmosphere, leading to warming, defined as a positive forcing. The resulting
temperature change, ∆T, can be approximated using the equation below, where ∆F is
the forcing and λ is the climate sensitivity parameter (Ramaswamy et al. 2019). There-
fore, the radiative forcing is a useful metric to compare the climate impacts of different
atmospheric components and their changes over time.
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∆F = λ∆T (1.1)

The Paris Agreement is a legally binding international treaty on climate change. Its goal
is to limit global warming in the 21st century to well below 2◦C above pre-industrial
levels, and make efforts to stay below 1.5◦C (UNFCCC 2015). The Agreement outlines
goals for a peak and subsequent decline in greenhouse gas emissions as soon as possible,
informed by results from the IPCC (IPCC 2013). With current estimates for greenhouse
gas emissions in 2030, it is likely that the 1.5◦C threshold will be exceeded in the 21st
century (IPCC 2023). However, concerted and sustained mitigation action to reduce
greenhouse gas emissions would lead to a slowdown in global warming in the next
couple of decades. The annual conference of parties (COP) of the UN Framework
Convention on Climate Change (UNFCCC) provides an opportunity to review progress
in meeting climate goals.

1.1.1 Climate forcers

Climate forcers are gases or aerosols that are radiatively active, or have an indirect
impact on the radiative balance. Fig 1.3 shows the contribution of different emitted
components to the change in global temperature, and their effective radiative forcing
(ERF). The ERF is the radiative forcing with rapid adjustments taken into account (such
as cloud changes), and is more representative of the overall climate response to a per-
turbation (Forster et al. 2016).

Carbon dioxide is the most important greenhouse gas and climate forcer, with an esti-
mated radiative forcing of 2.16 [1.90 to 2.41] W m−2 (IPCC 2021b). Reducing CO2

emissions and limiting the total amount of CO2 in the atmosphere are required to miti-
gate global warming and climate change.

CO2 and nitrous oxide (N2O) are both long-lived greenhouse gases, with atmospheric
lifetimes of around 100 years or more. Decreasing their emissions, while necessary, will
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Figure 1.3: Contribution of different emitted gases to effective radiative forcing (ERF,
left) and global temperature increase (right). Figure from IPCC AR6 WGI Technical
Summary (Fig 15).

reduce their atmospheric concentrations slowly: over many decades or centuries. By
contrast, short-lived climate forcers (SLCFs) have much shorter lifetimes (from hours to
months, up to a decade). They tend to be more potent climate forcers, but are present in
much lower concentrations than CO2. SLCFs are often also air pollutants, and include
methane, ozone, black carbon and hydrofluorocarbons. SLCF mitigation can provide
near-term climate benefits due to their short atmospheric lifetime and high radiative ef-
ficiency: benefits may be seen on a decadal timescale (Shindell et al. 2017a; Shoemaker
et al. 2013; Cain et al. 2022). Reducing emissions of SCLFs, especially methane, de-
creases the likelihood of overshooting the 1.5 degree threshold, and reduces the need
for future net negative CO2 emissions (IPCC 2022; Rogelj et al. 2018).

Methane is the second most important greenhouse gas, after carbon dioxide. Per
molecule, methane is a much more effective greenhouse gas than CO2, because
methane molecules absorb in a part of the infrared spectrum that is not saturated at cur-
rent levels (Etminan et al. 2016). The radiative forcing of methane can be approximated
by a quadratic dependence on its concentration, whereas that of CO2 has a weaker,
logarithmic dependence (Meinshausen et al. 2020; Etminan et al. 2016). The overall
climate impact of methane is lower than that for CO2 because it is present in much
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lower concentrations, and has a shorter lifetime. The IPCC estimate for the effective
radiative forcing for methane is 1.19 [0.81 to 1.58] W m−2, with a corresponding
contribution of 0.65 [0.36-1.02] ◦C to global surface temperature increase (see Fig 1.3,
IPCC (2021b)).

1.1.2 Climate feedbacks

The Earth system consists of many interconnected systems and processes occurring in
the land, atmosphere and ocean. These connections and feedbacks between processes
make it hard to predict what will happen when one thing changes in the system, or when
many things change at the same time.

A positive feedback acts to amplify the original effect of a change, while a negative
feedback acts to counteract the initial change. An example of a positive feedback is the
ice-albedo feedback. Ice is a very reflective surface, and reflects more solar radiation
than land or water. If warmer temperatures cause ice to melt, and ice cover to decrease,
the ocean area will reflect less radiation and absorb more (see Fig 1.2). This leads
to more warming, and in turn to more ice melting, amplifying the effect of the initial
warming.

Another example is the water vapour feedback. Water vapour is a greenhouse gas,
but unlike CO2, its concentration is determined by the atmospheric temperature: air at
a higher temperature holds more water. Increasing global temperatures from emitted
greenhouse gases (e.g. CO2, methane) lead to increased water vapour concentrations,
which trap more radiation and lead to additional warming.

We use models as tools to help simulate these Earth system processes. These range
in complexity from simplified energy balance models, to fully-coupled Earth system
models (ESMs). To understand the full complexity of the Earth system it is useful to
compare multiple models which may have different strengths and weaknesses. The main
mechanism for this are the Coupled Model Intercomparison Projects (CMIP5, CMIP6,
etc), which inform the IPCC report cycle. Collated results from these models are used
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Figure 1.4: (a) Observed methane concentrations from 1750 to present day, from firn
air, ice cores and flask samples (Etheridge et al. 1998; Rubino et al. 2019; Lan et al.
2022). Note that the Law Dome and NOAA measurements are consistent: the slight
offset is due to the interhemispheric gradient in methane- the Law Dome measurements
are from the southern hemisphere. (b) Observed annual change in global mean surface
mixing ratio from 1985 to 2022 (Lan et al. 2022).

to improve the scientific understanding of climate change, and inform policy for climate
mitigation.

1.2 Methane in the atmosphere

The amount of methane in the atmosphere has more than doubled since pre-industrial
times (see Fig 1.4a). This increase can be attributed to anthropogenic (human-derived)
emissions of methane since the industrial revolution, continuing up to the present day.
Methane has been measured at a range of sites globally since the 1980s (Dlugokencky
(2020), shown in Fig 2.8), and since 2009 using satellites to provide a global picture of
methane distribution over time (Palmer et al. 2021; Hu et al. 2018; Butz et al. 2011).
Data from ice cores can also be used, to probe methane concentrations before direct
measurements were available (Law Dome data in Fig 1.4a, Etheridge et al. (1998)).
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Methane concentrations have shown an increasing trend since measurements started,
but this paused between 1999-2007, known as the hiatus period. The annual change in
observed methane can be seen in Fig 1.4b, including the hiatus period, characterised by
the low and negative values. After 2007, the annual increase resumed and has reached
record levels in recent years (Nisbet et al. 2019). Overall, the methane surface mixing
ratio has increased from around 700 ppb in 1750 to 1922 ppb in April 2023 (IPCC
2021b; Dlugokencky 2020).

1.2.1 Methane sources

The total amount of methane in the atmosphere (the methane burden) and its rate of
change are controlled by the sources and sinks of methane. These are difficult to es-
timate directly, because many of the sources and sinks are diffuse, and methane is
well-mixed due to its long lifetime relative to the timescale for atmospheric mixing.
The magnitudes of the sources and sinks can be estimated by combining independent
emissions and sink components (a bottom-up approach) or by using an inversion model,
constrained by atmospheric measurements (a top-down approach). Saunois et al. (2020)
collated currently available emissions inventories from top-down and bottom-up mod-
els to diagnose the methane budget for the 2000-2009 decade, and for the more recent
period 2008-2017, shown in Fig 1.5.

Wetlands are the largest natural source of methane, estimated at 149 [102-182] Tg yr−1

for 2008-2017 (Saunois et al. 2020). The remainder of the natural contributions include
inland waters, geological sources, wild animals and termites, and combine to 222 [143-
306] Tg yr−1 (Saunois et al. 2020). Anthropogenic sources over the same time period
account for approximately 50% of methane emissions: 128 [113–154] Tg yr−1 from
fossil fuels, 206 [191–223] Tg yr−1 from agriculture and waste and 30 [26–40] Tg yr−1

from biomass and biofuel burning (Saunois et al. 2020). There is some interannual vari-
ability in these source terms, for example due to differences in anthropogenic activity,
biomass burning activity, and seasonal wetland extent.
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Figure 1.5: The global methane budget for 2008-2017. Top-down and bottom-up esti-
mates are shown. Upwards arrows show anthropogenic and natural emissions emissions
(in orange and green respectively). Downwards arrows show the methane sinks. Figure
from Saunois et al. (2020).

Methane emitted from wetlands is produced by microbes. The flux of methane emitted
depends on the microbial process rates, the balance between methane-destroying and
methane-generating activity, and the waterlogged area, or wetland extent (Gedney et al.
2004). The flux, FCH4 can be parametrised by equation 1.2 (Gedney et al. 2004).

FCH4 = fwet kCH4 Ceff Q10(T ) (1.2)

Q10(T ) = Q10(T0)
T/T0 (1.3)

fwet is the wetland area fraction, kCH4 is a global constant, Ceff is a parameter for
microbial substrate availability. Q10(T ) is a temperature dependent factor (relative to
reference temperature T0) : increases in temperature lead to increased methane produc-
tion via higher microbial process rates (Christensen et al. 2003). This equation can be
used to calculate wetland emissions fluxes and their evolution over time, for example in
the Joint UK Land Environment Simulator (JULES), a land surface model. The mag-
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nitude and location of wetland emissions varies year-on-year due to meteorology (e.g.
through the amount and location of rainfall), and will also change over longer timescales
with climate, as temperature and precipitation patterns change.

These relationships suggest a positive wetland-climate feedback: methane emissions
from wetlands cause an increase in methane mixing ratio, increasing its radiative forc-
ing effect, increasing temperature, thus increasing wetland emissions further (Zhang et
al. 2023; Gedney et al. 2019; Cao et al. 1998). For example, Christensen et al. (2003)
estimated that 2 ◦C of warming over northern wetlands would lead to a 45% increase in
methane emissions from wetlands. The potential for wetland feedbacks and the impli-
cations are discussed further in section 1.2.5.

1.2.2 Methane sinks

The dominant sink for methane in the atmosphere is its reaction with the hydroxyl rad-
ical, OH (reaction 1.4). This reaction accounts for 90% of the global methane sink
(Kirschke et al. 2013). OH is the dominant tropospheric oxidant and reacts with most
pollutants. Its high reactivity means that direct measurements of OH concentration rep-
resent a very localised area and its chemistry (e.g. Stone et al. (2012)). Therefore, to
constrain the global mean OH concentration and trends, it is necessary to use a proxy: a
trace gas whose primary reaction is with OH and whose emissions are known (Montzka
et al. 2011). The tracer methylchloroform (MCF) has been used for this purpose: mea-
surements of MCF over time combined with emissions inventories for MCF are used to
estimate the OH sink strength (Prinn et al. 1995; Krol et al. 1998; Montzka et al. 2011).

CH4 +OH −−→ CH3 +H2O (1.4)

CH4 + Cl −−→ CH3 +HCl (1.5)

CH4 +O1D −−→ products (1.6)

CH4 + h ν −−→ products (1.7)

CH4
soil−−→ CO2 (1.8)
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The remaining 10% of methane is oxidised via several routes. Methane reacts with
chlorine (Cl) radicals in the troposphere through reaction 1.5. This occurs especially in
polluted areas of the northern hemisphere, and over the Southern Ocean, in total com-
prising ∼2.5% of global methane oxidation (Wang et al. 2019; Hossaini et al. 2016).
O(1D), an excited oxygen atom formed via photolysis of ozone or oxygen, also reacts
with methane in the stratosphere (reaction 1.6). Methane can also be photolysed in
the stratosphere (reaction 1.7). Finally, there is a terrestrial sink for methane: methan-
otrophic bacteria in aerated soils convert methane to CO2 (reaction 1.8) (Smith et al.
2000).

The atmospheric methane growth rate is determined by the size of the imbalance be-
tween the total global methane source and global sink. This is represented in equation
1.9, where the rate of change of methane mixing ratio,d[CH4]

dt
, is determined by the total

methane emissions (Emissions) and the sink term for methane, shown as a first-order
loss, -k′[CH4] (Holmes 2018). Equation 1.10 shows this first-order loss term as a sum
of the individual sink terms discussed in the previous paragraphs, with rate constants
kx.

d[CH4]

dt
= Emissions− k′[CH4] (1.9)

d[CH4]

dt
= E − kCH4+OH [CH4][OH]− kCH4+Cl[CH4][Cl] (1.10)

− ksoil[CH4]− kstrat[CH4]

Increases in the methane growth rate can be caused by an increase in emissions, a de-
crease in sink strength, or a combination of sink and source strength changes. For exam-
ple, after the methane hiatus period in 1999-2006, the growth rate increased. Reasons
for this observed trend have been hypothesised, but with no consensus in the literature.
For example, Kirschke et al. (2013) suggested that the renewed growth is due to in-
creased wetland and fossil fuel emissions, while Turner et al. (2017) argue that it may
be due to a decrease in methane emissions, offset by a larger decrease in the OH sink
strength. One of the limitations in attributing these changes is the difficulty in quan-
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tifying the methane sink, i.e. OH and its trend. Observationally constraining the OH
concentration often relies on methylchloroform (MCF) measurements. This is becom-
ing increasingly difficult over time due to decreasing MCF concentration and a higher
uncertainty in its budget (Naus et al. 2021). In recent years satellite observations have
also been used to provide insights into the methane growth rate. Several studies have
shown that the high methane growth rate in the last couple of years can be attributed to
increased biogenic methane emissions, especially over Eastern Africa (Feng et al. 2023;
Nisbet et al. 2019; Lunt et al. 2019).

1.2.3 Methane lifetime

The methane lifetime is a metric used to represent the residence time for methane, or
the timescale for methane oxidation in the atmosphere. Methane lifetime, τ , is defined
as the methane burden (m, in Tg), divided by the sum of the different loss processes
for methane (Lx, in Tg yr−1), as shown in the equation below (Holmes 2018). The
methane burden is the total mass of methane in the atmosphere, and the loss processes
represent each of the methane sinks (see equations 1.4-1.8). The loss processes can also
be represented by first-order loss frequencies, in yr−1, from equation 1.10. The result of
equation 1.11 gives a methane lifetime in years.

τ =
m

L
=

m

LOH + LCl + Lsoil + Lstrat

(1.11)

=
1

k′ =
1

kCH4+OH [OH] + kCH4+Cl[Cl] + ksoil + kstrat

The methane lifetime is not an observable quantity: it requires measurements or es-
timates of the atmospheric methane burden and the global methane sink. Chemistry-
climate models, Earth system models or top-down observational inversion methods can
be used to calculate the chemical sink for methane (mainly due to OH oxidation) and
therefore derive a methane lifetime. Prather et al. (2012) calculated the contribution
of methane oxidation by OH to the methane lifetime as 11.2 ± 1.3 years. The life-
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times with respect to chlorine, stratospheric loss and soil uptake are much longer (150,
200 and 120 years respectively, Myhre et al. (2013) and Prather et al. (2012)), showing
that oxidation by OH is the dominant sink for methane. All of these sinks combined
give an overall atmospheric lifetime for methane. Based on top-down models, this was
estimated as 9.7 ± 1.1 years by the IPCC in their most recent assessment (IPCC 2021a).

The methane lifetime gives an indication of the oxidative capacity of the atmosphere.
Changes in methane lifetime are driven by factors that affect OH (including methane
itself), and trends in OH are associated with trends in methane lifetime (John et al.
2012; Stevenson et al. 2020). The methane lifetime can also be affected by kOH , the
rate constant for the CH4 + OH reaction, which increases with temperature (Burkholder
et al. 2020; Atkinson et al. 2004).

The methane lifetime is an important factor in the climate warming impact of methane
(see section 1.1.1). A longer methane lifetime means an increased methane residence
time in the atmosphere, over which it has a warming effect. The lifetime also gives an
indication of how long it would take for methane concentrations and burden to decrease
if methane emissions decreased or stopped - in this case around a decade. This high-
lights methane’s role as a short-lived climate forcer and the opportunity for observable
mitigation efforts on a relatively short timescale (compared to CO2) (e.g. Shindell et al.
(2017a) and Shoemaker et al. (2013)).

1.2.4 Chemistry of methane and related species

Methane plays a central role in the chemistry of the atmosphere (Crutzen 1973; Seinfeld
et al. 2016). Through its reaction with OH (reaction 1.1), methane affects many other
processes and species, including ozone (O3), nitrogen oxides (NOx = NO+NO2), carbon
monoxide (CO) and other volatile organic compounds (VOCs).

Ozone is an important gas: it is both a climate forcer and an air pollutant (Monks et al.
2015). Ozone in the stratosphere prevents harmful UV radiation reaching the surface.
However, tropospheric ozone near the surface leads to poor air quality and negative
impacts on human health, crops and ecosystems.
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Ozone production occurs when VOCs are oxidised in the presence of NOx (Crutzen
1973). Therefore, NOx and VOCs (including methane and CO) are known as ozone
precursors. The emissions of these precursors through anthropogenic activities has in-
creased the tropospheric ozone burden since pre-industrial times, although the spatial
distribution of ozone is very heterogeneous (IPCC 2021a; Tarasick et al. 2019).

Ozone can be photolysed at wavelengths below 310nm to form excited O atoms, O (1D),
with a photolysis rate constant of JO1D (see equation 1.12). Most O (1D) in the tropo-
sphere is quenched to ground state O (3P) (reaction 1.13), but a small fraction reacts
with water via reaction 1.14, to form OH (Levy 1971). This reaction is the primary
source for OH in the troposphere (Lelieveld et al. 2016).

O3 + hν
JO1D−−−→ O2 +O(1D) +M (1.12)

O(1D) +M −−→ O(3P) +M (1.13)

O(1D) + H2O −−→ 2OH (1.14)

Ozone is both a product of methane oxidation, and also affects methane through its role
in the production of OH, which goes on to destroy methane. This is one of the ways
in which methane affects its own lifetime (see section 1.2.5). Therefore, ozone affects
methane and vice versa.

Stratospheric ozone decreased over the second half of the 20th century due to
widespread use of ozone depleting substances (Stolarski et al. 1992). This means
that more photons with shorter wavelengths reached the troposphere, increasing JO1D

and therefore OH production, reducing the methane lifetime. Conversely, future
stratospheric ozone recovery is likely to increase the methane lifetime, by reducing
JO1D (Voulgarakis et al. 2013).

Nitrogen oxides, NOx, play several important roles in atmospheric chemistry. Tropo-
spheric sources of NOx include anthropogenic emissions (combustion, biomass burn-
ing), and natural emissions (lightning and soil emissions) (Logan 1983). These sources
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are spatially heterogeneous: at the surface in urban areas combustion emissions domi-
nate, whereas lightning is the main NOx source in the tropical upper troposphere. NOx

has a short lifetime (∼days) so its spatial distribution is also very heterogeneous. NOx is
an ozone precursor; the reactions of NOx with VOCs are key to photochemical produc-
tion of ozone (Crutzen 1979). NOx also influences OH by contributing to its secondary
source, via radical recycling (Lelieveld et al. 2016).

Carbon monoxide is an important species when considering methane chemistry. CO and
methane share some of the same primary sources, such as use of fossil fuels, incomplete
combustion and biomass burning (Holloway et al. 2000). Oxidation of methane and
other VOCs leads to secondary CO production (Levy II 1972). Analogous to methane,
reaction with OH accounts for 90-95% of the sink for CO (Holloway et al. 2000), so
the burdens and lifetimes of methane and CO are closely coupled. Gaubert et al. (2017)
found that the 20 % decrease in CO emissions between 2002 and 2013 led to an 8 %
decrease in methane lifetime, via decreased depletion of OH. Therefore, CO also has an
indirect radiative forcing impact via its effect on methane (and ozone) concentrations.

Methane, CO and OH are closely linked via the CH4 / CO + OH sink reactions, and
the secondary production of CO from methane. This CH4-CO-OH system can be de-
scribed using the time-dependent equations for the concentrations of CO, CH4 and OH
(equations 1.15-1.17, Prather (1994) and Prather (1996)). The Sx terms represent source
terms: emissions for CO and CH4, and production of OH (mainly through reaction 1.4).
The reactions included here are those of OH with CH4 and CO, as well as an OH + X
reaction, where X represents all other sinks for OH (Prather 1994).

d[CH4]

dt
= SCH4 − kCH4+OH [CH4][OH] (1.15)

d[CO]

dt
= SCO − kCO+OH [CO][OH] + kCH4+OH [CH4][OH] (1.16)

d[OH]

dt
= SOH − kX+OH [OH][X]− kCO+OH [CO][OH]− kCH4+OH [CH4][OH]

(1.17)
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This simplified scheme (equations 1.15-1.17) represents the coupling between CO, CH4

and OH. It can be used to estimate what would happen, for example, following a pertur-
bation in methane emissions, SCH4 (e.g. Heimann et al. (2020)). The resulting increase
in methane concentration affects both OH and CO, and therefore also has a feedback
on methane. Note that these equations don’t include the impact of changes in methane
on SOH via ozone as discussed above. This and more methane feedbacks are discussed
further in the next section.

1.2.5 Methane feedbacks in the Earth system

Methane self-feedback via oxidation

Methane has an important self-feedback via its main sink: the reaction with OH. The
concentration of OH determines the residence time of methane in the atmosphere, or the
methane lifetime. The first-order effect of increasing methane emissions is to increase
methane concentrations. The increased methane concentration leads to more reaction
with OH, and decreases OH concentration. This is the second-order effect, or feedback
– having less OH decreases the strength of the sink for methane, so methane concen-
trations increase further. The resulting concentration increase is proportionally higher
than the increase in methane emissions. These interactions between OH and methane
are described by the equations 1.15-17, (Prather 1994).

The methane self-feedback can be quantified by the feedback factor, f . This is the ratio
between the emissions change and the resulting concentration increase, or equivalently,
the increase in methane lifetime (τ ) resulting from a change in burden (Holmes 2018).
Equation 1.18 shows how the feedback factor can be calculated using the changes in τ ,
loss frequency (k) and the methane burden (m), following an emissions perturbation.
Previous studies have calculated f ∼ 1.3-1.4 (Holmes 2018; Thornhill et al. 2021b;
Fiore et al. 2009). Therefore, for an increase in emissions by 10 %, the expected increase
in methane concentration would be 13-14 %. The feedback factor is not an observable
parameter, but comparison between modelled values gives a useful indication of the
feedback strength in different models.



1.2. METHANE IN THE ATMOSPHERE 17

f =
1

1 +R
R = − d ln τ

d lnm
=

d ln k

d lnm
k =

1

τ
(1.18)

Factors that lead to a greater increase in methane concentration for a given perturbation
in methane emissions increase the methane self-feedback strength. These increase the
impact that methane has on its own sink. One example is a larger methane burden, which
leads to a lower global mean OH concentration, which is more affected by changes in
methane emissions.

Factors that decrease the methane self-feedback include those that decrease the influence
of methane on the OH concentration. An increased CO burden leads to more reaction
of OH with CO, so a smaller proportion of OH oxidises methane. Increases in humidity
or lightning NOx can lead to increased OH concentrations, through the O(1 D) + H2O
reaction (1.14), and by secondary production of OH respectively (Levy 1971; Labrador
et al. 2004). In both of these examples, a given increase in methane emissions affects
the global OH concentration less, leading to a weaker self-feedback.

Methane-climate feedbacks

Increased natural methane emissions from wetlands have the potential to act as a pos-
itive methane-climate feedback to future warming (Melton et al. 2013). In model ex-
periments, natural methane emissions are often presumed to be constant over the 21st
century, due to large uncertainties in their future evolution (Zhang et al. 2017; He et
al. 2020), and model limitations (e.g. CMIP6, Thornhill et al. (2021a)). In reality,
the natural methane emissions vary over time due to changes in CO2, temperature and
precipitation, as shown for different climate scenarios in Fig 1.6 (Kleinen et al. 2021).

Zhang et al. (2017) calculated an increase in global mean temperature of 0.04-0.14K
from the inclusion of wetland feedbacks over the 21st century, relative to the RCP sce-
narios (used in CMIP5). They estimated increases in wetland methane emissions of
between 29% and 97% by 2100 (for the lowest and highest future warming scenarios
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Figure 1.6: Wetland methane emissions over time for different future warming scenar-
ios in CMIP6, from the lowest warming scenario (SSP1-1.9) to the highest warming
scenario (SSP5-8.5). Figure from Kleinen et al. (2021) (Fig A5).

respectively). While the largest cause for the increased wetland emissions is likely to
be increased CO2 concentrations (via changes in the net primary productivity of wet-
lands), there is also an impact from increased temperature, which would form a wetland
methane-climate feedback (Melton et al. 2013). Earth system models with interactive
wetland components are needed to model this effectively (e.g. Gedney et al. (2004) and
Melton et al. (2013)).

Other potential positive feedbacks exist within the methane system that may become
more significant in the future. Increased temperatures causing widespread permafrost
thaw may lead to increased methane emissions, and further increases in temperature
(Dean et al. 2018; Treat et al. 2013). Although much less likely, a similar mechanism
can be envisaged for methane hydrates in the ocean (Ruppel et al. 2017; Archer et al.
2009). These mechanisms are only likely to happen over very long timescales, but they
may represent tipping points for the climate system, where small perturbations could
lead to rapid large scale changes at a critical point (Lenton et al. 2019; Dean et al.
2018).
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1.2.6 Radiative forcing of methane

Methane has a radiative impact both directly through its action as a greenhouse gas,
and indirectly, through its effect on other radiatively-active compounds (Etminan et
al. 2016). This is shown in Fig 1.3, where the CH4 bar is composed of contributions
from methane, ozone and stratospheric water vapour. The indirect mechanisms include:
formation of ozone via methane oxidation, stratospheric water vapour changes, and
the self-feedback of methane on its own lifetime. In total, the IPCC estimate of the
methane (emissions-based) effective radiative forcing is 1.19 [0.81 to 1.58] W m−2,
(IPCC 2021a).

Ozone has an estimated effective radiative forcing of 0.47 [0.24 to 0.71] W m−2 (IPCC
2021a). A proportion of this can be attributed to the ozone produced by methane ox-
idation. This was estimated by Thornhill et al. (2021b) as 0.14 ± 0.03 W m−2 of the
(stratospherically adjusted) radiative forcing for ozone.

1.3 Methane treatment in chemistry-climate models

Chemistry-climate models are a tool used to simulate the atmosphere and Earth system.
These models have varying levels of complexity, for example in the number of chem-
ical reactions they include. The newest generation of models are Earth system models
(ESMs, e.g. Sellar et al. (2019), Kelley et al. (2020), and Dunne et al. (2020)). These
simulate different systems such as the atmosphere, ocean and land, and the interactions
between them, to form the full Earth system. There is often a compromise between de-
tailed inclusion of processes and the resulting time and computational expense required
to perform complicated calculations. ESMs output a large amount of data, including
meteorology and distributions of chemical and aerosol species.

The current treatment of methane in most chemistry-climate models is to prescribe a
time-varying lower boundary condition (LBC) (e.g. Lamarque et al. (2010) and Voul-
garakis et al. (2013)). The methane surface mixing ratio is set to a fixed value annually
across the globe. This was the approach used by all models in CMIP6 (Eyring et al.
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2016). The previous approach, used by some CMIP5 models, fixed the methane mixing
ratio globally across all model levels (e.g. Voulgarakis et al. (2013)). These approaches
are justified by the long lifetime of methane, which means it is well-mixed throughout
the troposphere. However, the use of an LBC means that methane mixing ratios are un-
derestimated in the northern hemisphere and overestimated in the southern hemisphere.
The surface model level can act as a source or a sink to buffer the methane concentration
at the surface in a non-physical way. The LBC also puts limitations on the feedbacks
that can be simulated in the system. For example, wetland emissions that vary with
temperature and wetland extent cannot couple into the methane cycle.

A new generation of Earth system models are now being developed with methane emis-
sions instead of a lower boundary condition. In these models, the emissions are in-
put from inventories and/or interactive emissions within the model itself. He et al.
(2020) extended the standard version of the Geophysical Fluid Dynamics Laboratory
Atmospheric Model (GFDL-AM4.1) to use methane emissions instead. While this is
emissions-driven, it is not interactive: the wetland emissions are climatological monthly
means, with no interannual variability, limiting the feedbacks that can be modelled.

A fully interactive methane configuration of the UK Earth System Model (UKESM1-
ems) was developed by Folberth et al. (2022) and is evaluated in Chapter 2. This is
the first emissions-driven Earth system model that also has online wetland emissions.
The methane concentration at the surface is determined by the emissions and sinks,
instead of an LBC. UKESM1-ems includes interactive wetland emissions, which are
output by the Joint UK Land Environment Simulator (JULES) model (Clark et al. 2011).
These wetland emissions vary with temperature and wetland extent, so are dependent
on meteorology and climate. The anthropogenic emissions used are from the CMIP6
inventory and vary spatially and temporally (Hoesly et al. 2018; Gidden et al. 2019).
UKESM1-ems is the basis of the work and experiments in this thesis.

Emissions-driven models are constrained by the availability of accurate inputs, or emis-
sions, as well as the model’s ability to simulate the oxidative capacity of the atmosphere.
Different emissions inventories are available based on varying assumptions, including
magnitude and location of emissions, usually based on sector and country emissions (e.g
Höglund-Isaksson et al. (2020) and McDuffie et al. (2020)). The main inventories used
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and the differences between their historical emissions are shown in Fig 1.7 (Saunois
et al. 2020). The model results from these emissions inputs are likely to vary depending
on which inventory is chosen. In an emissions-driven system, the methane mixing ratio
is determined by the relative strength of the emissions compared to the model sinks.
The simulated OH distribution also affects the methane mixing ratio and burden, and
vice versa. This contrasts to an LBC system in which the mixing ratio is set.

1.4 Future methane scenarios

In the climate modelling community, a range of Shared Socioeconomic Pathways
(SSPs) were created using a set of socioeconomic assumptions, for use in future
projections. These give a broad spectrum of potential future trajectories (Eyring et al.
2016). The scenarios involve assumptions about population growth, economic growth,
international cooperation, technological advancement and energy demand (Riahi et al.
2017). Each scenario has a consistent story within which these parameters are defined.

SSP1 is the most optimistic in terms of social development: it includes reduced in-
equality, successful international cooperation and large technological advances, with an
environmental priority (Van Vuuren et al. 2017). SSP5 involves high economic growth
in a fossil fuel driven economy (Kriegler et al. 2017). There are five scenarios in total,
and SSPs 2-4 are intermediate scenarios.

In CMIP6, the SSPs were matched up with radiative forcings for 2100 to complement
the previous scenarios used in CMIP5 (O’Neill et al. 2016). Not all of the target radiative
forcings are achievable for all of the defined SSPs. For example, limiting SSP3 to
1.26 W m−2 of forcing is unfeasible, due to high greenhouse gas emissions, limited
technology and high pressures on land use for a large population (Riahi et al. 2017).
The core scenarios for CMIP6 span a range of socioeconomic pathways and radiative
forcings. Some of these scenarios (e.g. SSP5-8.5) are helpful in illustrating a world
to be avoided, as a motivation for climate policies, while others (e.g. SSP1-2.6) are
aspirational trajectories we can aim for to limit climate impacts.
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The methane trajectories for the SSPs in CMIP6 are determined by the changes in source
strengths for the different scenarios. Fig 1.7b shows the methane trajectory for each
SSP scenario. SSP3-7.0 has the most extreme methane trajectory, with an almost linear
increase throughout the 21st century (Gidden et al. 2019). This is due to high fossil fuel
and coal usage. By contrast, SSP1-2.6 involves major methane reductions, resulting
from the move away from fossil fuels. Methane emissions also decrease in scenarios
where public health is a priority, e.g. SSP5-8.5 (Riahi et al. 2017), since targeting
methane as an ozone precursor is effective in improving air quality (Staniaszek et al.
2022; Shindell et al. 2021; Shindell et al. 2017a; West et al. 2012).

Since the hiatus period in 2000-2007, there has been strong growth in atmospheric
methane (Nisbet et al. 2019). 2020, 2021 and 2022 were all record breaking years
in terms of annual increase in observed atmospheric methane, with 15, 18 and 14 ppb
annual increases respectively (Lan et al. 2022). While overall in terms of greenhouse
gas emissions, we are currently on a trajectory in line with SSP2-4.5 (UNFCCC 2021),
for methane the current trends are consistent with the most carbon-intensive projections,
such as SSP3-7.0 (see Fig 1.7, (Saunois et al. 2020)).

Figure 1.7: Methane emissions trajectories for the historical period and the SSP sce-
narios. Historical emissions estimates from different inventories are shown. Note that
the US EPA estimate is a projection from 2005 onwards. On the left are unharmonised
emissions, showing that the current trend is consistent with the high methane scenar-
ios. On the right are the harmonised emissions used as inputs for CMIP6. Figure from
Saunois et al. (2020) (Fig 2).
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1.4.1 Methane mitigation

At the time of writing, over 125 countries (representing 50% of anthropogenic methane
emissions) have signed up to the Global Methane Pledge (globalmethanepledge.org),
and there is extensive potential for mitigation (Shindell et al. 2017b; Nisbet et al. 2020;
Shindell et al. 2021; Höglund-Isaksson et al. 2020). The goal of the Pledge is to reduce
methane emissions globally by 30% by 2030, relative to 2020 levels.

The opportunities for methane mitigation vary by sector and region (IPCC 2022; Shin-
dell et al. 2021), see Fig 1.8. Currently available measures could reduce methane emis-
sions by 45% by 2030, and 54% by 2050, relative to the current trajectory (estimated
by Shindell et al. (2021) and Höglund-Isaksson et al. (2020) respectively). The sector
with the largest mitigation potential is oil and gas, through measures such as leakage
detection and repair. According to the Global Methane Assessment, up to 80% of oil
and gas emissions can be prevented at low or no cost (Shindell et al. 2021). Methane
emissions from waste and wastewater can also be mitigated to a large extent using avail-
able technologies, such as separation and biogas recovery. Opportunities for methane
mitigation in the agriculture sector are much more limited and uncertain, and may be
reliant on newer technologies (Nisbet et al. 2020).

Many studies have highlighted the significant co-benefits of methane mitigation for both
climate and air quality (e.g. Fiore et al. (2008), Stohl et al. (2015), Allen et al. (2021),
Shindell et al. (2005), and Shindell et al. (2021)). Allen et al. (2021) used the SSP
experiments from AerChemMIP to isolate the methane-only contribution of SLCF mit-
igation from a high methane scenario (SSP3-7.0) level down to SSP1-2.6 levels. They
showed that by 2050, the global mean atmospheric methane concentration decreases
by 26%, resulting in a 9.7% decrease in surface ozone concentrations, and a tempera-
ture decrease of 0.39 ± 0.05 K, compared to SSP3-7.0. Shindell et al. (2021) explored
a methane concentration reduction of 30% compared to present day (2015) using an
ensemble of models. They attributed a global population-weighted ozone exposure de-
crease of 2-2.5 ppb, and a temperature decrease of 0.18 ± 0.02 K to the methane change.
Ocko et al. (2021) found that a quarter of a degree of warming could be avoided by
2050 by implementing currently available methane mitigation technologies. Abernethy
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Figure 1.8: Maximum technically feasible reductions for methane emissions by sub-
sector, calculated by Harmsen et al. (2019) and Lucas et al. (2007) and in the GAINSv4
model. Figure from Höglund-Isaksson et al. (2020) (Fig 13).

et al. (2021) explored methane removal scenarios using UKESM1-ems, with different
removal amounts and rates. They estimated that every petagram of methane removed
leads to a 0.21 ± 0.04 K decrease in global mean surface temperature and a 1.0 ± 0.2
ppb decrease in global mean surface ozone concentration.

While the link between methane mitigation and climate and air quality benefits is es-
tablished, these studies have all been done with concentration-driven models (with the
exception of Abernethy et al. (2021)). In these models, methane emissions reductions
are applied globally rather than at the locations of the sector and country emissions.
Updated studies with emissions-driven models would provide a more complete picture,
with non-uniform methane emissions interacting with non-uniform oxidant fields. As
discussed in section 1.3, the use of a lower boundary condition also limits the feed-
backs that can be simulated, in particular the methane self-feedback. The inclusion
of this feedback would ensure that the methane cycle is more fully represented in the
mitigation experiments, and would likely lead to a more accurate representation of the
evolution of methane and methane lifetime over time.
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1.5 Thesis outline

The aims of this thesis are to evaluate and explore the new capability of the methane
emissions-driven configuration of UKESM1. I test out this new configuration, which
is a key development that will be integrated into the next generation of Earth system
models.

Showcasing the new state-of-the art methane treatment in Earth system modelling,
I simulate the atmospheric impacts of methane mitigation in a model with a fully-
represented methane cycle. This shows the central role of methane in atmospheric
chemistry and the widespread impacts of methane changes on composition and climate.
I show the advantages of simulating the full methane cycle - being able to explain com-
position changes and the underlying processes more comprehensively.

This work exhibits a new tool for evaluating methane mitigation methods, which can
be used to underpin policy decisions in climate and air quality, both globally and on a
regional scale.

Chapter 2 introduces UKESM1-ems, the Earth system model used throughout this the-
sis. It includes a description of UKESM1-ems, and evaluation of the model performance
against previous model versions and observations.

In Chapter 3, an attribution experiment is explored where anthropogenic methane is
removed from 2015 onwards (up to 2050) in a zero anthropogenic methane emissions
(ZAME) experiment. The climate and composition impacts of this large scale change
are studied.

Chapter 4 takes the ZAME experiments further, implementing CO and NOx emissions
reductions down to SSP1-2.6 levels. The aim of this chapter is to better understand the
relationships between CO, NOx, OH and methane in UKESM1-ems.

In Chapter 5, UKESM1-ems is used for a mitigation experiment based on the Global
Methane Pledge, up to 2030 and beyond. The potential impacts on climate and air
quality of a full realisation of the Methane Pledge are explored.
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Chapter 6 concludes this thesis with a summary of the outcomes as well as areas for
future work.



Chapter 2

Description and evaluation of the
UKESM1-ems model
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Abstract

The emissions-driven configuration of the UK Earth System Model (UKESM1-ems)
represents an improvement in the representation of methane processes in the atmo-
sphere in chemistry-climate models. The emissions-based approach leads to an im-
provement in the simulation of methane distribution in the atmosphere. This is shown
through improvements in simulating the interhemispheric gradient, latitudinal distri-
bution and vertical profile of methane, compared to the previous model configuration,
which uses a lower boundary condition. These metrics are evaluated with a view to
using UKESM1-ems for mitigation experiments, to understand the strengths and limi-
tations of this model.

I compare UKESM1-ems against observations for the 1985-present period and show
that the model reproduces the trends observed in methane mixing ratios over this time
period, suggesting that the processes causing the recent trends are captured in the model.
UKESM1-ems underestimates the absolute mixing ratios by around 10%, likely due to
missing methane emissions inputs, and an overestimate of OH in the model.

Some of my work in this chapter was included in the publication ‘Description and Eval-
uation of an Emission-Driven and Fully Coupled Methane Cycle in UKESM1’, see Fol-
berth et al. (2022). My role in this included analysis of historical simulations, compari-
son with observations, writing the corresponding sections and reviewing the manuscript
in collaboration with the co-authors.
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2.1 Introduction

This chapter introduces the UK Earth System Model (version 1.0), both in its standard
release configuration (UKESM1-conc) as well as the methane emissions-driven config-
uration (UKESM1-ems), which is the focus of this work. Section 2.2 describes both
models and the emissions used.

At the start of this project, UKESM1-ems was still in development. Before starting any
experiments it was necessary to understand how the model performs both compared to
the previous configuration, and against observations. This model evaluation is the fo-
cus of the rest of the chapter: section 2.3 and 2.4 compare historical simulations for
UKESM1-conc and UKESM1-ems; section 2.5 compares UKESM1-ems against ob-
served historical methane mixing ratios; and section 2.6 compares the modelled methane
vertical profiles with flight data. Finally, section 2.7 summarises the model evaluation
and highlights further areas to explore.

UKESM1-ems represents an upgrade in the treatment of methane in Earth system mod-
els to a more realistic process-based approach, with explicit sources and sinks, described
further in section 2.2.2. Table 2.1 outlines the metrics I’ve used for the evaluation of
UKESM1-ems in the following sections. Each metric provides a different perspective
on methane and other relevant compounds in the Earth system.

These metrics are explored with a view to using UKESM1-ems for the attribution and
mitigation experiments in Chapters 3-5, and studying the atmospheric composition and
climate impacts of imposed emissions changes. This evaluation will help to understand
the strengths and potential limitations of using UKESM1-ems moving forward, and give
a better idea of its capabilities, which will be helpful for designing experiments.
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Metric Why is this important?
Methane mixing ratio A measure of atmospheric concentration of

methane, independent of pressure. Both the ab-
solute concentration and trends are important for
climate and atmospheric composition.

Methane burden The total amount of methane in the atmosphere,
usually in Tg. Used to calculate methane lifetime.

Methane lifetime Combines the methane burden and the flux through
the CH4 + OH reaction to give an indication of the
timescale for methane destruction by OH in the at-
mosphere. This determines the residence time of
methane in the atmosphere and therefore also its
radiative impacts.

Interhemispheric
gradient

The difference between northern and southern
hemispheric methane mixing ratios, it is affected
by methane emissions, oxidation of methane and
transport through the atmosphere. Also gives
an indication for the timescale of northern hemi-
sphere emissions propagating into the southern
hemisphere/background mixing ratio.

Latitudinal distribution A more detailed spatial view of methane sources
and sinks to identify where emissions or sinks
could be missing or too high.

Vertical profile An indication of mixing time in the troposphere
and stratosphere and the vertical distribution of
sources and sinks.

OH concentration and
distribution

OH is the primary atmospheric oxidant and these
metrics give an indication of the oxidative capacity
of the atmosphere. Strongly affects the lifetime of
many VOCs including methane and CO.

CO mixing ratio and
distribution

CO is closely linked to methane via its oxidation
by OH, and is also a product of methane oxida-
tion. Provides further information on the coupling
between OH and methane.

Ozone Important for air quality and also a greenhouse gas.
Responds to changes in methane and OH and so is
important to simulate for methane mitigation ex-
periments.

Table 2.1: Metrics for model evaluation and reasoning for their inclusion in this analysis.
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2.2 Model description

2.2.1 UK Earth System Model (UKESM1-conc)

The UK Earth System Model (version 1.0, UKESM1) is the basis of the experiments
in this thesis and is a key Earth System Model (ESM) used in CMIP experiments.
UKESM1 is described in Sellar et al. (2019) and focuses on modelling processes di-
rectly, where possible, rather than prescribing parameters from external sources. A
series of component models representing different parts of the Earth system couple
together to form UKESM1, as shown in Fig 2.1. The United Kingdom Chemistry
and Aerosol model (UKCA) simulates the atmospheric composition (Archibald et al.
2020a). The Joint UK Land Environment Simulator (JULES) simulates land processes
(Clark et al. 2011).

Figure 2.1: Schematic of the structure of the UK Earth System model, showing its
component models and how they couple with each other.

The standard configuration of UKESM1 simulates methane using a prescribed methane
mixing ratio at the surface (a lower boundary condition). These mixing ratios are derived
from external models and are applied globally: the methane is spatially invariant at
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the surface but changes over time. Methane emissions from wetlands are simulated in
JULES, but are diagnostic only and don’t influence the modelled methane mixing ratio.
This configuration of UKESM1 is hereafter referred to as UKESM1-conc. The model
resolution used throughout this work is N96 (1.25 x 1.875 degrees), and the model
height is 85 km (85 unevenly spaced vertical levels). The chemistry scheme used in
UKCA here is StratTrop (Archibald et al. 2020a).

2.2.2 Emissions-driven UKESM1

The emissions-driven UKESM1 configuration (hereafter referred to as UKESM1-ems)
represents the state-of-the-art in chemistry-climate modelling in terms of methane (Fol-
berth et al. 2022). The main difference compared to UKESM-conc is the inclusion of
explicit emissions sources for methane at the surface, instead of a prescribed mixing
ratio. A more detailed UKESM1-ems model description can also be found in Folberth
et al. (2022), section 2.

Methane emissions

The different sources of methane are included in UKESM1-ems separately based on:
availability of emissions inventories, ability to directly simulate the emission processes
within the model, and uncertainty in emissions magnitude and variability. The methane
emissions are inputs into the model, with the exception of wetland emissions, which are
calculated online.

The anthropogenic and biomass burning emissions used are from CMIP6 inventories
(Hoesly et al. 2018; Van Marle et al. 2017). Anthropogenic emissions include those
from fossil fuel use, agriculture, waste and other human activities. Biomass burning
emissions are currently prescribed in UKESM1-ems, but there is work taking place to
include interactive biomass and wildfire emissions in future versions of UKESM1-ems
(Folberth et al. 2022).
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Figure 2.2: Methane emissions in UKESM1-ems. Anthropogenic and biomass burning
emissions are from the CMIP6 inventory (Gidden et al. 2019), wetland emissions are
calculated in the model interactively using JULES (Clark et al. 2011), and non-wetland
natural emissions are based on (Fung et al. 1991). (a) Emissions used in the historical
experiments. (b) 2000-2009 decadal mean distribution of non-wetland methane emis-
sions used as model input for UKESM1. (c) 2000-2009 decadal mean distribution of
wetland methane emissions.
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Wetland emissions of methane are simulated using JULES, using the parametrisation
described in section 1.2.1. While in UKESM1-conc these are diagnostic only, in
UKESM1-ems the JULES wetland scheme couples into UKCA; the wetland emissions
are interactive. The overall methane production from wetlands depends on temperature,
substrate availability and wetland extent, which is affected by precipitation (Gedney
et al. 2019). Folberth et al. (2022) and Gedney et al. (2019) compared the wetland
fraction simulated by JULES against observation-based estimates (from Davidson
et al. (2018) and Zhang et al. (2021)), and found that it compared well spatially and
temporally. The global total wetland area was within the observational spread (Gedney
et al. 2019). The modelled wetland emissions in UKESM1-ems are in good agreement
with top-down and bottom-up estimates from Saunois et al. (2020) and Kirschke et al.
(2013) (see first line in Table 2.2). The uncertainty in each of these wetland emissions
estimates is very high (between 20-50% of the total wetland emissions). This is one
of the major uncertainties in the methane budget and represents a large uncertainty in
the methane emissions in UKESM1-ems, which can propagate through to the methane
mixing ratio and burden. The JULES model and wetland emissions outputs are not
evaluated further here, but are acknowledged as a potential source of error.

The magnitude of the non-wetland natural emissions sources of methane is also highly
uncertain due to the dispersed nature of the sources (Saunois et al. 2020). In UKESM1-
ems, these emissions are prescribed at 50 Tg per year: 20 Tg from ocean sources, 20 Tg
from termites and 10 Tg from hydrates, corresponding to results from Fung et al. (1991).
These are assumed to be constant over time, due to absence of better understanding.

Figure 2.2a shows the methane emissions UKESM1-ems over the historical period,
including the relative magnitudes of the different methane sources. While wetland,
biomass burning and non-wetland natural emissions remain relatively constant over
time, anthropogenic methane emissions have steadily increased since the pre-industrial
era and now make up the majority of methane emissions. Figure 2.2 also shows the
regional distribution of methane emissions used in UKESM1-ems for 2000-2009. An-
thropogenic emissions are mainly located in the northern hemisphere and correspond
to industrialised areas. Wetland emissions are highest around the tropics and are dis-
tributed more evenly between the hemispheres.
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2000-2009 decadal means in Tg(CH4) per year
UKESM1-ems Kir-BU Kir-TD Sau-BU Sau-TD

Sources
Wetlands 197 217 [177-284] 175 [142-208] 147 [102-179] 180 [153-196]
Anthropogenic 333 331 [304-368] 335 [273-409] 334 [321-358] 332 [312-347]
Wildfires 11 3[1-5] n/a n/a n/a
Termites 20 11 [2-22] n/a 9 [3-15] n/a
Oceanic sources 21 18 [2-40] n/a 13 [9-22] n/a
Methane hydrates 9 6[2-9] n/a 0 n/a
Sinks
Total chemical
loss

549 604 [483-738] 518 [510-538] 595 [489-749] 505 [459-516]

Tropospheric OH 525 528 [454-617] n/a 553 [476-677] n/a
Tropospheric
O(1D)

1 n/a n/a n/a n/a

Stratospheric
OH, O(1D)

23 51 [16-84] n/a 31 [12-37] n/a

Tropospheric Cl n/a 25 [13-37] n/a 11 [1-35] n/a
Soil uptake 31 28 [9-47] 32 [26-42] 30 [11-49] 34 [27-41]
Overall budget
Sum of sources 591 678 [542-852] 548 [526-569] 703 [566-842] 547 [524-560]
Sum of sinks 580 632 [592-785] 540 [514-560] 625 [500-798] 540 [486-556]
Imbalance 11 46 3 [-4-19] 78 3 [-10-38]
Atmospheric
growth

9.3 n/a 6 n/a 5.8 [4.9-6.6]

Table 2.2: Comparison of methane emissions and sink terms between the UKESM1-
ems model (values from Folberth et al. (2022)) and the top-down (TD) and bottom-up
(BU) estimates from Saunois et al. (2020) and Kirschke et al. (2013). Decadal averages
for 2000-2009 are shown in Tg (CH4) per year. Uncertainties are reported as the [min-
max] range from the included studies. Note that for the BU estimates not all sources are
included, notably non-wetland natural emissions.

Methane sinks

The photochemical sinks for methane are simulated in UKCA. This includes the re-
action with OH, which is the dominant sink for methane, and stratospheric loss. The
reaction with chlorine radicals is not included in UKCA. In UKESM1-conc, there is
no soil sink for methane. In UKESM1-ems, the methane surface removal process is
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included via surface dry deposition. The size of the sinks in UKESM1-ems are in very
good agreement with the bottom-up estimates from Saunois et al. (2020), shown in Ta-
ble 2.2 (Folberth et al. 2022).

2.2.3 Running UKESM1-ems experiments

When I started this project, the methane emissions-driven configuration of UKESM1
was still in development stages, and not widely available in the standard release ver-
sions of UKESM1. UKESM1-ems was developed by Gerd Folberth at the MetOffice,
who provided the historical, SSP3-7.0 and an SSP1-2.6 experiments used for the data
analysis in this chapter. These were run on the MetOffice internal supercomputer. I
accessed the data from these experiments via the MetOffice MASS storage archive, and
used the JASMIN UK collaborative data analysis facility to convert the data and perform
the analysis.

For my own experiments in Chapters 3-5, I ran UKESM1-ems on the Monsoon2 high-
performance computer. This included experiment design, creating emissions inputs
files, running extra baseline and spin-up runs, and setting up an experiment for each
scenario and its ensemble members. In this case, as is standard practice when using
UKESM1, the different ensemble members are started off in 2015 from different his-
torical experiments (which end in 2014). These historical experiments are started from
slightly different points in the pre-industrial climatology in UKESM1-ems, to give an
approximation of the model spread in a given scenario.

For the experiments in this thesis, UKESM1-ems with a coupled atmosphere-ocean was
used. At its fastest on Monsoon2, experiments run at a rate of around 10 model years
per week, assuming no issues with the machine (of which there have been several over
the course of my PhD). As expected with these kind of experiments, a large part of the
model running included troubleshooting and solving problems when they arose.
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2.3 Comparing UKESM1-ems and UKESM1-conc

In this section, UKESM1-ems is compared with UKESM1-conc over the historical pe-
riod (1850-2015). My aim is to understand the similarities and differences between
UKESM1-ems and UKESM1-conc - one of the CMIP6 models, which represent the
current widely-used standard in chemistry-climate modelling. The differences between
the two models can be attributed to the differing methane treatments: emissions-driven
and concentration-driven. Here I explore the differences in methane mixing ratio, life-
time and ozone between the two models.

2.3.1 Methane mixing ratio

UKESM-ems and UKESM-conc show good agreement in annual mean methane mix-
ing ratio up to 1920, where they start to diverge (see Fig 2.3). UKESM1-conc has a
higher mixing ratio for the remainder of the time period up to 2015. This divergence
coincides with anthropogenic emissions becoming a major methane source: by 1950,
anthropogenic emissions surpass natural emissions (see Fig 2.2a). The rate of increase
in mean mixing ratio is higher in 1950-1980 for both experiments, and flattens again
after 1980. These profiles are consistent with the JAMSTEC ACTM simulations and
measurements (direct and from ice cores) for the 1910-2010 time period (Ghosh et al.
2015).

Methane bias in the emissions-driven model

By the end of the historic period, the methane mixing ratio simulated by UKESM1-
ems is approximately 150ppb lower than in UKESM1-conc (8%, year 2014). The bias
relative to observations is discussed in section 2.5. In their emissions-driven model,
Heimann et al. (2020) found a similar low bias of 190 ppb, or 11% (year 2000). In both
cases the low bias can be attributed to either an insufficient source strength for methane
i.e. too low emissions, or too large a tropospheric methane sink, largely based on the
OH concentration. This low bias in methane has knock-on effects on other atmospheric
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Figure 2.3: Annual mean methane mixing ratio over time since 1850 for UKESM1-conc
(in orange) and UKESM1-ems (in blue).
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Figure 2.4: Time series of the annual (dotted line) and decadal average (solid line) total
residual surface exchange flux needed to reconcile the difference in surface methane
mixing ratio between UKESM1-ems and UKESM1-conc, from pre-industrial to present
day (1850-2015), in Tg (CH4) yr−1. The envelope shows 1σ around the decadal means.



2.3. COMPARING UKESM1-EMS AND UKESM1-CONC 39

components through methane chemistry and radiative effects: this is explored in the
sections below.

To quantify the possible missing emissions, Folberth et al. (2022) calculated the resid-
ual methane surface flux required to reconcile the difference in modelled mixing ra-
tio, shown in Fig 2.4. This decadal mean residual flux is around 50±20 Tg in the
decade 2000-2009. A missing source of this magnitude is within the uncertainty lim-
its for the emissions estimates from both anthropogenic sources (333 Tg, 15%) and
wetland sources (197 Tg, 20%). Missing emissions are also consistent with a recent
study suggesting that anthropogenic methane emissions estimates are too low, based on
re-evaluation of pre-industrial ice-core records (Hmiel et al. 2020).

2.3.2 Methane lifetime

The methane lifetime is a measure of the oxidative capacity of the atmosphere. In this
work, the methane lifetime with respect to tropospheric OH is calculated, using the
whole atmosphere burden of methane (m) and the tropospheric CH4-OH flux (LOH) -
see equation 2.1 (Prather et al. 2012). The lifetime is primarily affected by the product
of methane concentration, [CH4], the OH concentration, [OH], and the CH4 + OH rate
constant (kCH4+OH , which has a strong temperature dependence (Atkinson et al. 2004)).
These concentrations are not independent and are also affected by other variables such
as the CO and O3 concentrations. The methane lifetime is also an important metric in
comparing different chemistry-climate models and their oxidising capacity.

τOH =
m

LOH

=
m

kCH4+OH [OH][CH4]
(2.1)

The methane lifetime as a function of time over the historical period is shown in Fig
2.5a, for UKESM1-ems and UKESM1-conc. From 1850 to 1920 the methane lifetime
increased steadily in both experiments, correlated with an increase in methane mixing
ratio (Fig 2.3). After 1920, the methane lifetimes start to diverge, likely due to the
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Figure 2.5: Comparison of historical trends between UKESM1-ems (in blue) and
UKESM1-conc (in orange): annual means (dotted lines) and decadal means (solid
lines). (a) Methane lifetime, calculated as the total atmospheric methane burden di-
vided by the tropospheric CH4 + OH reaction flux. (b) Flux through the CH4 + OH
reaction over time. (c,d) OH tropospheric mean concentration, calculated using CH4-
reaction-weighting and airmass-weighting respectively (see (Lawrence et al. 2001)).

arising anomaly in methane mixing ratio. The UKESM1-conc methane lifetime remains
fairly constant, with a small decrease up to 1980, whereas the UKESM1-ems methane
lifetime decreases steadily from 1920. Between 1980 and 2015, the lifetime in both
decreases by around ∼10%.

For the ACCMIP experiments in CMIP5, Naik et al. (2013) calculated a multi-model
mean reduction in methane lifetime between 1850 and 2000 of 2.0 ± 8.8%. The reduc-
tions observed in UKESM1-ems and UKESM1-conc are 12% and 10% respectively,
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greater than this multi-model upper bound estimate. The methane lifetime between
1980 and 2000 decreased by 8.2% in UKESM1-ems and 9.3% in UKESM1-conc, com-
pared to a 4.3 ± 1.9% decrease in ACCMIP. Naik et al. (2013) attributed the decrease
in lifetime to climate warming and an increase in OH. The multi-model experiments
were timeslice simulations, where the system is in steady state. UKESM1-ems and
UKESM1-conc are transient integrations, in which methane is unlikely to be in steady
state, which may contribute to the discrepancy between the calculated lifetimes.

2.3.3 CH4 + OH reaction flux

The methane concentration, OH concentration and the temperature dependence of the
CH4 + OH rate constant all affect the CH4 + OH reaction flux (calculated as kCH4+OH

[OH][CH4]). Since the flux and the methane burden are used to calculate the methane
lifetime (see Equation 2.1), the changes in all of these quantities can be used to explain
the trends in methane lifetime over time.

Figs 2.5c,d show the CH4-reaction-weighted and airmass-weighted tropospheric means
of OH respectively, as recommended by Lawrence et al. (2001). This enables compar-
ison with a range of studies - the weighting used has a large impact on the calculated
tropospheric mean. The CH4-reaction-weighted OH gives an indication of OH changes
that affect the CH4 + OH reaction flux. Further discussion on the trends in OH can be
found in section 2.4.

Fig 2.5b shows a steadily increasing CH4 + OH reaction flux over time. However, the
increase in flux-weighted OH mixing ratio between 1910-1950, and decrease up to 1980
(Fig 2.5c) are not replicated in the CH4 + OH flux trend, suggesting that changes in OH
do not have a significant effect on the flux trend in this time period. Between 1910-1980,
the dominant drivers of methane lifetime change are likely to be the increasing methane
concentration over time and the increasing temperature. After 1980, the growth rate in
methane mixing ratio decreases and flattens (see Fig 2.3), corresponding to a reversal
in trend and a large increase in OH (Fig 2.5c). Meanwhile, the CH4 + OH reaction flux
continues to increase, decreasing the methane lifetime over this period (see Fig 2.5a).
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After 1920, the methane lifetime in UKESM1-conc is longer than in UKESM1-ems,
despite the larger CH4 + OH flux, which is the main sink term. The larger methane
burden in UKESM1-conc outweighs the difference in flux terms (see equation in section
2.3.2).

The CH4 + OH flux trend can help to explain the drivers behind changes in the methane
burden over time. The rate of change of methane burden is controlled by production
(P) and loss (L) terms, shown in equation 2.2. P represents methane emissions. L is
equivalent to the CH4 + OH flux (Fig 2.5b), assuming the other sinks are negligible
in comparison (Prather et al. 2012). During the hiatus period (1999-2006), the rate of
change of methane burden over time is zero: P and L must be balanced for this to occur.

d[CH4]

dt
= P− L (2.2)

Fig 2.5b shows that L continues to increase throughout the hiatus period, which suggests
that P must also be increasing at the same rate so that d[CH4]

dt
= 0. After 2007 the loss

rate continues to increase. This suggests that the renewed growth rate is due to (larger)
increases in the source strength (Kirschke et al. 2013) such that d[CH4]

dt
> 0, rather than

a decrease in the sink strength, as suggested by Turner et al. (2017).

2.3.4 Ozone

The impact on ozone following a change in methane emissions is an important parame-
ter for methane mitigation experiments. One of the main benefits of methane emissions
reductions is through air quality benefits from reducing ozone concentrations. There-
fore, it is important to understand if and how ozone differs between emissions-driven
and concentration-driven models.

The annual mean surface ozone mixing ratio in UKESM1-ems is lower for the entire
period from pre-industrial times to the present day (see Fig 2.6a). The increased differ-
ence between UKESM1-ems and UKESM1-conc after around 1950 is consistent with



2.3. COMPARING UKESM1-EMS AND UKESM1-CONC 43

1850 1900 1950 2000
Time

20

22

24

26

28

An
nu

al
 m

ea
n 

[O
3]

 (p
pb

) UKESM1-ems
UKESM1-conc

(a)

1850 1900 1950 2000
Time

2

1

0

[O
3]

 (p
pb

)

UKESM1-ems - UKESM1-conc

(b)

1850 1900 1950 2000
Time

3100

3200

3300

3400

3500

3600

St
ra

to
sp

he
ric

 O
3 b

ur
de

n 
(T

g)

(c)

1850 1900 1950 2000
Time

1.15

1.20

1.25

Fl
ux

 w
t J

O1 D
 (x

10
5  s

1 )

(d)

Figure 2.6: (a) 1850-2014 modelled historical annual mean surface ozone concentra-
tions, for UKESM1-ems (blue) and UKESM1-conc (orange): annual means (dotted
lines) and decadal means (solid lines). (b) Difference (UKESM1-ems - UKESM1-conc)
in modelled surface ozone concentration. (c) 1850-2014 modelled historical strato-
spheric ozone concentrations (d) 1850-2014 modelled historical JO(1D).

the lower methane concentration in UKESM1-ems (Fig 2.3). The difference in ozone
between UKESM1-conc and UKESM1-ems in 1850-1950 is more surprising (Fig 2.6b).
The global mean methane mixing ratios are very similar (see Fig 2.3), but the ozone
difference may be attributable to the heterogeneous methane distribution in UKESM1-
ems. Ozone production is a very localised process, and higher or lower methane con-
centrations in certain areas are likely to affect the local ozone production, leading to a
difference in the global mean ozone concentration. To test this I looked at all of the
ozone budget terms and calculated the total tropospheric ozone production and loss in
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UKESM1-ems and UKESM1-conc. The total ozone production is lower in UKESM1-
ems than in UKESM1-conc. The loss terms are dependent on the amount of ozone bur-
den - in steady state, when production decreases then loss will also decrease. Overall, it
is likely that the differences in ozone stem from lower ozone production in UKESM1-
ems.

Another explanation for the difference in tropospheric ozone between UKESM1-ems
and UKESM1-conc could be a difference in stratospheric ozone, and JO1D. Ozone is
exchanged between the stratosphere and troposphere, so the stratosphere can be a source
for tropospheric ozone. Stratospheric ozone also affects the JO1D flux, which in turn
affects photolysis rates in the troposphere and therefore the amount of ozone. The strato-
spheric ozone burden in UKESM1-ems matches that of UKESM1-conc closely (see Fig
2.6c). The rapid decrease in stratospheric ozone after the 1960s can be clearly seen fol-
lowing the widespread use of ozone-depleting substances, with signs of recovery from
the 1990s onwards. The JO1D fluxes for UKESM1-ems and UKESM1-conc are very
similar for the whole time period, although with high interannual variability (Fig 2.6d).
From these I conclude that the difference in pre-industrial ozone is not due to a differ-
ence in JO1D flux, or ozone transported from the stratosphere, and instead from changes
in the production terms as suggested above.

2.4 OH multi-model comparison

In this section I explore the changes in OH over time in UKESM1-ems and UKESM1-
conc, and also compare the OH distribution in these models to the multi-model ensemble
from ACCMIP, and an observationally-constrained estimate from Spivakovsky et al.
(2000). The modelled OH distribution has a large impact on methane, and most other
atmospheric chemistry species, so understanding it is important for experiments going
forward.

The magnitude and distribution of OH concentrations are both important in defining the
oxidative capacity of the atmosphere. Trends in the hydroxyl (OH) concentration over
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Figure 2.7: Comparison of OH distribution for the period 2000-2009 between
UKESM1-ems (Folberth et al. 2022), UKESM1-conc (Archibald et al. 2020a), AC-
CMIP (Naik et al. 2013) and Spivakovsky (Spivakovsky et al. 2000) results. The OH
concentration is airmass weighted. The troposphere is split into 12 latitude and altitude
areas of approximately equal mass, as in Lawrence et al. (2001).

time are affected by many factors including temperature, CO concentrations, methane,
VOC emissions and NOx emissions.

Weighting the OH mixing ratio by the CH4 + OH reaction flux shows the OH concentra-
tion where the methane oxidation happens: at the surface, and in the tropics. Between
1850 and 1920, the flux weighted OH concentration decreases (Fig 2.5c) corresponding
to the increase in methane mixing ratio (Fig 2.3). After 1920, increasing ozone precur-
sor emissions, which act to increase ozone and therefore OH, act against the continued
increase in methane to give no net trend in OH (Stevenson et al. 2020). The increase in
tropospheric mean OH in UKESM1-ems and UKESM1-conc between 1980 and 2014
(8%) is consistent with the multi-model results from AerChemMIP (9%, Stevenson et
al. (2020)).
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The OH distribution can be split into latitude and altitude regions according to Lawrence
et al. (2001) to enable comparison between models, and against observation-based ref-
erence levels. These estimates were computed using a photochemical box model and
atmospheric measurement constraints of ozone, CO, NOx, hydrocarbons, water vapour,
temperature and other parameters (Spivakovsky et al. 2000). OH is highest in the tropi-
cal troposphere (1000-500hPa, 30S-30N), as shown by the red and dark orange areas in
Fig 2.7. There is generally good agreement between UKESM1-ems and the UKESM1-
conc and ACCMIP models. The 2005-2014 decadal tropospheric mean OH concen-
tration for ACCMIP is 1.11 ±0.16 x 106 (Archibald et al. 2020a): UKESM1-ems and
UKESM1-conc both lie within this range (both 1.23 x106, mass-weighted).

In terms of the effect of methane treatment on OH, there are no significant differences
between the UKESM1-ems and UKESM1-conc OH distributions. The OH concen-
tration is higher near the surface in the tropics for both UKESM1 models compared
to the ACCMIP average and the observation-based estimate (Fig 2.7 bottom left (Spi-
vakovsky et al. 2000)). Naik et al. (2013) found that the ensemble of 17 CMIP5 models
consistently simulated higher OH concentrations in the northern hemisphere, with in-
terhemispheric ratios of 1.28 ± 0.1 (for 2000). Observation based estimates predict
no gradient, or a reversed gradient in OH (0.88 ± 0.3, Prinn et al. (2001). UKESM1
also overestimates the interhemispheric gradient in OH compared to Spivakovsky et al.
(2000) and Prinn et al. (2001). This is consistent with the CMIP5 models and affects
the distribution of the OH sink, and therefore the distribution of methane.

2.5 Model evaluation against observations

In section 2.3, the model performance of UKESM1-ems was compared with another
model (UKESM1-conc). In this section, results from UKESM1-ems are compared
against sampled surface methane mixing ratios, to see how well the model performs
against observations.
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2.5.1 NOAA observation data

Background concentration data is necessary for analysis of long-term methane trends
and evaluation of model performance. Measurements from close to point sources such
as wetlands and landfills are not suitable for this purpose, as these do not represent the
background (well-mixed) methane concentration. Also, the model would not be able to
capture these real world small-scale variations due to its coarse resolution.

Surface methane concentrations from the NOAA ESRL GMD Carbon Cycle Coopera-
tive Air Sampling Network (Lan et al. 2022) were used as the observation dataset for
the historical global methane distribution. Monthly data are available from 1985, from
flask samples of air collected at the stations shown in Fig 2.8 (Lan et al. 2022).

The stations shown in Fig 2.8 were mapped onto the N96 model grid (with resolution
1.25◦ x 1.875◦) to enable comparison between model and observations. The latitudinal

Figure 2.8: Locations of methane measurements from the NOAA ESRL GMD Carbon
Cycle Cooperative Air Sampling Network. Measurements were obtained via surface
flasks, for the 1985-2019 period. Not all stations have data for the whole period, and
some are single measurements from ship cruises (Lan et al. 2022).
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Figure 2.9: Number of NOAA CMDL measurement stations in each model latitude
band over the time period 1985-2018. Note not all stations were measuring over the
whole period.

resolution of UKESM1 is 1.25◦ (around 140km) - Fig 2.9 shows the number of stations
in each model latitude band. The mean observed CH4 surface mixing ratio for each
model latitude band was calculated. The dataset covers the whole latitude range, with
a higher density of stations in the northern hemisphere, but fewer measurement stations
at high latitudes.

The latitude-binned observational data were interpolated in latitude and time using the
SciPy 2D cubic interpolation method (Virtanen et al. 2020) to give a 144 latitude x
192 longitude observational dataset for 1985-2018, for direct comparison with the N96
UKESM1-conc and UKESM1-ems experiments. The historical UKESM1-ems run fin-
ishes in 2014, so the first three years of the SSP3-7.0 scenario were used in addition to
the historical scenario to provide a dataset spanning the same time period as the obser-
vation dataset.

2.5.2 Methane mixing ratio comparison

UKESM1-conc, UKESM1-ems and observations all show an increase in methane sur-
face mixing ratio of ∼200 ppb over the 1985-2018 time period (see Fig 2.10a). Indirect
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methane concentration data from before this period is available from ice cores, but is
not studied here (Etheridge et al. 1998).

The UKESM1-conc methane trend is consistent with the observations (r squared =
0.96), with an underestimate of 10 ± 1 ppb (2005-2014 mean). In this model the sur-
face methane concentration is prescribed. The lower boundary condition imposes a
non-physical buffer to the methane concentration, so it is difficult to explain an underes-
timate in methane concentration using physical processes in the model i.e. the balance
between sources and sinks. MAGICC is the model used to convert between emissions
and concentrations to create the LBC inputs in CMIP6 (used in UKESM1-conc) (Mein-
shausen et al. 2011). A difference in the magnitude and distribution of OH between
MAGICC and UKESM1-conc could explain the small difference in methane surface
mixing ratio.

Most of the historic methane trend is captured in UKESM1-ems, with a correlation with
the observations of 0.83 ± 0.06. The model successfully replicates the hiatus period in
1999-2006 with constant global methane burden (Kirschke et al. 2013). In UKESM1-
ems, the methane mixing ratio is determined by the relative magnitudes of the sources
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Figure 2.10: (a) Annual mean methane mixing ratio over time for 1985-2018. Obser-
vations from the NOAA CMDL network are shown in black, UKESM1-ems in blue
and UKESM1-conc in orange. (b) Bias in the annual mean methane concentration of
UKESM1-ems compared to NOAA CMDL observations. Corresponds to the blue -
black curves in (a).
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and sinks. This means the processes that caused the hiatus are included in the model:
whether that means changes to natural or anthropogenic methane emissions (Zhang et
al. 2022; Kirschke et al. 2013), or changes in the OH sink, or both (Turner et al. 2017).

However, the bias in UKESM1-ems with respect to observations (see Fig 2.10b) is
around -130 ppb, which corresponds to approximately 8% of the observed methane
mixing ratio (in 2014). There is a higher mismatch in the period between 1995-2003,
when the anomaly is around 180 ppb. This could reflect a larger missing source of
methane emissions in the CMIP6 inventory during this time.

The distribution of OH in UKESM1-conc and UKESM1-ems is very similar, but the
more spatially heterogeneous distribution of methane in UKESM1-ems means that the
distribution of methane oxidation may be different. The effect of an overestimate of OH
in the northern hemisphere (Naik et al. 2013) is likely to be similar for UKESM1-conc
and UKESM1-ems, and so does not explain the increased bias in UKESM1-ems. The
remaining bias in UKESM1-ems may be due to underestimates in methane sources: the
emissions in this configuration are not optimised with respect to observations. Transport
between methane sources and areas of high methane oxidation rate may also have an
effect.

Other emissions-driven models also underestimate methane, or require emissions opti-
misation to achieve parity with observed methane concentrations. Dalsøren et al. (2016)
used the Oslo CTM3 global chemical transport model (CTM) to study the evolution of
methane from 1970 to 2012. They used an emissions-driven configuration with emis-
sions from EDGAR v4.2 and Bousquet et al. (2011), and simulated an increase in sur-
face methane mixing ratio from 1984-2012 of around 180 ppb, but also underestimated
the absolute concentrations by 5 % across this period. They attributed this to overes-
timates in the OH sink, and using emissions inventories optimised to a different OH
distribution to the one modelled. He et al. (2020) developed an emissions-driven con-
figuration of the GFDL-AM4.1 chemistry-climate model. They simulated the methane
mixing ratio time series compared to the NOAA observations with a root mean square
error (RMSE) of 10.4-11.6 ppb, which they attribute to emissions optimisation under-
taken for wetland and anthropogenic emissions.
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UKESM1-ems captures the trend of methane over time, and predicts the methane mix-
ing ratio within ∼10 % of the observed values. This suggests that the model success-
fully simulates the main factors controlling the methane concentration. The emissions
in UKESM1-ems are not optimised, and the OH is not prescribed, so there are more free
running parameters than in the models discussed above, which leads to a potential for
an increased bias with respect to observations.

2.5.3 Interhemispheric gradient of methane and CO

The interhemispheric gradient is the difference in surface methane mixing ratio between
the northern and southern hemispheres (NH and SH), measured in parts per billion
(ppb). This gradient is positive and arises from the geographical imbalance of sources
and sinks. Most methane sources are land-based (see section 1.2.1). The northern hemi-
sphere has a much greater land mass, so accounts for the dominant source of methane.
This is mainly an anthropogenic effect: in the pre-industrial simulation there is a much
lower interhemispheric gradient (Etheridge et al. 1998), because the natural sources are
more balanced between the hemispheres.

In general, chemistry-climate models are likely to underestimate the interhemispheric
gradient for methane. Rates of methane destruction due to OH are greatest in the tropics,
where the water vapour, sunlight and temperature conditions are most favourable. The
observed NH/SH OH ratio is approximately 0.89 (Wolfe et al. 2019; Prinn et al. 2001),
so the actual sink for methane may be greater in the southern hemisphere. However, as
discussed in previous sections, models generally overestimate the OH interhemispheric
ratio, with a greater proportion of OH in the northern hemisphere (Naik et al. 2013).
This leads to more destruction of methane in the northern hemisphere and a smaller
simulated interhemispheric gradient.

In this work, the gradient is calculated by taking the difference in mean methane surface
concentration between 45◦N-90◦N and 45◦S-90◦S. These areas represent the highest
and lowest concentrations of methane in the troposphere respectively. Compared to
using the difference between the hemispheric mean (0-90◦N and 0-90◦S), this method
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gives a reduced uncertainty, as the modelled and measured methane concentrations are
more spatially uniform at high latitudes. The ratio between the 45◦N-90◦N and 45◦S-
90◦S mean mixing ratios is also shown (in Fig 2.11b), to enable comparison with the
OH interhemispheric ratios.

UKESM1-conc simulates a methane interhemispheric gradient of zero, so UKESM1-
ems represents a large improvement in model skill. The observed and modelled gra-
dients are shown in Fig 2.11, as well as the interhemispheric ratio. The observed in-
terhemispheric ratio is fairly constant over time, with some inter-annual variability. In
UKESM1-ems, the methane interhemispheric gradient is lower than the observed gradi-
ent; methane is more evenly distributed between the hemispheres. This underestimate is
consistent with the inferred model overestimate of OH in the northern hemisphere (see
section 2.4). Another explanation for the difference in gradients is an underestimate of
methane emissions in UKESM1-ems in the northern hemisphere. This could be from
wetland emissions, which have a high uncertainty, or an underestimate in anthropogenic
emissions as suggested by Hmiel et al. (2020).
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Figure 2.11: Interhemispheric gradient of methane over time. NOAA CMDL observa-
tions are shown in black and UKESM1-ems in blue. (a) Mean methane concentration
in 45N - 90N minus the mean in 45S - 90S. (b) Ratio between the 45N - 90N mean and
the 45S - 90S mean.
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Comparison with CO interhemispheric gradient

There is strong coupling between methane and CO in the atmosphere and so I also
consider the CO interhemispheric gradient in this section. CO is the main sink for OH
(39%, Lelieveld et al. (2016)) - the drivers of methane interhemispheric gradient, such as
OH concentrations and methane emissions, also affect the CO gradient. There are also
independent sources of CO, including biomass burning and oxidation of non-methane
VOCs (NMVOCs), which would affect the CO gradient but not methane. Grant et al.
(2010) found that secondary production of CO via oxidation of methane and NMVOCs
corresponds to around 60% of the total CO source, with methane oxidation accounting
for 28%.

Qualitatively, UKESM1-ems successfully captures the factors which affect the interan-
nual variability in the CO interhemispheric gradient. The UKESM1-ems and observed
gradients share similar features such as peaks around 1998 and 2004, which are not
seen in the methane interhemispheric gradients. This represents an improvement on the
modelled CO gradient in UKESM1-conc.

Both UKESM1-ems and the observations show a decreasing trend in interhemispheric
gradient over time, consistent with decreasing northern hemisphere CO emissions (Jiang
et al. 2017) (see Fig 2.12). The UKESM1-ems interhemispheric CO gradient is approxi-
mately 30 ppb lower than the observed gradient throughout the time period studied. This
is consistent with an underestimate in methane emissions in the northern hemisphere
(and therefore lower modelled methane interhemispheric gradient, Fig 2.11), leading to
less secondary CO production there. An overestimate of OH in the northern hemisphere
would affect both CO and CH4 gradients in the same way, leading to a lower gradient
in UKESM1-ems. However, the trends in the modelled CH4 and CO gradients are dif-
ferent: a decline and then increase for methane and a steady decrease for CO. Overall,
the differences between the observed and modelled gradients are likely a combination
of different biases in methane emissions, CO emissions and OH concentrations.
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Figure 2.12: Interhemispheric gradient of CO over time. NOAA CMDL observations
are shown in black and UKESM1-ems in blue. (a) Mean methane concentration in 45N
- 90N minus the mean in 45S - 90S. (b) Ratio between the 45N - 90N mean and the 45S
- 90S mean.

2.5.4 Latitudinal distributions of CH4 and CO

The UKESM1-ems spatial distribution of methane is more homogeneous than the ob-
served distribution. The interhemispheric gradient alone does not give a full picture of
the spatial distribution. Fig 2.13 shows the latitudinal variation of methane with time
for observations and UKESM1-ems. The dominant trend seen in Figs 2.13a and b is
the increase in methane concentration over time at all latitudes. There is also latitudinal
variation, with higher concentrations in the northern hemisphere for all years (causing
the interhemispheric gradient).

To isolate the variation with respect to latitude, the data in Figs 2.13a, b were normalised
to the 90◦S value for each year (representative of the background methane concentra-
tion). This is shown in Fig 2.13c and d. The greater areas of light green and yellow in the
NH observations highlight the larger interhemispheric gradient compared to UKESM-
ems, as seen in Fig 2.11.

The location and strength of the methane sources in UKESM1-ems could be improved
with respect to observations. For example, there is an area of high methane concentra-
tion in the observations at sin(latitude) = 0.75, which corresponds to around 50◦N, from
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Figure 2.13: Spatial distribution of annual mean methane mixing ratios over time for
(a,c) (interpolated) observations and (b,d) UKESM1-ems. (a,b) show absolute mixing
ratios: the scales are offset by 200 ppb to enable comparison of the spatial distribution
without the bias in concentration. (c,d) show the latitudinal variation in methane con-
centration, detrended from the background increase in methane over time. Methane at
each latitude was normalised to the 90◦S value for each year i.e. [CH4] / [CH4]90S .

around 1990. This is likely due to a methane source rather than a localised difference
in sinks. This latitude corresponds to Europe and North America, and the timing cor-
responds to the increase in usage of natural gas, of which these regions accounted for
over 50% (in 2000, EIA (2012).

One of the limitations of the observational dataset is that some of the latitudes corre-
spond to only one measurement station, especially in the southern hemisphere (see Fig
2.9). Stations may be influenced by local sources and sinks, which creates a possibil-
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ity for large uncertainties in the measured zonal mean methane concentration at that
latitude. This is another possible explanation for the large methane anomaly at 50◦N:
proximity of a station to a methane source (there are only two stations at this latitude,
see Fig 2.9). The area of high methane concentration around the equator, from 2004, in
the observations, corresponds to one latitude band that contains two stations, and so this
zonal mean may also be influenced by local sources such as biomass burning.

Decadal average latitudinal profiles for years 2000-2009 are shown in Fig 2.14. For
comparison purposes, the y-axes differ by 200 ppb to offset the bias in UKESM1-ems.
The maximum interhemispheric gradient is 106 ppb for UKESM1-ems for 2000-2009,
with a decadal average global mean surface methane mole fraction of 1592 ppb.
Heimann et al. (2020) reported an interhemispheric gradient of 104 ppb with global
mean mole fraction of 1590 ppb, for 2000-2005, from their BASE experiment, which
is comparable to UKESM1-ems. The maximum observed gradient is 209 ppb with
a global mean mole fraction of 1805 ppb. The observed methane profiles are far
more variable in the northern hemisphere than in UKESM1-ems; localised peaks in
methane concentration are much shallower in UKESM1-ems. Overall, moving from
the concentration-driven to emissions-driven model represents an improvement in the
model skill in simulating the global methane distribution.

The improvement in model skill from UKESM1-conc to UKESM1-ems can be seen
clearly when considering all latitudes over time. Fig 2.15 shows the difference between
modelled and observed methane concentration for UKESM1-ems and UKESM1-conc
over latitude and time. The results are normalised to the background concentration
(90S), to take into consideration the UKESM1-ems model bias, as well as the change
in methane over time. Both models replicate the uniform distribution in the southern
hemisphere. UKESM1-conc shows a significant low bias in methane in the northern
hemisphere due to the latitudinally invariant lower boundary condition. UKESM1-ems
shows a smaller bias in the northern hemisphere. As previously mentioned, there is a
greater difference at around 50◦N, corresponding to high methane concentrations in the
observations, such that UKESM1-ems gives an underestimate in this region.
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Figure 2.14: Latitudinal distribution of methane concentration in UKESM1-ems (blue),
UKESM1-conc (orange) and observations (black) (Dlugokencky 2020) for 2000-2009.
The numbers along the top indicate the number of data points/stations for each latitude
contributing to the observation data.
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Figure 2.15: Difference between the modelled and observed annual mean methane mix-
ing ratio, with respect to the methane concentration at 90◦S, for (a) UKESM1-conc and
(b) UKESM1-ems.
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Comparison with CO distribution

This section considers the CO distribution over latitude and time. Intense tropical
biomass burning events can cause large peaks in CO and therefore affect its latitudi-
nal distribution. Such events, exacerbated by the extreme ENSO event of 1997/1998,
caused a maximum in CO consistent in the emissions inventories considered by Granier
et al. (2011). Novelli et al. (2003) estimated that the CO source from biomass burning
was 45-80% higher than the annual average, corresponding to an extra 225-400 Tg of
excess CO released. This was mainly in Indonesia in Sept-Nov 1997 (Duncan et al.
2003), but extreme fire events also occurred in the boreal forests in 1998 (Yurganov et
al. 2004). This is consistent with the simulated UKESM1-ems mixing ratios for these
years: the large anomaly in CO concentration in 1997 and the increase in the tropics and
northern hemisphere in 1998 (see Fig 2.16). The observations also show a widespread
increase in CO mixing ratio in 1998, but the measurements of CO at equatorial latitudes
did not start until 2004 so the large peak in the tropics is not observed in this dataset
(Lan et al. 2022).
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Figure 2.16: Latitudinal distribution of CO mixing ratio over time for UKESM1-ems.
The colour bar saturates at 230 ppb, which only affects the peak at the equator in 1998
(exceeds 500 ppb).
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CO emissions affect the methane profile: increased CO reduces the OH sink, resulting
in a higher methane concentration. The 1998 CO increase most likely leads to the uptick
in the methane concentration profile around 1999 (seen most clearly in UKESM1-ems,
Fig 2.13b). The CO distribution also shows maxima at the equator in 1991, 1994 and
2006 (2.16), which are also likely to be associated with large-scale biomass burning
events (Van Marle et al. 2017) and also affect methane concentrations.

In contrast to the methane anomaly, there is no latitudinally uniform bias with respect
to observations in the simulated CO mixing ratios. Fig 2.17 shows the difference in
CO surface concentrations between the observed and UKESM1-ems/UKESM1-conc
results. Similar to the methane anomaly (Fig 2.15), CO is underestimated from around
50N to 90N. This may be due to insufficient sources of methane and CO, or other
VOCs, leading to not enough secondary production of CO, as explored by Heimann
et al. (2020). Many other models also show a similar underprediction at northern high
latitudes (Naik et al. 2013; Stein et al. 2014). CO in the tropics is overestimated in
UKESM1-ems and UKESM1-conc, except in the area around 30N from 1990-2000.
This overestimation may be due to an overestimate of CO biomass burning emissions.
The UKESM1-conc and UKESM-ems CO concentrations are consistent with observa-
tions at southern mid to high latitudes.
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Figure 2.17: Difference between the modelled and observed annual mean CO mixing
ratio over time for (a) UKESM1-conc and (b) UKESM1-ems.
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A low bias in CO would be consistent with the low biased methane in UKESM1-ems.
However, very similar CO anomalies are seen in UKESM1-conc, where the methane
surface concentrations are much more consistent with observations. This suggests that
the biases in CO are not due to methane related processes. Folberth et al. (2022) sug-
gested that other processes in the atmosphere are likely to affect the CO distribution, for
example loss of HO2 on aerosols.

2.6 Vertical profile evaluation

In this section, the variation of methane with altitude was studied to gain a better under-
standing of methane vertical profiles, how these may differ between concentration and
emissions-driven models, and whether UKESM1-ems gives better agreement compared
to observations. UKESM1-ems is compared with UKESM1-conc, and against flight
observations from the surface up to 12km (Wofsy et al. 2018).

2.6.1 ATom observation data

NASA’s Atmospheric Tomography mission (ATom) provides a global dataset of green-
house gas measurements, including methane, from 2016-2018 (Wofsy et al. 2018). The
flight paths of the NASA-DC-8 aircraft are shown in Fig 2.18. Measurements were
taken continuously while profiling from 0.2 - 12 km altitude (shown in purple shad-
ing). This dataset spans the entire latitude range of the atmosphere and samples mainly
the Atlantic and Pacific free troposphere. Over three years, data was sampled in all
four seasons. This provides a background methane concentration dataset, away from
land-based sources. More information, and data for other species, can be found at
https://espo.nasa.gov/atom/content/ATom (last access: Aug 2023).

https://espo.nasa.gov/atom/content/ATom
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Figure 2.18: Paths of ATom flight campaigns from 2016 - 2018 using the NASA-DC-8
aircraft. The shading in purple shows altitude, profiled from 0.2 - 12 km.

2.6.2 Comparison between modelled and observed profiles

Tropospheric and interhemispheric transport timescales are much shorter than the
methane lifetime with respect to oxidation by OH, so methane is fairly well-mixed
between hemispheres and throughout the troposphere (Prather 2007). The mixing
ratio is a useful metric here, because it is independent of the decreasing pressure
with altitude: a decreasing mixing ratio means there is a sink for methane, and an
increase corresponds to a source. In general, the mixing ratio of methane is highest
at the surface, where the sources are, and decreases with altitude. Methane enters the
stratosphere at the tropical tropopause and is transported upwards and polewards via
the Brewer-Dobson circulation (Brewer 1949). Due to oxidation in the stratosphere, the
methane mixing ratio decreases as the air moves polewards. Therefore, the stratospheric
methane mixing ratio is expected to be lower than the tropospheric methane mixing
ratio.

Here I consider the methane vertical profile for six latitude bands: 90-60◦S, 60-30◦S,
30◦S-0, 0-30◦N, 30-60◦N and 60-90◦N. The variation of annual mean methane mixing
ratio with altitude in each band is shown in Fig 2.19. The values were normalised to the
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Figure 2.19: Vertical profiles of methane mixing ratio for UKESM1-conc (in orange)
and UKESM1-ems (in blue) experiments in the year 2000, scaled to the surface methane
concentration each latitude band. Observations from the ATom dataset are shown in
black. The altitude corresponding to 125 ppb of ozone is marked by the dotted lines,
which is used as an indication of the tropopause height. Note the x axis for the tropical
latitudes (right hand side) is half the scale.

surface methane mixing ratio in each latitude band. This enables easier comparison be-
tween different model and observation years, as well as removing latitudinal differences
in surface methane concentration, to focus on the vertical profiles. For the observations,
a polynomial fit was calculated for the data points in each latitudinal band to give a
vertical profile. For the model data, the profile shown is the mean methane mixing ratio
at each altitude.

In the tropics (30◦S-30◦N), UKESM1-ems and UKESM1-conc both simulate a vertical
profile consistent with the observations. The methane mixing ratio is almost invariant
throughout the measurement range (0-12km). The tropopause in the tropics is above
the measurement range, so only tropospheric methane, which is well-mixed, is sampled
there.
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The 30◦S-0 observed methane profile (top right panel in Fig 2.19) shows a slight in-
crease in methane with altitude between 0 and 5 km, which is also reproduced in
UKESM1-ems. This is surprising since all of the methane sources are land-based, and
means that the methane increase with altitude is likely due to transport from other areas
of the troposphere. UKESM1-ems captures some of this increase, whereas UKESM1-
conc does not.

In the lower and mid troposphere, methane is well mixed and shows little variation with
altitude: this is seen in the observations and reproduced by both UKESM1-ems and
UKESM1-conc. In the southern extratropics, the concentration and emissions-driven
models show very similar profiles, with modelled methane decreasing at a faster rate
with altitude than in the observations. In the northern extratropics, the difference in
methane surface mixing ratio is larger between UKESM1-ems and UKESM1-conc (see
Fig 2.14). There, the methane mixing ratio drops off at a lower altitude, and/or at a
greater rate in UKESM1-ems compared to UKESM1-conc. This is despite these experi-
ments having the same chemistry and transport, and the same tropopause levels (marked
in dotted lines, showing the altitude of [O3] = 125 ppb), which are expected to be the
primary drivers of differences in vertical profile.

The preindustrial vertical profiles for UKESM1-ems and UKESM1-conc are almost
identical - when there is a much smaller difference in the modelled latitudinal dis-
tribution of methane. At high latitudes (60-90◦S and 60-90◦N), the emissions-driven
methane drops off more quickly with altitude than in the concentration-driven model, as
seen in Fig 2.19 for the present day.

Given that UKESM1-ems and UKESM1-conc have the same chemistry, transport and
tropopause levels, it was initially expected that the vertical profiles for methane in these
models would be identical. This suggests that the methane emissions-driven treatment
in some way affects the stratospheric transport. The difference between models is more
pronounced where there is a less uniform latitudinal distribution of methane simulated
in UKESM1-ems (i.e. in the present day).
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Overall, UKESM1-ems shows improvement over UKESM1-conc in simulating the ver-
tical profiles of methane in the northern extratropics compared to observations, and
performs similarly in the tropics and southern extratropics.

2.7 Summary

This chapter introduced the models used throughout this work: UKESM1-ems and
UKESM1-conc (Sellar et al. 2019; Folberth et al. 2022). The first section includes
a model description for both the standard, concentration-driven configuration, and the
methane emissions-driven configuration. The main updates required for UKESM1-ems
were the implementation of emissions at the surface instead of a lower boundary con-
dition, coupling wetland emissions from JULES into UKCA, and the inclusion of the
methane soil sink.

UKESM1-ems improves upon the skill of UKESM1-conc in modelling the global dis-
tribution of methane, by simulating its sources and sinks directly. These improvements
are particularly seen in the interhemispheric gradient, and latitudinal distribution of
methane.

UKESM1-ems successfully reproduces the trend in methane mixing ratio from 1850 to
present day, including the methane hiatus period. From around 1920 onwards there is
an increasing low bias in methane compared to UKESM1-conc (which is very similar
to observations). By 2014 there is a 150 ppb (8%) low bias in the methane mixing
ratio of UKESM1-ems relative to observations (Lan et al. 2022). This is likely to be
a combination of too low methane emissions and too strong a methane sink (OH con-
centration). These factors also contribute to a decreased interhemispheric gradient and
lower northern hemisphere methane in UKESM1-ems compared to observations.

The emissions-driven treatment of methane causes a difference in simulated preindus-
trial ozone concentration between UKESM1-ems and UKESM1-conc - the ozone con-
centration in UKESM1-ems is lower. Here UKESM1-ems may represent an improve-
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ment in the process-based representation of ozone production: with a heterogeneous
distribution of methane leading to a differences in local ozone production.

The OH distribution and trend over time are similar in UKESM1-ems and UKESM1-
conc, and are also consistent with other modelled OH distributions in CMIP6 mod-
els. Compared to observationally-constrained estimates, all models overestimate OH in
the northern hemisphere. This is likely to affect the simulated methane distribution in
UKESM1-ems.

UKESM1-ems simulates the vertical profiles for methane better than UKESM1-conc.
Methane is invariant with altitude in the troposphere, where it is well-mixed, and then
the mixing ratio decreases in the upper troposphere and above the tropopause due to
sinks in the stratosphere. In the southern hemisphere, in UKESM1-ems and UKESM1-
conc, the methane decreases with altitude more rapidly than in the observed vertical pro-
file. In the northern hemisphere extratropics, UKESM1-ems more closely matches the
observed vertical profile, compared to UKESM1-conc. The difference in methane dis-
tribution between the concentration and emissions driven models likely leads to changes
in the vertical profile, and leads to an improvement in simulating the vertical profile in
UKESM1-ems.

Overall, UKESM1-ems represents an improvement in the capability for modelling
methane. The strengths highlighted in this chapter include the ability to change
methane emissions on a global and regional scale, compared to using a lower boundary
condition. The trends in methane are simulated successfully, and there is an improved
modelled latitudinal distribution. This shows the suitability for using UKESM1-ems in
experiments looking at changes in methane emissions over time. The main limitation
is the low-bias in methane concentrations with respect to observations, which will be
taken into consideration going forward.
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Abstract

Mitigation of greenhouse gas emissions is crucial for achieving the goals of the Paris
climate agreement. One key gas is methane, whose representation in most climate mod-
els is limited by using prescribed surface concentrations. Here I use the new, methane
emissions-driven configuration of the UK Earth System Model (UKESM1-ems) and
simulate a zero anthropogenic methane emissions scenario (ZAME) in order to (i) at-
tribute the role of anthropogenic methane emissions on the Earth system and (ii) bracket
the potential for theoretical maximum mitigation.

I find profound, rapid and sustained impacts on atmospheric composition and climate,
compared to a counterfactual projection (SSP3-7.0, the ‘worst case’ scenario for
methane). In ZAME, methane declines to below pre-industrial levels within 12 years
and global surface ozone decreases to levels seen in the 1970s. By 2050, 690,000
premature deaths per year and 1 degree of warming can be attributed to anthropogenic
methane in SSP3-7.0. This work demonstrates the significant maximum potential
of methane emissions reductions, and their air-quality co-benefits, but also reiterates
the need for action on carbon dioxide (CO2) emissions. I show that a methane
emissions-driven treatment is essential for simulating the full Earth system impacts and
feedbacks of methane emissions changes.

This chapter was published in npj Climate and Atmospheric Science (Staniaszek et al.
2022). My role in this was the experimental design, model runs, data analysis and
writing, with discussions and advice from my co-authors.



3.1. INTRODUCTION 69

3.1 Introduction

The previous chapter outlines the emissions-driven configuration of UKESM1, and eval-
uates its performance in the historical time period. UKESM1-ems provides a new ca-
pability to change methane emissions interactively, rather than being constrained by a
lower boundary condition. This capability is used in this chapter to explore the role of
anthropogenic methane in the Earth system in a future climate scenario. The changes in
atmospheric composition and climate attributable to anthropogenic methane emissions
are quantified.

The methods used for this attribution experiment are introduced in section 3.2. The
impacts of methane emissions on climate and composition are investigated in sections
3.3 and 3.4 respectively. In section 3.5 the results from this emissions reduction exper-
iment are compared to those from other studies, such as AerChemMIP. The discussion
(section 3.6) focuses on the atmospheric chemistry response to methane mitigation, and
how the use of an emissions-driven model affects the model response. The results are
summarised in section 3.7.

3.2 Experiment setup

SSP3-7.0 was used as the underlying, or counterfactual scenario. It has the most extreme
future methane trajectory in CMIP6 (Gidden et al. 2019), but one in which the simulated
methane concentrations match the recent trends in methane observations (see Fig 3.1b).
In this attribution study, the use of SSP3-7.0 also provides an estimate of the maximum
impact attributable to future anthropogenic methane emissions.

To simulate the effects of zero anthropogenic methane, I instantaneously removed all
anthropogenic methane emissions from 2015 onwards. The remaining emissions are
from wetlands, biomass burning and non-wetland natural emissions (see Fig 3.1a). This
scenario is hereafter referred to as ZAME.
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The experiments were run with a fully coupled atmosphere-ocean at N96 resolution,
from 2015 to 2050. Three ensemble members each were run for the counterfactual and
ZAME scenarios, continuing from one of three different historical realisations. These
are shown in the figures in lighter colours, with the ensemble mean in the darker colour.

I examine these methane emissions reductions not as a feasible strategy, but to show the
effect of anthropogenic methane in the counterfactual SSP3-7.0 scenario, via the im-
pacts of maximum theoretical emission mitigation. I aim to highlight the importance of
limiting further methane increases and the significant maximum potential of emissions
reductions.

Several studies have explored the impacts of stopping methane emissions, usually in
conjuction with carbon dioxide in order to calculate the warming commitment associ-
ated with zero anthropogenic emissions (ZEC) e.g. Palazzo Corner et al. (2023) and
Matthews et al. (2012). Solomon et al. (2010) performed an experiment where anthro-
pogenic methane emissions were zeroed out instantaneously using an intermediate com-
plexity climate model (BERN2.5CC EMIC). They found that the warming impacts of
anthropogenic methane persist long after emissions and concentrations have decreased,
with over 20% of the warming still present 50 years after cessation of emissions. Here,
I am able to represent the Earth system response to zero anthropogenic methane emis-
sions more fully through: the direct representation of methane emissions (rather than
assuming a fixed methane lifetime), the inclusion of methane’s feedback on its own life-
time, a full chemistry scheme, and the inclusion of interactive wetlands. This is likely to
result in a more rapid decrease in methane concentration than previous studies due to the
self-feedback as described in section 1.2.5, which will also likely affect the temperature
response.

3.3 The impacts of ZAME on atmospheric composition

In the ZAME scenario, (following the cessation of anthropogenic methane emissions,
Fig 3.1a), surface methane decreases globally with an e-folding timescale of 6.55 ±
0.06 years, and reaches below pre-industrial levels by 2030 (i.e. within 15 years; see
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Figure 3.1: Methane emissions inputs and the resulting surface methane concentra-
tions in UKESM1-ems (a) Methane emissions used as inputs into UKESM1-ems for
1985 - 2050, from Gidden et al. (2019). The emissions are split into sectors: interac-
tive wetland emissions (orange), non-wetland natural (green), biomass burning (dark
orange), anthropogenic (pink), and removed anthropogenic in the zero anthropogenic
methane emissions scenario (ZAME, grey). (b) Methane surface concentrations from
1985-2050. Historical model concentrations are in dark grey and observations (Dlu-
gokencky, NOAA/GML (gml.noaa.gov/ccgg/trends ch4/) are shown by crosses. Three
future scenarios are shown: ZAME (blue), SSP3-7.0 (red) and SSP1-2.6 (orange). The
pre-industrial (PI) level is shown by the dotted line. The fainter coloured lines show the
three individual ensemble members and the darker line shows the ensemble mean, for
SSP3-7.0 and ZAME.
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Figure 3.2: Atmospheric composition changes over time in the zero anthropogenic
methane scenario (ZAME) from 2015-2050. The SSP3-7.0 scenario is shown in red,
ZAME in blue, SSP1-2.6 in orange and pre-industrial values in dotted grey. The fainter
coloured lines show the three individual ensemble members and the darker line shows
the ensemble mean, for SSP3-7.0 and ZAME. (a) Global mean (airmass-weighted) tro-
pospheric OH concentration. (b) Methane lifetime, defined as total atmosphere burden
divided by CH4 + OH flux in the troposphere. (c) Decadal mean (2040-2050) change in
surface ozone concentrations in ZAME compared to SSP3-7.0. (d) Population-weighted
surface ozone concentration. Population datasets are based on the the underlying SSP
scenarios (O’Neill et al. 2016). The tropopause is defined as a [O3] = 125 ppb surface.
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Fig 3.1b). The whole atmosphere methane burden declines to below pre-industrial levels
within 12 years, stabilising at 1775 ± 15 Tg, 71% below the counterfactual in 2050.

Commensurate with the decrease in methane, levels of OH increase. OH is the main
component of the atmosphere’s oxidising capacity, and determines the methane life-
time, but itself is controlled by the amount of methane and other reactive gases in the
atmosphere (Naik et al. 2013). The magnitude of the OH sink decreases in ZAME due
to the changes in methane: directly via reduction of the CH4 + OH reaction, and in-
directly due to decreases in secondary production of carbon monoxide (CO), the other
major OH sink. As a result, the global mean surface OH concentration increases over
time in ZAME (see Fig 3.2a). It reaches a new constant level of 1.34 ± 0.01 x106 molec
cm −3 by 2035 (after 20 years), more than 30% higher than the present-day period. This
represents a change unprecedented over the historic period (1850-2014) (Stevenson et
al. 2020) and drives the rapid decrease in the lifetime of methane.

Methane is an important precursor for tropospheric ozone (Fiore et al. 2008). This rela-
tionship holds well in the ZAME scenario: tropospheric ozone is significantly reduced,
globally. In SSP3-7.0, the population-weighted surface ozone concentration increases
linearly from 2015 to 2050, reaching 35.32 ± 0.07 ppb (9.4% higher than 2014, Fig
3.2d). In ZAME, the surface ozone concentration decreases rapidly in the first decade,
then stabilises to a new steady-state value of 27.8 ± 0.5 ppb (13.9 % below 2014) up to
2050. This corresponds to historical global population-weighted ozone levels from the
1970s (simulated with UKESM1.0). The population data used are consistent between
the simulations (from SSP3 in 2050 (Jones et al. 2016)), so the differences stem from
the regional surface ozone changes.

In SSP3-7.0, the area-weighted surface ozone concentration remains constant over the
time period of the experiment. However, the population-weighted concentration in-
creases (Fig 3.2d), showing that the proportion of the population living in high-ozone
areas increases in the counterfactual. In ZAME, both the population-weighted and the
area-weighted ozone concentrations decrease.

The largest ozone reductions in ZAME occur in the Northern Hemisphere tropics (see
Fig 3.2c), in regions associated with the highest tropospheric ozone precursor emissions
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(Griffiths et al. 2021; Archibald et al. 2020b). These are populous regions, such as over
India, implying methane emissions have an important role in air quality and human
health in these regions.

To quantify the air quality impacts of anthropogenic methane, I calculated the long-term
ozone-related mortality for SSP3-7.0 and ZAME for 2050, according to the method in
Malley et al. (2017). The relationship between the change in mortality, ∆Mort, and the
change in ozone exposure, ∆O3 (relative to a minimum threshold) is shown in equation
3.1. y0 is the baseline mortality rate and β is a constant representing the association
between long-term ozone concentration and mortality. The global average mortality
data for cardiovascular and respiratory diseases comes from from the Global Burden of
Disease database for 2015 (Murray et al. 2020) (http://ghdx.healthdata.org/gbd-results-
tool). The uncertainty limits quoted were derived from the uncertainty of the mortality
rate. The 2050 population estimates for SSP3 are from Jones et al. (2016), and the
population age distribution data was estimated by the UN population division for 2050
(https://population.un.org/wpp/DataQuery/). This is the same method as used in Shin-
dell et al. (2021), but here global average mortality was used, where they use country-
specific mortality.

∆Mort = y0(1− exp−β∆O3)Pop (3.1)

There are clear links between short-term ozone exposure and mortality, however the
impact of long-term exposure on mortality is less well studied, and the use of different
ozone exposure metrics makes comparison between studies challenging ((Europe 2013;
Huangfu et al. 2020)). Sun et al. (2022) showed that the method from Malley et al.
(2017) used a high mortality rate and therefore gave an upper estimate of the mortality.
Here I have used the upper and lower limits of this mortality rate (or hazard ratio) to
provide some indication of uncertainty for this calculation. Remaining uncertainty in
my estimates is likely due to the use of global mortality rate instead of country-specific
rates, due to time and data constraints.
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According to the above method, the ozone associated with anthropogenic methane is
responsible for 690,000 premature deaths per year (456,000 - 910,000, lower and upper
bounds of mortality rate) in 2050: 43% from respiratory causes and 57% from cardio-
vascular causes. This corresponds to around 1270 annual deaths per million tonnes (Tg)
of methane emissions, or 65% higher total (ozone related) deaths per year compared to
ZAME. This figure is lower than the results from the recent Global Methane Assessment
(GMA) report (Shindell et al. 2021) (∼1400 fewer deaths per Tg CH4 mitigated). This
may be due to the use of global average instead of country-specific mortality, which is
likely to lead to an underestimate in deaths attributed to methane via ozone. However,
the air quality impacts as predicted by UKESM1-ems are consistent with those from
LBC models, and emphasise the opportunities for action on air quality via methane
mitigation.

The ozone response to decreased future methane emissions is highly dependent on the
underlying scenario. Up to 2050 and beyond, SSP3-7.0 has high emissions of CO,
nitrogen oxides (NOx), and volatile organic compounds (VOCs), all of which are pre-
cursors for ozone formation. At the opposite end of the spectrum, CO, NOx and VOC
emissions decrease substantially in SSP1-2.6 (Gidden et al. 2019). Therefore, anthro-
pogenic methane emissions (reductions) in SSP1-2.6 would have a different impact on
ozone. Up to 2050, ZAME gives greater ozone decreases than SSP1-2.6 (see Fig 3.2d):
the large decrease in methane counteracts the much higher ozone precursor emissions.
While the ZAME ozone trend stabilises in the mid 21st century, the ozone concentra-
tion in SSP1-2.6 continues to decrease, highlighting the importance of concerted ozone
precursor emissions reductions.

3.4 The impacts of ZAME on climate

The global mean surface temperature (GMST) increase is substantially reduced in
ZAME, compared with the counterfactual – in good agreement with other studies
(Shindell et al. 2021; Allen et al. 2021), and in spite of no change to CO2. The GMST
diverges from the SSP3-7.0 trajectory within a decade of zero anthropogenic methane
emissions. Over a 10-20 year time horizon (near-term), the reduction in methane and
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Figure 3.3: Physical climate changes associated with zero anthropogenic methane
(ZAME), compared to SSP3-7.0 and SSP1-2.6. ZAME is shown in blue, SSP3-7.0 in
red and SSP1-2.6 in orange. The fainter coloured lines show the three individual ensem-
ble members and the darker line shows the ensemble mean, for SSP3-7.0 and ZAME.
(a) Global mean surface temperature (GMST) anomaly with respect to 2015 values, for
2015-2050. (b) Global surface temperature difference for 2040-2050: ZAME - SSP3-
7.0. (c) Global mean precipitation for 2015-2050. (d) 2040-2050 decadal average pre-
cipitation in ZAME compared to SSP3-7.0. Red areas correspond to where there is less
precipitation in ZAME than SSP3-7.0.
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its indirect effects (O’Connor et al. 2021) counterbalance other climate forcers (such
as carbon dioxide), so overall there is little temperature change. While the methane
concentration stabilises, the other greenhouse gas concentrations continue to increase,
leading to increasing temperatures after 2035. Over a 20+ year time horizon (the
long-term), there is a sustained reduction in the rate of temperature increase: 0.045
(0.036-0.059) K per year in 2035-2050 in ZAME compared to 0.059 (0.055-0.063) K
per year in the counterfactual. The evolution of temperature beyond 2050 is beyond
the scope of this study, so it is unknown whether the ZAME scenario would have a
permanently lower rate of temperature increase, or whether it would converge towards
the SSP3-7.0 trajectory (as the time since the methane perturbation increases).

By 2050, anthropogenic methane in SSP3-7.0 causes 0.96±0.09 K more warming com-
pared to ZAME (Fig 3.3a). Considering the 2040-2050 period (Fig 3.3b), the tempera-
ture increase is globally uniform, except for in the Arctic, where Arctic amplification is
seen in SSP3-7.0. This highlights that anthropogenic methane has the greatest impact
in some of the regions most susceptible to climate change. The processes contributing
to the amplification include feedbacks related to sea ice change, and ocean and atmo-
spheric heat transport (IPCC 2021a): ESMs such as UKESM1-ems enable these to be
simulated.

Between 2015 to 2050 alone, SSP3-7.0 leads to almost 2 degrees of warming in
UKESM1-ems (see Fig 3.3a) - the entirety of the temperature limit compared to
pre-industrial levels set in the Paris agreement (UNFCCC 2015). The total temperature
increase (pre-industrial to 2050) in SSP3-7.0 is 2.82 ± 0.12 K. The ZAME experiment
shows that one degree of this warming (or one third of the SSP3-7.0 total temperature
increase to 2050) can be attributed to the effects of future anthropogenic methane
emissions. This further highlights the potential of methane emissions reductions for
climate mitigation (Shoemaker et al. 2013; Shindell et al. 2017a; Ocko et al. 2021;
Shindell et al. 2021) but shows that even the zero methane scenario breaches 1.5
degrees, and underscores the necessity of CO2 mitigation.

Mirroring the changes in global temperature, removing anthropogenic methane emis-
sions results in a decrease in total precipitation by 2050, and a slowed rate of increase
in precipitation compared to the counterfactual (Fig 3.3c). By 2040-2050, ZAME re-
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sults in a small but statistically significant reduction in the rate of precipitation (globally
averaged) of 0.061 ± 0.013 mm per day, or 1.9% less. Unlike surface temperature,
the spatial distribution of precipitation change is non-uniform, as shown in Fig 3.3d.
The largest changes occur in the tropics, in the Maritime Continent, a region of greatest
precipitation in UKESM1.0 and observations (Sellar et al. 2019).

3.5 Comparison with AerChemMIP

Use of a methane emissions-driven configuration may cause a difference in the model’s
temperature sensitivity with respect to methane (the level of warming for a change in
mixing ratio). I analysed the global mean surface temperature sensitivity to methane
concentration changes, using the ∆

√
[CH4] relationship from Etminan et al. (2016). I

compared my results to the work of Allen et al. (2021), who analysed a similar pair
of AerChemMIP model experiments based on the SSP3-7.0 scenario. Unlike ZAME,
these experiments were based on models using methane lower boundary conditions, and
simulated smaller methane reductions.

As expected, the GMST response to methane emissions is larger in ZAME than in
the AerChemMIP simulations, as shown in Fig 3.4a. The response in ZAME (orange
cross in Fig 3.4a) is also greater than would be expected based on extrapolation of the
AerChemMIP multi-model ensemble (MME) results (blue shaded area in Fig. 3.4a).
However, the ZAME results are consistent with an extrapolation of the UKESM1.0 ex-
periment in Allen et al. (2021) (green cross and dotted line in Fig. 3.4a). This most likely
reflects a higher sensitivity of GMST to CH4 in the underlying UKESM1.0 model com-
pared to the AerChemMIP MME, rather than a GMST sensitivity difference between
the LBC and emissions-driven model configurations. This is consistent with O’Connor
et al. (2021), who found a higher present-day effective radiative forcing for methane in
UKESM1.0 than in other models considered, which is expected to correlate to a larger
GMST response.

Figure 3.4b compares the ozone response in the ZAME scenario with the AerChemMIP
MME. As with GMST, the ZAME simulation represents a greater reduction in O3 than
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Figure 3.4: Comparison of ZAME and AerChemMIP ozone and temperature changes
with respect to methane concentration. AerChemMIP results are shown in purple, the
UKESM ensemble member in green and ZAME in blue. Linear trends are extrapo-
lated to test linearity of ZAME with respect to AerChemMIP. (a) Difference in global
mean surface temperature (∆GMST) vs the difference in square root of methane con-
centration (∆

√
[CH4]) for 2015-2050, according to the relationship between methane

concentration and radiative forcing (Etminan et al. 2016). (b) Difference in ozone con-
centration (∆[O3]) vs difference in methane concentration (∆[CH4]) between 2015 and
2050. Error bars represent the standard error.
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in the AerChemMIP study. As before, the ZAME results (orange cross in Fig. 3.4b)
were compared with the extrapolation of the MME relationship (∆[O3] / ∆[CH4]), and
the UKESM1.0 simulation that was used in deriving the MME relationship (green cross
in Fig. 3.4b). Although there is more variability in the AerChemMIP MME relationship
for ∆[O3] / ∆[CH4] than ∆GMST / ∆[CH4], the results from the ZAME simulation
are a clear outlier, compared with both the MME and extrapolation of the UKESM-
1 simulations. This could be due to extrapolation of the large change in emissions
resulting in a non-linear response, but previous work with similar magnitude changes
has shown that the ∆[O3] / ∆[CH4] is linear (Fiore et al. 2008). I hypothesise that this
result is driven by the use of CH4 emissions – rather than a lower boundary condition, as
used by all the models in the AerChemMIP study (Allen et al. 2021) and the recent GMA
study (Shindell et al. 2021). I suggest that UKESM1-ems more faithfully simulates the
O3 response possible under extreme methane mitigation.

3.6 Discussion

Methane plays a central role in the chemistry of the atmosphere. Through a cascade of
chemical reactions (3.2-3.9), perturbations to methane affect many species and result in
numerous feedbacks. The chemistry scheme in UKESM1-ems allows us to model these
effects.

Simple models of methane chemistry (Prather 2007; Rigby et al. 2017; Turner et al.
2017) fail to capture the effects of methane oxidation on HOx and NOx. Figure 3.5
shows the methane chemical-cascade simulated in UKESM1-ems. Under ZAME, the
total methane emissions are reduced by approximately 60% (relative to 2015), decreas-
ing methane concentrations globally. Methane is a source for secondary production of
carbon monoxide (CO): this production is reduced, so the CO concentration decreases.
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CH4 +OH −−→ CH3 +H2O (3.2)

CO+OH −−→ CO2 +H (3.3)

H+O2 +M −−→ HO2 +M (3.4)

HO2 +O3 −−→ OH+ 2O2 (3.5)

HO2 +NO −−→ OH+NO2 (3.6)

NO2 +O3 −−→ NO3 +O2 (3.7)

NO2 +NO3 −−→ N2O5 (3.8)

NO2 +OH −−→ HNO3 (3.9)

Reaction of CO with OH (reaction 3.3) is the main formation pathway for HO2 (Seinfeld
et al. 2016). The decrease in CO in ZAME (due to less secondary production, and higher
OH) leads to less production of HO2, and therefore lower modelled concentrations of
HO2 (see Fig 3.6a). Reaction with CO and CH4 (reactions 3.2 and 3.3) are the main
sink pathways for OH. With both species depleted, the sink for OH decreases, leading
to an increase in OH. The decrease in HO2 and the increase in OH both contribute to
increasing the OH/HO2 ratio, which increases by 16 % by 2050 in ZAME (see 3.6b).

The reduction in HO2 slows production of O3. By 2050, ozone in ZAME is much lower
than in SSP3-7.0 (see Fig 3.2d). The HO2 + NO reaction flux (the primary source of
tropospheric ozone) (reaction 3.6) decreases (15 % by 2050) and so results in an ozone
decrease. Secondly, the flux through the HO2 + O3 reaction increases (reaction 3.5),
which depletes ozone. Both of these flux changes result in decreased ozone concentra-
tions. Counter-intuitively, the HO2 + O3 flux increases despite decreases in both HO2

and O3. The origin of the drivers behind this have not been determined but will be the
focus of future work. The mechanisms behind ozone changes from methane emissions
reductions are investigated further in Chapter 5.

Finally, I consider the response of NOx, which may be expected to be small, because
NOx emissions are unchanged in ZAME. However, the NOx concentrations are higher
(3.7), which implies that the overall NOx lifetime has increased. The decrease in HO2
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Figure 3.5: Schematic of the relevant reactions linking methane, HOx and NOx. Species
that decrease in ZAME are labelled in blue, and those that increase in red. Solid arrows
represent reactions, with labels referencing the relevant reactions (3.2-3.8). The dashed
arrows show how OH and HO2 both contribute to the OH/HO2 ratio. This is a simplified
schematic of a more complex system which includes more feedbacks, such as between
HOx, NOx and ozone.
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Figure 3.6: (a) Mass-weighted tropspheric mean HO2 concentration over time, (b)
OH/HO2 ratio over time for ZAME and SSP3-7.0. ZAME results are shown in blue,
and SSP3-7.0 in red.

means less NO is destroyed via reaction 3.6, so the NO concentration increases. NO3

is produced via the reaction of NO2 with O3 (3.7). With less O3, less NO3 is produced
and so the steady state concentration of NO3 is lower. NO3 and NO2 react together to
form the reservoir species, N2O5 (reaction 3.8). With less NO3, less N2O5 is produced,
and this sink pathway for NO2 is lower, resulting in higher NO2 concentrations. Nitric
acid (HNO3), the other reservoir species for NOx, formed via reaction 3.9, increases
slightly, but this reaction is very buffered and so large changes aren’t seen. Overall, these
responses indicate a strong coupling between NOx and HOx in the model (Holmes 2018).
This makes attribution of the driving factors difficult in a small set of experiments, but
it shows that there are strong feedbacks present that aren’t able to be represented in
simpler models. The coupling between NOx and methane in ZAME and SSP3-7.0 is
studied further in section 4.4.

Although the methane emissions in ZAME are similar to pre-industrial levels, the bur-
den equilibrates to levels significantly below these (Fig 3.1). This reflects the very
different atmospheric oxidising capacity simulated in ZAME (Fig 3.2a). The oxidising
capacity is mainly controlled by the amount of OH in the atmosphere, which is con-
trolled by the balance of sources and sinks. OH is much higher in future scenarios than
in the pre-industrial atmosphere, due to the reduction of the OH sinks (via CH4 and
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Figure 3.7: NO and NO2 evolution over time and zonal decadal mean difference plots
for 2040-2050. (a) and (c) show NO and NO2 trends respectively over time in SSP3-
7.0 (red) and ZAME (blue). (b) and (d) show the decadal (2040-2050) zonal mean
percentage difference in NO and NO2 mixing ratio between SSP3-7.0 and ZAME. This
is calculated as ZAME - SSP3-7.0, so red areas show where [NO] or [NO2] is higher in
ZAME compared to SSP3-7.0, and blue areas show where it has decreased.
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CO) described above and an increase in water vapour (H2O), which is a feedback of the
future climate change. Increasing H2O leads to an increase in the probability of O(1D)
reacting with water (formed from O3) to form HOx. This in turn depletes more CH4 and
CO, leading to a further decreases in the OH sink.

I argue that the change in methane burden reflects the state dependence of the methane
self-feedback process. I capture these effects and the knock-on impacts more fully
in the emissions-driven simulations: by including CH4 emissions directly, and hav-
ing a fully interactive chemistry scheme with HOx and NOx coupling (unlike simpler
emission driven models e.g., Hayman et al. (2021), Rigby et al. (2017), and Turner et
al. (2017)). I argue that this self-feedback process is also not accurately simulated in
surface concentration-driven methane models, including those that have participated in
CMIP6 and sub-projects like AerChemMIP (Collins et al. 2017) (which use an LBC).
The strength of the self-feedback varies across the globe (Holmes 2018). The interac-
tion of the non-uniform methane emissions in UKESM1-ems with areas of high and
low feedback strength is more representative of the physical Earth system, compared to
an LBC model, where the surface methane concentrations are globally invariant. Cal-
culation of the LBC trajectory from emissions requires intermediate, lower complex-
ity models, with assumptions about methane lifetime and therefore oxidising capacity.
There is also a non-physical adjustment process at the lower boundary due to the fixed
surface methane concentration. The climate feedbacks on natural methane sources are
also not considered in these LBC projects (Kleinen et al. 2021), but are enabled here.

Failure to capture these feedbacks accurately will affect the atmospheric composition re-
sponse to methane emissions changes. These emissions changes, with the self-feedback
enabled, result in an increase in an oxidising capacity (see OH in Fig 3.2a) that is sim-
ulated to be unprecedented over the last 150 years. Using the emissions-driven model
avoids the use of an intermediate model, the non-physical adjustment process at the
surface, and any effects on OH that these have.
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3.7 Summary

In summary, I have shown that with the cessation of anthropogenic methane emissions,
the methane burden can decrease to below pre-industrial levels within 15 years. In the
SSP3-7.0 scenario, 1 degree of future warming can be attributed, directly and indirectly,
to the methane concentration change resulting from the anthropogenic methane emis-
sions. Reduction in the methane source leads to large scale changes in atmospheric
composition, increasing the oxidising capacity of the atmosphere to levels not seen in
the last 150 years.

In the future zero anthropogenic methane emissions scenario, surface ozone con-
centrations are greatly reduced, showcasing the air quality (and therefore human
health) impacts of anthropogenic methane in the counterfactual scenario. I calculate
that ∼690,000 premature deaths (due to ozone) per year by 2050 are attributable
to anthropogenic methane in the SSP3-7.0 scenario. Given my use of the highest
emissions scenario for ozone precursors (SSP3-7.0), these estimates for the climate and
ozone changes attributable to future anthropogenic methane represent the upper bound
of its impact.

This work supports the growing literature of studies calculating significant co-benefits
of methane action, such as the recent Global Methane Pledge. The use of methane
emissions-driven Earth system models in follow-up studies is key to quantifying the
full response of the Earth system to future methane changes, including the methane
self-feedback and composition changes.



Chapter 4

Exploring the sensitivity to NOx,
methane and CO in UKESM1-ems

87



88 CHAPTER 4. SENSITIVITY TO NOX, METHANE AND CO

Abstract

The ZAME experiments in Chapter 3 showed the UKESM1-ems system response to
methane emissions reductions. Here, I perform further experiments to better under-
stand the coupling between methane, CO, NOx and OH in UKESM1-ems, in particular
looking at the impact of methane on NOx, and the sensitivity of OH to CO and NOx

emissions.

Both the NO/NO2 ratio and the total NOx burden are affected by methane mitigation in
UKESM1-ems. The increases in NO/NO2 ratio are driven by decreases in ozone, MeOO
+ NO flux and HO2 + NO flux. The total NOx burden is affected through changes in
the partitioning between NOx and NOy(=oxidised nitrogen species). In the low methane
scenario there is less NOy present in reservoir species (mainly MeONO2 and NO3), and
more as active NOx.

CO emissions mitigation decreases OH globally, while NOx emissions reductions lead
to increases in OH, mainly in the northern hemisphere. The impact of NOx and CO
emissions changes on OH were greater in the low-methane scenario. The relationship
between OH, CO and NOx derived in previous studies was also explored here, and I
found that in these experiments the OH concentration is proportional to the ratio of the
NOx and CO+CH4 burdens.
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4.1 Introduction

In this chapter I further explore the relationships between CO, NOx, methane and OH
in UKESM1-ems. After the ZAME experiments described in Chapter 3, I wanted to
study the coupling between these species in more detail. The aim is to provide a greater
understanding of the emissions-driven model, in particular the factors affecting OH and
NOx. In this emissions-driven configuration, there are more feedbacks simulated than in
the LBC model, with the methane concentrations responding in a more process-based
way, affecting the methane lifetime, OH and ozone. These are central to the chemistry
of the atmosphere and so also affect many other species.

As discussed in section 3.6, in the ZAME experiments, NOx is affected by changes in
methane emissions, even though NOx emissions are unchanged. In Chapter 3 I hypoth-
esised that the emissions-driven model may simulate stronger coupling between NOx

and methane than the concentration-driven models. In this chapter I go into more detail
about the NOx budget in UKESM1-ems, and how it is affected by methane changes, to
look further at the drivers controlling NOx.

NOx is comprised of NO and NO2, which form part of a chemical family. This is pos-
sible due to the fast interconversion between NO and NO2, leading to a photostationary
state, with a consistent ratio. The lifetime for conversion between them is on the order
of minutes, and the reactions for their interconversion are shown below (Seinfeld et al.
2016).

NO2 + hν −−→ NO+O (4.1)

O+O2 +M
fast−−→ O3 +M (4.2)

NO+O3 −−→ NO2 +O2 (4.3)

HO2 +NO −−→ OH+NO2 (4.4)

RO2 +NO −−→ RO+NO2 (4.5)
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The ratio of NO to NO2 can be used as an indicator of the chemical state of the atmo-
sphere (Seinfeld et al. 2016). Reactions 4.1 and 4.3 dictate the NO/NO2 ratio in the
absence of hydrocarbons. These two reactions are neutral in terms of ozone - with one
ozone molecule effectively produced in reaction 4.1 and one used up in reaction 4.3
(Logan 1983). In the presence of hydrocarbons, such as methane, the reaction of NO
with peroxy radicals (RO2 species), with no ozone loss, leads to net ozone production,
via the photolysis of NO2 (reaction 4.1) (Crutzen 1979). All of the reactions above per-
turb the NO/NO2 ratio, but do not change the total amount of NOx (NO + NO2) in the
atmosphere.

To understand the NOx budget, and what affects the total amount of NOx in the atmo-
sphere, the sources and sinks of NOx must be considered. Emissions are the source of
NOx in the atmosphere. These occur at the surface, from fossil fuel use, biomass burn-
ing, and soils, and higher up in the atmosphere from aircraft. There is also a natural
source of NOx from lightning-induced fixation of atmospheric nitrogen (Schumann et
al. 2007).

There are many sinks for NOx in the atmosphere. NO and NO2 can be oxidised via
several different pathways to form compounds such as NO3, RONO2, N2O5, nitric acid
(HNO3) and peroxyacetyl nitrate species (PAN). NOx and all of these oxidation products
are collectively known as NOy. NOy compounds act as reservoirs or sinks of NOx: they
can be converted back to NO or NO2, or removed from the atmosphere by reactions and
physical removal. Fig 4.1 shows a schematic of the NOx and NOy sources, sinks and
interconversion.

NO + NO2

SinkSource
Reservoirs

Emissions Deposition
Aerosols

NO3   HNO3 N2O5 
RONO2 PAN 
MPAN     PPAN 

NOy

NOx

Figure 4.1: Schematic describing the NOx-NOy system, with sources, reservoirs and
sinks for NOx and NOy.
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HNO3 is produced from the reaction of NO2 with OH (reaction 4.8). N2O5 is formed
from the reaction of NO2 and NO3. N2O5 also reacts with water on aerosols in a hetero-
geneous reaction to form HNO3. Nitric acid is very soluble and is readily removed from
the atmosphere through deposition: the formation of HNO3 through these reactions is
the major pathway for removal of NOx from the atmosphere (Logan 1983).

O3 +NO2 −−→ NO3 +O2 (4.6)

NO3 +NO2 +M −−→ N2O5 +M (4.7)

OH+NO2 +M −−→ HNO3 +M (4.8)

NO3 +NO −−→ NO2 +NO (4.9)

RO2 +NO+M −−→ RONO2 +M (4.10)

MeOO+NO+M −−→ MeONO2 +M (4.11)

N2O5 +H2O(surface) −−→ 2HNO3 (4.12)

The rate of change of NOx is determined by the balance in sources, reaction to form NOy

reservoirs, and sinks (shown in Fig 4.1). Methane affects both the ratio of NO/NO2, and
the total amount of NOx. The mechanisms for this are explored in this chapter, by
considering the NOy species, and looking at the fluxes for the above reactions.

Previous studies have analysed the effects of NOx emissions perturbations on methane,
ozone and climate. Stevenson et al. (2022) found that half of the observed methane
growth rate between 2019 to 2020 could be explained by NOx emissions reductions re-
sulting from lockdowns (assumed to be 20 %). Fry et al. (2012) quantified the radiative
forcing impacts of CO and NOx emissions reductions (leading to a negative and positive
forcing respectively). Both of these studies used the same set of chemistry transport
models, from Task Force on Hemispheric Transport of Air Pollution (2010). These sim-
ulations used a methane LBC, and they diagnosed methane changes indirectly using the
methane lifetime. While they simulated methane emissions perturbations (via changes
in the LBC) these studies did not consider the impact of methane on NOx.
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CO is another species strongly coupled to methane. Reaction with CO is the major sink
for OH in the troposphere (39% of total destruction, Lelieveld et al. (2016)). Therefore,
changes in CO emissions affect the tropospheric OH concentration. Reductions in CO
emissions lead to lower CO concentrations, reducing the sink strength for OH, causing
an increase in OH concentrations. This has implications for the oxidative capacity of the
atmosphere, and the lifetime of species such as methane. Any changes in OH caused
by CO affect methane, and vice versa (Prather et al. 2012). Methane also affects the
source of CO: methane oxidation is a secondary source for CO. This relationship can be
described using the equations 1.15-1.17 in Chapter 1.

NOx also affects OH production. Primary production of OH occurs via ozone photolysis
and the reaction of O1D + H2O (Levy 1971). Ozone in the troposphere is produced via
NO2 photolysis; changes in NOx affect ozone and therefore OH. NOx also affects OH
recycling, or secondary production of OH, which occurs when NO reacts with HO2,
re-forming OH (reaction 4.4). This process accounts for around 30% of OH production
(Lelieveld et al. 2016), and is especially important at high latitudes, where there is less
primary production of OH, due to lower photon flux and water vapour concentrations.

The relationship between OH, CO and NOx has been formalised in several past studies.
Wang et al. (1998) derived an expression for tropospheric OH concentration where [OH]
is proportional to the ratio SN / S3/2

C (equation 4.13). SN is the source of NOx and SC is
the source of hydrocarbons, approximated in that work as the source of CO. Decreasing
CO reduces SC , which leads to more OH by decreasing the sink, while decreasing NOx

reduces SN , and decreases OH. The exponent of 3/2 accounts for non-linear feedbacks
in the coupled chemistry between CO and OH. Dalsøren et al. (2006) used a weaker
dependency of OH on the same ratio, with [OH] ∝ SN / SC , in a 3D chemistry transport
model.

[OH] ∝ SN

S
3/2
C

(4.13)
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Naik et al. (2013) compared the historical OH changes over time relative to CO and
NOx concentrations for a range of CMIP5 models. They found a linear relationship be-
tween the absolute change in annual average tropospheric mean OH concentration from
pre-industrial to present day (∆OH), and the ratio of the change in tropospheric CO
and NOx burdens, (∆ NOx / ∆CO). This is consistent with the relationship in Dalsøren
et al. (2006). While the CO and NOx emissions differences are consistent between the
CMIP5 models, the changes in burden are not consistent, due to differences in chemi-
cal and physical schemes implemented in the models. Murray et al. (2021) tested the
relationship in equation 4.13 in ACCMIP models and found that it explains intra-model
variation in OH well, given the NOx lifetime remains relatively constant. They showed
that models generally disagree in their OH response to emissions changes, due to differ-
ences in VOC oxidation schemes and NOx lifetimes, and found that changes in OH were
better characterised by variations in the relative loss pathways of reactive nitrogen and
carbon (CO + CH4), LNOx/L

3/2
C . This is equivalent to the source ratio (at steady-state),

but also takes into account the different chemistry schemes used by different models
(where the same emissions give a different [OH]).

John et al. (2012) evaluated the influence of climate and emissions on OH and methane
lifetime in a set of pre-industrial to present day CMIP5 experiments where selected forc-
ings were kept at 1850 levels. They found that anthropogenic drivers were dominant in
determining the methane lifetime trend over the historical period. They calculated the
correlation coefficients for global annual mean OH vs methane burden, CO emissions,
surface NOx emissions and lightning NOx emissions. In the historical simulation, the
CO and NOx emissions increase over time, while overall the tropospheric mean OH de-
creases. A strong anti-correlation is seen between CO emissions and OH concentration.
The NOx emissions increase over time would be expected to increase OH, however the
opposite is seen, likely due to the effect of other anthropogenic emissions in this sce-
nario, including CO. The ratio of CO to NOx emissions was not studied here.

In this chapter, I consider CO, methane and NOx mitigation experiments to unpick the
relationship between methane and NOx in UKESM1-ems.

CO mitigation is usually a by-product of mitigation of fossil fuels through measures to
reduce methane and CO2, rather that being directly targeted. Therefore, with targeted
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measures to reduce emissions from fossil fuels (the sector with the most potential for
abatement), CO emissions are also likely to decrease. CO emissions have been on a
downward trend since the 1980s, and continue to decrease in all SSP scenarios except
SSP3-7.0 (Gidden et al. 2019).

NOx emissions decrease in most SSP scenarios due to air quality measures. In most of
Europe and North America, NOx emissions have peaked and are now decreasing due
to emissions controls. The global emissions of NOx are still increasing, mainly due to
increasing industry and energy sectors in Asia, where emissions are still increasing and
are likely to peak at a later date (Hoesly et al. 2018; Gidden et al. 2019).

Section 4.2 describes the experiments used in this chapter. Section 4.3 shows the
methane, CO and NOx responses to the emissions changes, and section 4.4 explores
the mechanisms through which methane affects NOx. Finally, section 4.5 looks at the
impact of CO and NOx on OH, and how well the relationship in equation 4.13 holds up
in these experiments, with different CO and NOx emissions.

4.2 Experiment setup

The ZAME and SSP3-7.0 scenarios from Chapter 3 were used as baselines for a further
set of expeirments. The focus of these was to probe the UKESM1-ems model system
and processes, looking at coupling between CO, NOx, methane and OH. The ZAME
and SSP3-7.0 pair provide a high and low methane scenario. Within each of these, I
implemented low CO and low NOx emissions trajectories, to look at the system response
to changes in CO and NOx in different methane scenarios. All of the experiments used
in this chapter are outlined in Table 4.1, and were run from 2015 up to 2030.

The low emissions trajectories for CO and NOx follow the SSP1-2.6 pathway, and are
shown in Fig 4.2. SSP1-2.6 is the one of the lowest emissions trajectories from CMIP6,
and follows a ‘green growth’ scenario (Van Vuuren et al. 2017). By 2030, CO emis-
sions in SSP1-2.6 are 32% lower than in SSP3-7.0, and NOx emissions are 29% lower.
These reductions are from measures targeted at reducing greenhouse gas emissions and
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Scenario CH4 CO NOx
SSP3-7.0 SSP3-7.0 SSP3-7.0 SSP3-7.0
SSP370lowCO SSP3-7.0 SSP1-2.6 SSP3-7.0
SSP370lowNOx SSP3-7.0 SSP3-7.0 SSP1-2.6
ZAME no anthro SSP3-7.0 SSP3-7.0
ZAMElowCO no anthro SSP1-2.6 SSP3-7.0
ZAMElowNOx no anthro SSP3-7.0 SSP1-2.6

Table 4.1: CO and NOx mitigation experiments. All are based on the SSP3-7.0 scenario.
In the ZAME scenarios the methane emissions are from natural and biomass burning
sources only.
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Figure 4.2: CO and NO emissions in SSP3-7.0 (lighter colours) and SSP1-2.6 (darker
colours). SSP3-7.0 emissions are used in the baseline scenarios, and SSP1-2.6 CO and
NO emissions are used in the lowCO and lowNOx scenarios respectively.

improving air quality. All other emissions in these experiments are kept at SSP3-7.0
levels.

There is a natural source of NOx emissions from lightning (around 10% of total NOx

emissions, (Murray 2016)), which is not changed directly here. In UKESM1-ems these
NOx emissions are simulated online and respond to changes in atmospheric variables
such as convection and cloud top height according to Price et al. (1992). The NOx emis-
sions reductions here are implemented on the anthropogenic surface emissions only.

The experiments in Table 4.1 were run from 2015 up to 2030. There is one ensem-
ble member for each low CO/NOx experiment. SSP3-7.0 and ZAME both have three
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ensemble members each, which through calculating an ensemble mean and spread is
used to give an indication of whether the perturbations in the lowCO and lowNOx ex-
periments give results outside the baseline scenario. In the figures in this chapter, the
lines labelled SSP3-7.0 and ZAME are the ensemble means (in darker orange and blue
respectively) and the ensemble members contributing to the mean are shown, in lighter
orange and blue.

4.3 Methane and CO response

In this section I present the results from the lowNOx and lowCO experiments to show
how reducing NOx and CO emissions affects the methane mixing ratio and CO burden.

The surface mean methane mixing ratio response for the experiments in Table 4.1 is
shown in Fig 4.3a. The main differences are between the ZAME and SSP3-7.0 scenar-
ios, which have a large difference in methane emissions. The CO and NOx emissions
decreases do affect the methane mixing ratio - the resulting methane mixing ratios are
just outside the ensemble mean for the ZAME and SSP3-7.0 scenarios, from around
2020 for low CO and around 2025 for low NOx. Decreasing CO increases OH and
therefore decreases methane mixing ratios, while decreasing NOx decreases OH and
increases methane mixing ratios. Overall, the methane response to these emissions
changes is minimal and is not the focus of this chapter.

Fig 4.3b shows the tropospheric CO burden response to changing methane, CO and
NOx emissions. The large difference between SSP3-7.0 and ZAME comes from a re-
duction in the secondary production of CO via methane oxidation, and from higher OH
concentrations in ZAME, leading to more destruction of CO. As expected, with lower
primary CO emissions in the SSP370lowCO and ZAMElowCO experiments, the CO
burden decreases over time. In the last three years of the time series, SSP370lowCO
has a ∼13% lower CO burden and ZAMElowCO has a ∼17% lower CO burden, for the
same CO emissions reduction. Decreasing CO emissions in ZAME has a larger impact
on the CO burden, because primary CO emissions make up a greater proportion of the
total CO source in ZAME. There is also a feedback effect via OH similar to the methane
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self-feedback described in section 1.2.5. In ZAME, CO is responsible for a greater pro-
portion of the sink for OH, so reducing CO emissions will lead to a proportionally larger
increase in OH, which then reduces the CO burden further. Lower NOx emissions have
a similar impact on CO as they do for methane: reducing NOx decreases OH, which
increases the CO burden.
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Figure 4.3: Methane and CO response in SSP3-7.0, ZAME (ensemble means) and
lowCO/NOx scenarios. (a) Methane annual mean surface mixing ratio. (b) Tropo-
spheric CO burden.

4.4 How does methane affect NOx?

The NOx response to changes in methane in ZAME was one of the main motivations
for doing these experiments: perturbing NOx in a high and low methane scenario. In
this section I consider two pairs of scenarios, one with high (SSP3-7.0) NOx emissions:
SSP3-7.0 and ZAME; and one with low (SSP1-2.6) NOx emissions: SSP370lowNOx
and ZAMElowNOx (see Table 4.1). In each of these pairs there is a high and low
methane trajectory - this enables me to look at the response of NOx to changes in
methane.

Fig 4.4 shows the tropospheric average NOx mixing ratios and burden from 2016 to
2030. The scenarios in orange and blue have the same (high) anthropogenic NOx

emissions, while the scenarios in dotted lines have the same (low) anthropogenic NOx
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Figure 4.4: NOx response in SSP3-7.0, ZAME and lowCO/NOx scenarios. (a) NO
tropospheric mean mixing ratio (b) NO2 tropospheric mean mixing ratio. (c) NOx tro-
pospheric mean mixing ratio. (d) Total NOx burden (NO+NO2, TgN).
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emissions. Panel (c) shows the NO/NO2 ratio, ie. panels (a) divided by (b). With
lower methane emissions, the NOx mixing ratio and burden increases. This means that
methane affects the source or sink terms of NOx in UKESM1-ems. The NO/NO2 ratio
also changes with decreasing methane emissions, showing that methane also affects the
photostationary state of NO/NO2.

Fig 4.5 and Fig 4.6 show the zonal mean differences in NO and NO2 respectively. The
magnitude of the NO change is highest at the surface, corresponding to where the high-
est NO concentrations are (and emissions). NO2 increases the most in the northern
hemisphere and the tropical upper troposphere. When looking at the percentage differ-
ence, both NO and NO2 show an increase in the northern hemisphere and in the tropical
upper troposphere. These two regions have different chemical regimes, with the lower
NH tropospheric region much more influenced by anthropogenic emissions, and with
reservoir species such as N2O5 and NO3. The tropical upper troposphere is likely to be
more affected by lightning NOx emissions. The high and low NOx scenarios show very
similar results, with slightly higher NOx increases in the SSP3-7.0 NOx scenario for the
same change in methane emissions. The reasons behind these NOx trends are explored
in the next sections.

4.4.1 Changes in NO/NO2 ratio

Firstly I consider the reactions that affect the NO/NO2 ratio. These are reactions 4.1
to 4.5, which interconvert NO and NO2. The NO2 photolysis reaction is unlikely to be
affected by changes in methane. However, NO + O3 will be affected, because as seen
in section 3.3, methane mitigation leads to a decrease in tropospheric ozone. Secondly,
the HO2 + NO reaction will be affected via the decrease in HO2 described in section
3.6 (see Fig 3.6a). Finally, methane oxidation to form MeOO radicals (an RO2 species)
will affect the RO2 + NO reaction. Taken together, decreasing ozone, HO2 and RO2 all
favour NO over NO2. These determine the ratio changes seen in Fig 4.4c, both in terms
of comparison between experiments, and changes in ratio over time.
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Figure 4.5: NO mixing ratio difference between high (SSP3-7.0) and low (ZAME)
methane scenarios. (a,c) for a low (SSP1-2.6) NOx state, (b,d) for a high (SSP3-7.0)
NOx state, in ppt (a,b) and percentage (c,d) terms.



4.4. HOW DOES METHANE AFFECT NOX? 101

50 0 50
Latitude

0

5

10

15

20

Al
tit

ud
e 

(k
m

)

Low NOx: ZAME - SSP3-7.0

40

20

0

20

40

NO
2 d

iff
er

en
ce

 (p
pt

)

(a)

50 0 50
Latitude

0

5

10

15

20

Al
tit

ud
e 

(k
m

)

SSP370 NOx: ZAME - SSP370

40

20

0

20

40

NO
2 d

iff
er

en
ce

 (p
pt

)

(b)

50 0 50
Latitude

0

5

10

15

20

Al
tit

ud
e 

(k
m

)

Low NOx: ZAME - SSP370

60

40

20

0

20

40

60

NO
2 d

iff
er

en
ce

 (%
)

(c)

50 0 50
Latitude

0

5

10

15

20

Al
tit

ud
e 

(k
m

)

SSP370 NOx: ZAME - SSP370

60

40

20

0

20

40

60

NO
2 d

iff
er

en
ce

 (%
)

(d)

Figure 4.6: NO2 mixing ratio difference between high (SSP3-7.0) and low (ZAME)
methane scenarios. (a,c) for a low (SSP1-2.6) NOx state, (b,d) for a high (SSP3-7.0)
NOx state, in ppt (a,b) and percentage (c,d) terms.
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Assuming steady state for NO and NO2 interconversion, I consider the steady state for
NO2, considering only the interconversion reactions between NO and NO2 (4.1 to 4.5).

d[NO2]

dt
= − JNO2[NO2] + kNO+O3 [NO][O3] + kHO2+NO[HO2][NO] (4.14)

+kRO2+NO[RO2][NO]

= 0

[NO]

[NO2]
=

k1
kNO+O3 [O3] + kHO2+NO[HO2] + kRO2+NO[RO2]

(4.15)

When methane emissions and concentrations decrease, ozone, HO2 and MeOO (an RO2

species) all also decrease (Figs 3.2, 3.6a). These are all in the denominator in equation
4.15, so a decrease leads to an increase in the NO/NO2 ratio. Fig 4.4c shows that the
ratio is higher for the low methane scenarios compared to the SSP3-70 scenarios. Fig
4.7 shows the tropospheric ozone, MeOO + NO flux and HO2 + NO flux. All three of
these are lower in the ZAME/ZAMElowNOx scenarios, and the difference gets larger
over time. The zonal mean plots in Fig 4.7 show the distribution of the ozone and flux
decreases: these are zonally uniform, consistent with a zonally uniform decrease in
methane mixing ratio and oxidation, and tropospheric ozone. Decreasing ozone, HO2

and MeOO all explain the increases in the NO/NO2 ratio seen in Fig 4.4c between the
SSP370 and ZAME scenarios (for high and low NOx) and the increasing ratio over time
in the low methane scenarios.

4.4.2 Changes in NOx sources and sinks

Here I consider the tropospheric NOx burden and investigate the causes of the change in
NOx over time, and the differences between the high and low methane scenarios.

The rate of change of NOx over time depends on the sources and sinks of NOx. The
source includes both anthropogenic and natural emissions. In the experiments consid-
ered here, the anthropogenic NOx emissions are the same in the compared scenarios
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Figure 4.7: Mixing ratios and fluxes affecting the NO/NO2 ratio, annual tropospheric
mean and zonal mean over 2025-2029: (a, b) ozone mixing ratios. (c, d) MeOO + NO
flux (e, f) HO2 + NO flux.
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(either high NOx or low NOx). The natural emissions from lightning are interactive
in UKESM1-ems and vary based on factors such as convection and temperature (e.g.
Barret et al. (2010) and Stockwell et al. (1999)). The lightning NOx emissions in the
scenarios studied in this chapter all show a high interannual variability and no signifi-
cant differences between the low and high methane scenarios up to 2030. After 2030
there are larger differences between the ZAME and SSP3-7.0 scenarios, likely driven
by the relative temperature decrease in the ZAME methane scenarios. However, there
is still a large amount of noise, with the interannual variability in the emissions greater
than the difference in emissions between the scenarios.

The rest of the emissions are input directly based on CMIP6 emissions: either SSP3-7.0
or SSP1-2.6 for the high and low NOx trajectories respectively. These include surface
and aircraft emissions. Therefore, these don’t change between the high and low methane
scenarios. Given this and the similar lightning NOx emissions (to within interannual
variability), it means that the NOx changes are a result of NOx reservoirs or sinks, and
not a difference in emissions.

Given the same emissions, an increase in NOx means that the lifetime of NOx is longer
in the low methane scenario - or there is a weaker sink for NOx. To evaluate this, I
looked at all of the available species of NOy in UKESM1-ems. NOy here includes the
following: NO, NO2, N2O5, HNO3, NO3, MPAN, PPAN, PAN and MeONO2.

I found that HNO3, N2O5 and PAN show no significant differences between the high
and low methane scenarios (see Fig 4.8). There was also no difference in the total
NOy deposition. This is consistent with the HNO3 results, since HNO3 is the largest
contributor to the deposition term.

Given the increase in NO2, the NO3 decrease in the low methane scenario (see Fig 4.8d)
can be attributed to reduced ozone and less production of NO3 through the reaction
NO2 + O3 −−→ NO3 + O2.

The tropospheric concentration of MeONO2 is also much lower in the low methane
scenarios, and decreases over time (see Fig 4.8c). MeONO2 is formed via the reaction
of MeOO with NO in the presence of a third body, M (4.11). The yield of MeONO2
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Figure 4.8: Tropospheric annual mean concentration over time for NOy species (a)
N2O5, (b) HNO3, (c) MeONO2, (d) NO3, (e) MPAN, (f) PPAN.
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from reaction 4.11 is small and highly uncertain (Atkinson et al. 2006). In the StratTrop
chemistry scheme used here a yield of 0.1% is used. Archibald et al. (2007) assessed
the contribution of MeO + NO2 to MeONO2 production and found this to be relevant
only at very high levels of NO2. In UKESM1, the sink for MeONO2 is 96% photolysis,
and so is largely independent of the scenario changes here - the MeONO2 changes here
are due to production. I have already discussed in the previous section that the MeOO
concentration decreases due to less oxidation of methane (owing to the lower methane
emissions). Therefore, there is also less formation of MeONO2 in the lower methane
scenarios. The concentrations of the reservoirs PPAN and MPAN are also lower in the
low-methane scenarios (with a much smaller relative decrease compared to MeONO2),
although the mechanisms for this are unknown. The concentrations of these reservoir
species are shown in Figs 4.8e, 4.8f.

Overall, in the low-methane scenarios, more N is present as NOx species, and less in
reservoir NOy species. This is shown in Fig 4.9, with the percentage of NOx in NOy

increasing over time, and more NOx in the low-methane scenarios (ZAME and ZA-
MElowNOx). In 2025-2029, NOx comprises 18% and 16% in the ZAME and ZA-
MElowNOx scenarios, compared to 17% and 15% in the corresponding high-methane
scenarios. Given the deposition terms are very similar, the total amount of nitrogen
atoms in the atmosphere is likely similar between the low and high methane scenarios,
but more is in the active NOx form in the low-methane scenarios.
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Figure 4.9: a) Tropospheric NOy concentration over time. b) Percentage of
NOx=NO+NO2 as a proportion of NOy: (NO + NO2) / NOy.
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4.5 OH sensitivity to NO and CO emissions

In this section I explore how changing CO and NOx emissions affect OH, in a high
(SSP3-7.0) and low (ZAME) methane state, using the experiments detailed in Table 4.1.
In SSP3-7.0, the global mean tropospheric OH concentration remains fairly constant. In
ZAME, OH increases corresponding to the decrease in methane, as described in section
3.3. I also show the impact of these emissions changes on methane lifetime.

The dashed lines in Fig 4.10 show the OH response to reduced CO emissions. In both
the high and low methane cases, the resulting OH concentration is larger, as expected
because CO is the main sink for OH. The percentage increase in OH in ZAME (in pink)
is greater than in SSP3-7.0 (in green) - around 6% compared to 4%. The same reduction
in CO emissions leads to a greater increase in OH, because in ZAME, CO accounts for
a greater proportion of the total OH sink. So here we see a methane state dependence of
the impact of CO emissions reductions.

The dotted lines in Fig 4.10 show the OH response to reduced NOx. The NOx pertur-
bations have a smaller impact on OH than the CO emissions reductions. In the first
half of this time series, in SSP3-7.0, the resulting OH concentration is within the model
spread. In the ZAMElowNOx experiment, the OH concentration decreases relative to
the baseline much earlier than in SSP3-7.0. Overall, the NOx reductions lead to a small
decrease in OH, as expected due to the role of NOx in ozone production (and therefore
OH source), and OH recycling. The OH reduction due to NOx in ZAME is larger than
in SSP3-7.0, although in both the OH perturbation is much smaller and has a larger
interannual variability than when changing CO emissions. In these experiments, the
sensitivity of OH response to NOx emissions in different methane states is lower and
more uncertain than the state dependence of changes in CO emissions (see previous
paragraph).

OH has a very short lifetime (∼seconds) and therefore its distribution is not globally
uniform. The tropospheric mean values give an idea of the changes in overall oxidising
capacity: this is the sum of different regional changes. The zonal mean OH distribution
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Figure 4.10: Global tropospheric mean OH concentration over time in the different sce-
narios described in Table 4.1. Dashed lines show lowCO scenarios and dotted lines
show lowNOx scenarios, for both SSP3-7.0 and ZAME baselines. The ensemble mem-
bers for SSP3-7.0 and ZAME are shown in lighter colours, with the ensemble mean in
the darker colours (orange and blue respectively). This is a measure of the uncertainty
due to model spread.
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Figure 4.11: OH zonal mean difference for 2025-2029 between the low emissions sce-
narios and the baselines (SSP3-7.0 and ZAME). (a, b) OH zonal mean distribution in
SSP3-7.0 and ZAME. (c, d) OH difference resulting from decreases in CO emissions in
SSP3-7.0 and ZAME respectively. (e, f) OH difference resulting from decreases in NOx

emissions in SSP-3.70 and ZAME respectively.
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Figure 4.12: Percentage OH zonal mean difference for 2025-2029 between the low
emissions scenarios and the baselines (SSP3-7.0 and ZAME). Same as Fig 4.11 but
in percentage terms. (a, b) OH difference resulting from decreases in CO emissions in
SSP3-7.0 and ZAME respectively. (c, d) OH difference resulting from decreases in NOx

emissions in SSP3-7.0 and ZAME respectively.
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is shown in Figs 4.11a, b for SSP3-7.0 and ZAME. The highest OH concentration is in
the tropics, in the lower troposphere.

CO and NOx affect OH in different ways - the zonal distribution of their changes is
also different, and shows the mechanism through which CO and NOx affect OH. CO
is relatively well-mixed in the troposphere, with a lifetime of around 2 months (Khalil
et al. 1990). Therefore, decreasing CO emissions decreases CO concentrations globally.
Less CO means less OH+CO reacting, and leads to more OH. Fig 4.11 c and d show the
effect of CO emissions decreases on OH. OH decreases most where its concentration is
highest: looking at a percentage difference shows that the decrease in OH is relatively
uniform throughout the troposphere (see Fig 4.12).

NO affects OH via primary production of OH, and through radical recycling. NO2

photolysis leads to ozone formation (reactions 4.1 and 4.2), which when photolysed
forms O(1D). A small proportion of this reacts with water to form OH (Levy 1971).
Therefore, with lower NOx concentrations, there is less ozone and the source for OH
decreases. The secondary effect of NOx is to recycle HOx (convert HO2 to OH), via
the HO2 + NO reaction, which forms OH and NO2. This effectively increases the OH
source by converting HO2 to OH. NOx has a much shorter lifetime than CO - between
1-2 days at the surface, up to 2 weeks in the upper troposphere (Seinfeld et al. 2016).
Therefore NOx concentrations are higher close to its sources, e.g. in urban areas and
in the northern hemisphere. The zonal difference in OH between high and low NOx

scenarios shows a hemispheric difference: with a large decrease in OH in the northern
hemisphere, which drives most of the global trend.

It is possible to isolate the two mechanisms by which NOx affects OH. The impact on
primary production of OH is via ozone. Fig 4.13 shows the zonal mean differences
in ozone between the high and low NOx experiments. The distribution of the ozone
decrease is very similar to that of the OH decrease, for both SSP3-7.0 and ZAME.
This makes sense because ozone is a precursor for OH. This likely explains most of the
northern hemisphere OH decrease: a decrease in the primary source for OH.

The HO2 + NO reaction is responsible for a similar amount of OH production as O1D +
H2O (Lelieveld et al. 2016). I hypothesised that the changes in HO2 + NO would have
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Figure 4.13: Ozone mixing ratio differences between high (SSP3-7.0) and low (SSP1-
2.6) NOx scenarios. (a,c) for a high (SSP3-7.0) methane state, (b,d) for a low (ZAME)
methane state, in ppb (a,b) and percentage (c,d) terms.
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Figure 4.14: HO2 + NO flux difference between high (SSP3-7.0) and low (SSP1-2.6)
NOx scenarios. (a,c) for a high (SSP3-7.0) methane state, (b,d) for a low (ZAME)
methane state, in ppb (a,b) and percentage (c,d) terms.



114 CHAPTER 4. SENSITIVITY TO NOX, METHANE AND CO

a greater impact in the northern hemisphere, due to less primary production of OH
and higher NOx emissions there. In SSP3-7.0, the zonal HO2 + NO flux decrease is very
similar to the OH decrease (Fig 4.11e compared to Fig 4.14c). There are large decreases
in flux in the northern hemisphere, but the flux also decreases in the southern hemisphere
low troposphere, with peaks extending up into the mid troposphere at around 0◦, 30◦S
and 60◦S (Fig 4.14c). These same peaks are seen in the OH distribution, suggesting that
the change in HO2 + NO flux contributes to the OH decrease, especially in the southern
hemisphere. In ZAME, the HO2 + NO flux decrease is much more hemispherically
uniform, and both the absolute and percentage decreases are lower than in SSP3-7.0.
The HO2 concentrations in ZAME are lower than in SSP3-7.0 (by around 13% in 2030).
Therefore, decreasing NOx in ZAME has a smaller impact on the HO2 + NO flux - there
is a methane state dependence seen here via HO2. In the low methane scenario, the
influence of NOx on OH via radical recycling is lower, and the main mechanism for
NOx affecting OH is likely through its primary production via ozone, as described in
the previous paragraph.

Chua et al. (2023) used the GFDL-AM4.1 model to explore the drivers of historical
tropospheric OH trends. They found that NOx and methane were the most important
factors in terms of driving global changes in OH, whereas CO had an impact regionally,
but with increases and decreases in different areas cancelling out in the global average.
In this study, methane, CO and NOx all have an impact on the tropospheric mean OH
concentration changes. In the time period considered by Chua et al. (2023), CO emis-
sions don’t change very much, whereas the 32% decrease simulated here has a much
larger impact on OH. CO emissions have an impact globally, whereas NOx affects OH
most in the northern hemisphere.

4.5.1 Methane lifetime

The methane lifetime responds accordingly to the OH changes, with the low CO scenar-
ios giving a shorter methane lifetime, and the low NOx scenarios giving a longer lifetime
(Fig 4.15). In these scenarios, the largest difference in methane lifetime comes from the
changes in methane between SSP3-7.0 and ZAME, due to the large decrease in methane
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burden, and its influence on OH, as discussed in section 3.3. The CO and NOx emis-
sions reductions are smaller than the methane emissions perturbation in ZAME, and
they also only have a secondary impact on methane lifetime via changes in OH, rather
than changing the methane burden directly. Therefore, a smaller change in methane
lifetime in the lowNOx and lowCO scenarios is as expected.

The dependence of methane lifetime on the CO and NOx pathways affects the radiative
impact of methane in different scenarios, by changing the residence time and therefore
the time over which methane can act as a greenhouse gas. This highlights the limitations
of assuming a constant methane lifetime over an extended time period, for example in
Global Warming Potential calculations (which have well-documented limitations e.g.
Fuglestvedt et al. (2003) and Shine (2009)), or in conversion of methane emissions to a
lower boundary condition concentration.
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Figure 4.15: Evolution of methane lifetime with respect to OH in the different scenarios
described in Table 4.1. Dashed lines show low CO scenarios and dotted lines show
low NOx scenarios, for both SSP3-7.0 and ZAME baselines. The ensemble members
for SSP3-7.0 and ZAME are shown in lighter colours, with the ensemble mean in the
darker colours (orange and blue respectively). This is a measure of the uncertainty due
to model spread.
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4.5.2 OH, CO, NOx and methane relationship

As the results above have demonstrated, there is strong coupling between OH, CO, NOx

and methane. This is well established in the literature, and here specifically I explore
the relationship between OH and the CO to NOx ratio, to test which expression from the
previous studies most faithfully represents the results from these experiments.

While Wang et al. (1998) use emissions to calculate the SN /S3/2
C ratio, later studies have

simplified this to the SN /SC ratio, or have used burdens instead of emissions (Dalsøren
et al. 2006; Dalsøren et al. 2016; Naik et al. 2013). Using these experiments, with vary-
ing CO, NOx and methane, I tested each of these relationships to see which was most
representative for my data. Both assume that there are minimal changes in all VOCs ex-
cept CO. This is not the case here (and arguably not the case over the last century or so
as anthropogenic VOCs have changed significantly), since methane emissions increase
in SSP3-7.0, and in ZAME the methane trends down to a new steady state, following
the large decrease in emissions. Therefore, I included methane in the SC term to take it
into account - since it affects OH in a similar way that CO does.

Fig 4.16 shows the relationship between tropospheric mean OH and SN /S3/2
C , calculated

using CO, CH4 and NOx emissions (4.16a and b) and burdens (4.16c and d). All exper-
iments are plotted on the same axes in Fig 4.16a, and those for the SSP3-7.0 methane
experiments in Fig 4.16b. The emissions relationship represents the system well for the
SSP3-7.0 methane scenarios, with an r-squared correlation coefficient of 0.79. For the
ZAME scenarios the emissions relationship does not hold.

One limitation in using emissions is the assumption that the emissions are proportional
to the burden, or actual amount of CO/CH4/NOx in the atmosphere, which determines
OH concentration. For small changes in emissions - where the system is not perturbed
far from its steady state - this works well, such as in SSP3-7.0. However, in ZAME,
the emissions change instantaneously at the start of the experiment. In 2015-2050, the
emissions are very low, and don’t change very much - SN /S3/2

C in ZAME is fairly con-
stant, in blue in Fig 4.16a. Meanwhile, the methane mixing ratio and burden are chang-
ing very rapidly to reach a new equilibrium, by around 2030. The OH concentration
is determined by the methane mixing ratio and burden, which are decoupled from the
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Figure 4.16: Relationship between the tropospheric mean OH concentration and the
sources of NOx, CO and methane. Each dot represents one year (annual average). Using
[OH] ∝ SN /S3/2

C calculated using emissions, for (a) all experiments and (b) SSP3-7.0
methane experiments. Using SN and SC calculated as burdens for (c) [OH] ∝ SN /SC

and (d) [OH] ∝ SN /S3/2
C .
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emissions, due to the large perturbation to the system in 2015. Methane is the greatest
driver in OH concentration in the ZAME experiments, especially in the first 12 years,
when burden decreases by 44%. After a time, (post 2030 onwards) the ZAME scenar-
ios would reach a new equilibrium where the emissions do reflect the burden, and the
resulting relationship between OH and SN /S3/2

C would likely be similar to that in Fig
4.16b.

Using the burden ratio better represents the OH response to CO, CH4 and NOx changes
in all experiments (see Fig 4.16c). The use of burdens instead of emissions allows for
the inclusion of the methane effect on OH in the ZAME-based scenarios. The linear
relationship from Dalsøren et al. (2016) (SN /SC) was used and compared against the
more heavily carbon-emission-weighted relationship from Wang et al. (1998) (SN /S3/2

C ).
Both show good agreement when calculated using the burden, and the linear relationship
performs slightly better (see Fig 4.16c, d).

While the Wang et al. (1998) relationship holds well for small changes in concentra-
tion (and emissions), it breaks down when the emissions and burden are not strongly
correlated - i.e. when the system is perturbed far away from steady state. The burden re-
lationship is more universally applicable to large emissions changes including methane.
Both are extended here to include methane. This improvement is necessary for any
scenarios where methane emissions change - which is nearly all CMIP6 scenarios.

4.6 Summary

My aim in this chapter was to better understand the coupling between CO, NOx, methane
and OH, and in particular to explain the changes in NOx resulting from the zero anthro-
pogenic methane emissions experiments in Chapter 3.

I found that decreasing methane emissions and therefore concentrations affects both the
NO/NO2 ratio and the total NOx burden. With lower methane emissions, the NO/NO2

ratio increases, due to less NO being converted to NO2. This occurs via NO reacting
with ozone, HO2 and MeOO, which all decrease in the low-methane scenario.
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The source for NOx is consistent between the low and high methane scenarios con-
sidered here, so the changes in NOx burden are related to the partitioning of NOx into
reservoirs, and its removal from the atmosphere via sinks. In the low methane scenario,
less of the total nitrogen species are in reservoirs - more of NOy is present as NOx.

OH in UKESM1-ems responded to changes in NOx and CO emissions as expected from
the literature (e.g. John et al. (2012), Naik et al. (2013), and Stevenson et al. (2020)).
CO mitigation acts to increase the amount of OH due to a reduction in the CO + OH
sink. NOx mitigation acts to decrease the amount of OH due to a decrease in tropo-
spheric ozone, decreasing primary OH production, and through a decrease in radical
recycling. The CO impacts are zonally uniform, with OH increasing globally, whereas
the NOx impacts on OH are located more in the northern hemisphere. This is consistent
with the sources and lifetimes of CO and NOx, where CO is well-mixed throughout the
troposphere and NOx concentrations are much higher closer to sources.

The derived relationship between OH and the CO to NOx emissions ratio from Wang
et al. (1998) was found to work well in the SSP3-7.0 scenario, where the changes in
methane were moderate and the system was close to steady state. These are the con-
ditions under which the relationship was derived. The ZAME scenario has very large
changes in methane emissions and the system is perturbed far from equilibrium, so a
relationship based on CO, methane and NOx burdens (rather than emissions) was found
to be more widely applicable. The burden relationship may also be more widely ap-
plicable across different models - where the emissions inputs for CO and NOx are the
same but they find different OH concentrations due to different chemistry schemes and
NOx lifetimes. The burden method is also likely to be more applicable over longer time
periods, e.g. during large transitions in methane seen throughout the Holocene (Rubino
et al. 2019; Rhodes et al. 2013).



120 CHAPTER 4. SENSITIVITY TO NOX, METHANE AND CO



Chapter 5

Modelling the Global Methane Pledge

121



122 CHAPTER 5. MODELLING THE GLOBAL METHANE PLEDGE

Abstract

The Global Methane Pledge (GMP) was launched as part of COP26, with the aim
of reducing global anthropogenic methane emissions by 30% by 2030, compared to
2020 levels. However, no exact policy was prescribed for how this would be achieved.
UKESM1-ems was used to model a novel GMP scenario, using the new ability to change
emissions and their spatial distribution. In this scenario, countries who signed up to the
GMP undergo large methane emissions reductions, whilst non-GMP country emissions
continue in line with current legislation. This scenario is used to quantify the poten-
tial temperature benefit from achieving the GMP, and investigate the drivers behind the
ozone changes following methane mitigation. I also explore whether countries that re-
duce their methane emissions see local benefits through air quality improvements.

By 2040, the global mean surface methane mixing ratio decreases by 13% compared
to 2020. This decrease is globally non-uniform, with greater decreases over countries
where the methane emissions decrease. Ozone also decreases globally, leading to global
air quality benefits and a reduction in ozone-related deaths (by 130 [-40-310] 000 deaths
per year in 2049). Greater ozone benefits are seen in regions where methane emissions
decrease, showing a local benefit to methane mitigation. UKESM1-ems does not show
a significant decrease in global mean surface temperature in the GMP scenario; any sig-
nal from this methane perturbation is within the expected climate variability. Overall,
following a trajectory in line with the Global Methane Pledge scenario would provide
local air quality benefits in countries who reduce their methane emissions, but the likeli-
hood of achieving and observing the quoted (in the GMP) 0.2◦C temperature reduction
remains unclear.
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5.1 Introduction

The Global Methane Pledge was launched at COP26 in November 2021. Countries
who sign up “agree to take voluntary actions to contribute to a collective effort to re-

duce global methane emissions at least 30 percent from 2020 levels by 2030” (glob-
almethanepledge.org). As of June 2023, 150 countries have signed up to the Pledge,
covering around 50% of global anthropogenic methane emissions.

The 2021 Global Methane Assessment (Shindell et al. 2021) focused on the methane
abatement potential in 2030, and was key in establishing the goals of the Global
Methane Pledge. Shindell et al. (2021) collated results from several previous studies
(Höglund-Isaksson et al. 2020; Harmsen et al. 2019; US EPA 2019; IEA 2020) and
showed that ∼125 Tg per year (30%) of anthropogenic methane emissions could be
abated through existing methane-targeted control measures in the decade 2020-2030.
Of these measures, 101 Tg/yr cost less than their estimated societal benefits (Shindell
et al. 2021). These benefits include reduction in lost work hours due to heat exposure,
and reduced ozone exposure leading to a decrease in Accident & Emergency (A&E)
visits, hospitalization, and crop losses. Shindell et al. (2021) also estimated that
behavioural changes, including reducing food loss and waste, shifting to healthier diets
and improving livestock management could abate an additional 65-80 Tg/yr.

The short timescale and 2030 target was chosen since reducing methane emissions “is

regarded as the single most effective strategy to reduce global warming in the near-

term” (European Commission 2021). The main purpose of the Pledge so far has been
to catalyse action around methane mitigation; there are currently no binding terms or
reporting tasks directly associated with the Pledge. The Paris Agreement includes re-
porting of Nationally Determined Contributions (NDCs): a self defined climate pledge
from each country, reported every five years, with a requirement for increasing ambi-
tion each round (UNFCCC 2015). Some countries cover methane under the umbrella
of all greenhouse gases, and more are adding methane explicitly to their targets due to
pressure from the Global Methane Pledge.
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There are large variations in national targets for methane and the capability of differ-
ent countries to reduce their methane emissions. For example, Canada has set a target
of reducing emissions from the oil and gas sector by 75% by 2030, compared to 2012
values (Environment and Climate Change Canada, 2022). This is in line with the In-
ternational Energy Agency’s Net Zero roadmap for methane emissions from fossil fuels
(75% decrease between 2020 and 2030, IEA (2021)). Many other countries have emis-
sions dominated by harder-to-mitigate sectors such as agriculture (Harmsen et al. 2020),
or don’t have specific methane emissions goals.

The goal of reducing methane emissions in line with the Global Methane Pledge is to
keep the Paris 1.5◦C of warming target within reach. The GMP press release claimed
that at least 0.2◦C of warming could be eliminated by 2050 through its proposed emis-
sions reductions (European Commission 2021). However, it is unclear where this tem-
perature estimate comes from. Shindell et al. (2021) estimated a temperature reduction
of 0.15◦C in 2040-2070, and 0.2◦C of avoided warming in 2070-2100, following a 30%
methane mixing ratio reduction (slightly lower than the GMP ambition). They used
absolute global temperature potentials: a calculation of the global mean temperature
change per kilogram of emission based on an impulse-response function for the climate
system from CMIP5 (UNEP / WMO 2011). While this is a useful initial estimate, sim-
ulating emissions reductions in a chemistry-climate model gives a fuller picture of the
climate response.

Forster et al. (2023) simulated the temperature impacts resulting from 30, 40 and 50%
reductions in methane emissions using the FaIR climate emulator. They found that 30%
reductions lead to 0.12 (0.08-0.17)◦C less warming by 2100, and to get to the predicted
temperature impact of 0.2◦C, emissions reductions of 50% are necessary. They also per-
formed experiments that combined methane mitigation with coal phase-out and found a
large combined impact. Some measures that tackle methane would also reduce carbon
dioxide emissions (Nisbet et al. 2020), so these are likely to be conservative tempera-
ture estimates, since CO2 reductions were not included (Forster et al. 2023). The FaIR
model used was based on the UKESM1-conc model, parameterised by several equations
representing the gas cycle, radiative forcing and climate response. It is a simple climate
model calibrated to provide similar results to chemistry-climate models (but much faster



5.1. INTRODUCTION 125

and with lower computational expense), and provides global average results. One limi-
tation is that analysis of zonal or regional effects is not possible using FaIR.

Here, we build on these estimates by simulating the Global Methane Pledge in a fully
coupled chemistry-climate model, driven by methane emissions directly, not with
a lower boundary condition (LBC). From the ZAME experiments we saw that the
methane concentration dropped faster than expected given the methane perturbation
lifetime. Therefore, the use of an emissions-driven model is informative in predicting
the decreases in methane concentration following mitigation, and from that the
temperature impact of these measures.

Reducing methane emissions has benefits beyond temperature decreases: in particular,
reductions in tropospheric ozone concentrations and exposure. According to Shindell
et al. (2021) and Fiore et al. (2008), the impact of methane emissions is virtually the
same regardless of location of emissions; ozone produced from methane oxidation is
expected to be independent of the location of the methane emissions. In an experiment
where methane emissions over Asia were reduced to zero, Fiore et al. (2008) found that
the global response in ozone in all other regions was similar to the equivalent global re-
duction in methane. However, there were also much larger ozone decreases in the source
region. Using UKESM1-ems, it is possible to change the methane emissions in differ-
ent regions and examine the impacts on methane concentration, ozone concentration,
climate, and other metrics. UKESM1-ems enables an estimation of whether countries
that sign up to the Pledge will benefit more - through air quality improvements - than
those who don’t.

In this chapter I estimate the impact of regional emissions reductions in line with a
Global Methane Pledge scenario. Chapter 3 included a very large (and unrealistic)
perturbation in methane emissions, as an initial experiment to attribute the role of an-
thropogenic methane. A trajectory following the Global Methane Pledge is much less
extreme (in terms of feasibility with respect to current technologies) - but still has a
large impact on atmospheric composition. I will test whether the stated 0.2◦C tempera-
ture impact is achieved - it is unclear whether this perturbation will be enough to show
a significant temperature signal in UKESM1-ems (which as shown in Chapter 3, dis-
plays a reasonable amount of internal climate variability). While methane emissions
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reductions lead to a decrease in the global background methane concentration, do lo-
calised emissions decreases lead to local decreases in the methane concentration? And
does this extend to further benefits, such as reductions in local ozone concentrations and
mortality? This was not possible with previous model configurations due to the LBC,
and offline calculation of the methane concentrations from the methane emissions.

5.2 Experiment setup

The SSP2-4.5 scenario is used as the basis for the experiments in this chapter, repre-
sentative of a realistic future climate pathway. Of all the CMIP6 scenarios, SSP2-4.5
is the closest to the current global emissions trajectory, according to UNFCCC (2021).
This was estimated by comparing SSP emissions with the latest Nationally Determined
Contributions from all countries, for all greenhouse gases. SSP2-4.5 is a middle of the
road scenario, with moderate forcing by the end of the century: lower than the SSP3-7.0
scenario used as a baseline in Chapters 3 and 4 (Gidden et al. 2019; Fricko et al. 2017).

While SSP2-4.5 is a good approximation and baseline for a future climate trajectory (in
terms of CO2), there are more up to date methane emissions inventories available. The
methane emissions in the ECLIPSEv6b inventory are based on region-specific estimates
from 40 source sectors, using the GAINS model (Höglund-Isaksson 2012; Amann et al.
2011). ECLIPSEv6b was updated in 2019, and takes into account current air pollution
policies, to create a current legislation scenario up to 2050. CMIP6 historical emissions
only go up to 2014, and from 2015 onwards are based on a range of possible future
scenarios, one of which is SSP2-4.5. Anthropogenic methane emissions in SSP2-4.5
increase by 3% between 2015 and 2030 and then start to decline (Riahi et al. 2017;
Gidden et al. 2019). This isn’t consistent with current policies - emissions in ECLIPSE
continue to increase up to 2050 and beyond (see Fig 5.1a, orange vs dashed grey line).
Therefore, in order to get more up to date historical (2015-2019) methane emissions,
and a future trajectory based on real-world policies, I substituted anthropogenic methane
emissions from the ECLIPSEv6b inventory into the SSP2-4.5 scenario (IIASA 2019).
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Figure 5.1: (a) Anthropogenic methane emissions from 1990 to 2050 from CMIP6 ex-
periments (for the SSP scenarios) and from the ECLIPSE inventory (grey dashed line).
The emissions used for the GMP scenario are shown in the blue dashed line. (b) Model
methane emissions for the CLE (grey) and GMP experiments (online wetland emissions
in orange, non-wetland emissions in blue).

The historical ECLIPSEv6b methane emissions are lower than the CMIP6 emissions
(approximately 15% lower by 2015, see Fig 5.1a). This is likely to increase the anomaly
in the methane concentration simulated by UKESM1-ems compared to the observations,
as discussed in Chapter 2. However, these methane emissions are more representative of
the current best estimate, in terms of magnitude and spatial resolution. In summary, the
baseline used in these experiments is the CMIP6 SSP2-4.5 scenario with ECLIPSEv6b
methane emissions, with all other emissions following the SSP2-4.5 trajectory, hereafter
referred to as CLE (current legislation scenario).

Initial tests included running the CLE scenario directly from the CMIP6 historical run
(with methane emissions following the black line in Fig 5.1a up to 2014, grey dotted line
from 2015). This step change in methane emissions caused a decrease in the methane
surface mixing ratio from 2015 up to 2020, when the mixing ratio started to increase
again. Therefore, a spin-up experiment was necessary to get the system into a more
steady state, before starting the CLE run from 2015.

To produce a model configuration suitable for these experiments, a perpetual 2014
timeslice spin-up experiment with ECLIPSE methane emissions was run for 10 years.
After 10 years, the methane lifetime was stabilised, and the methane concentrations
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and burden had reached the minimum values from the non-spun-up run. There is cur-
rently still some uncertainty about how long UKESM1-ems takes to spin up, due to the
online methane wetland emissions. A fully spun-up 2014 timeslice would also not be
representative of the methane state in 2014, since the atmosphere is not in steady-state.
An optimal solution would have been a historical simulation from 1990 to 2014 with
the ECLIPSE emissions, with CLE continuing directly from the end of it. However,
this would have involved a more complex model setup, and more computer time and
expense: a 25 year experiment takes around 3 weeks of model runtime, not including
setup, fixing errors, and machine problems, which would likely extend the overall ex-
periment time to months. The end of the 10 year timeslice was determined to be a
satisfactory starting point for the CLE and GMP runs. Overall, this was a solution to re-
quiring a lower initial methane concentration. Analysis in this chapter focuses on 2020
onwards, so the first 5 years of the experiments following on from the timeslice also
provided a buffer for the methane concentrations to stabilise. In hindsight, a better ap-
proach would have been to harmonise the ECLIPSE emissions to the CEDS emissions
to avoid the need for spin-up simulations.

UKESM1-ems provides an opportunity, for the first time in a fully-coupled Earth system
model, to change methane emissions directly and at any given location, rather than per-
turbing the global emissions or mixing ratio. This enabled me to use different emissions
trajectories for Pledge and non-Pledge countries, to make an overall Global Methane
Pledge scenario. In this scenario I assume that the non-Pledge countries follow the
current legislation (CLE) baseline for methane emissions. This is likely a conserva-
tive estimate, as some countries, for example China, have their own methane reduction
targets, but are not officially part of the Pledge.

The Pledge countries undertake large methane emissions reductions; in order to bring
the global methane emissions down by 30% (compared to 2020), the emissions reduc-
tion required by the Pledge countries in 2030 is 63% (relative to CLE). In this scenario,
the emissions in Pledge countries decrease linearly from 2023 to 2030, and then stay
at the same percentage reduction below the baseline up to 2050. This is a simple ide-
alised trajectory (consistent with (Forster et al. 2023)). See Table 5.1 for a summary
of the scenarios and emissions used in this section. Fig 5.1a shows the global methane
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emissions trajectory for the Pledge scenario compared to other scenarios. Compared
to SSP1-2.6, the scenario with the most mitigation in CMIP6, the methane pledge sce-
nario reductions are similar in scale, but happen on a shorter timescale, and also don’t
continue after 2030.

The map plots in Fig 5.2 show the spatial distribution of the emissions reductions. Panel
(a) shows the methane emissions in 2020, which are the baseline for the emission re-
duction. Panels (b) and (c) show the change in emissions in the 2030 Global Methane
Pledge scenario compared to 2020, in absolute and percentage changes respectively.
This shows that in non-Pledge countries, the methane emissions continue to increase up
to 2030. Panel (d) shows the percentage reduction in emissions in 2030 compared to
the 2030 baseline, i.e. the amount of mitigation required in 2030. This shows which
countries are included more clearly: the non-Pledge countries, with no mitigation, are in
white. A full list of countries without any mitigation in the GMP scenario can be found
in the appendix Table A.1, corresponding to the countries not signed up to the Global
Methane Pledge at the time of the experiments.

Scenario Methane Emissions

Global GMP countries non-GMP countries

Current legisla-
tion (CLE)

ECLIPSE CLE ECLIPSE CLE ECLIPSE CLE

Global Methane
Pledge (GMP)

30% reduction 63% reduction ECLIPSE CLE

Table 5.1: Methane pledge experiments and associated methane emissions. Percentage
reductions in emissions are by 2030, relative to 2020 values. For the Global Methane
Pledge countries, the 63% reduction is sustained from 2030 to 2050.
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Figure 5.2: Methane emissions in the Global Methane Pledge (GMP) scenario (a) GMP
emissions in 2020 (Tg per gridbox), (b) absolute emissions change between 2020 and
2030 (Tg per gridbox, where red = increased emissions), (c) emissions in 2030 as a
percentage of 2020 emissions. (d) GMP emissions in 2030 as a percentage of 2030
CLE emissions.
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5.3 Atmospheric composition response

Methane mitigation in the Global Methane Pledge scenario leads to widespread impacts
on atmospheric composition. In this section I present the results showing changes in
methane mixing ratio, OH and ozone, and their spatial distribution. I also explore the
production and loss terms for ozone to gain a better understanding of the drivers behind
the ozone changes in the GMP scenario.

Following the decrease in methane emissions from 2023 onwards, the global mean sur-
face methane mixing ratio decreases from 2023 up to 2040, then stabilises at 1424 ± 6
ppb (10 year average, see Fig 5.3a). The methane lifetime is between 7-8 years (mainly
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Figure 5.3: Methane response in the Global Methane Pledge (GMP) scenario (a) surface
mixing ratio, (b) tropospheric methane column (c) GMP - CLE difference in methane
mixing ratio in 2049 (d) GMP - CLE tropospheric average column difference in 2049 .
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determined by the sink via OH, Fig 5.4a), so the mixing ratio continues to decrease
for a few years after the emissions stabilised (in 2030). Overall, there is a 13% de-
crease in methane surface mixing ratio compared to 2020. Fig 5.3 also shows the global
distributions of surface mixing ratio and tropospheric mean methane column. These
are representative of what could be measured using on the ground in situ instruments
and satellites respectively. The background (60-90◦S, 2040-2050 average) tropospheric
methane column is 1378 ± 6 ppb, a 13% decrease compared to 2020, or a 22% decrease
compared to the 2040-2050 counterfactual scenario.

While methane levels decrease globally, there are regions where the methane concen-
tration decreases by more than the background decrease. Here I define the background
decrease as the mean change in methane mixing ratio far away from methane sources,
between 60◦S-90◦S. These larger decreases occur in the northern hemisphere and over
land, corresponding to methane source areas - and therefore emissions reductions in this
scenario. Country-specific analysis shows that of the top 50 countries with the highest
decrease in methane surface mixing ratio, only one is not a GMP member. In the top
100, 87% are part of the Global Methane Pledge. This shows that, while methane levels
decrease globally, local methane concentrations also go down by more than the back-
ground decrease - with an average 27 ± 3% decrease in the top 50 countries compared
to the CLE scenario. Methane affects air quality though the production of ozone, which
is an air pollutant. Since methane decreases globally in the GMP, there are likely to be
global ozone and air quality benefits. Furthermore, the larger decline in local methane
concentrations in GMP countries suggests that there could also be local air quality ben-
efits - not just global temperature benefits - to reducing methane emissions.

As seen in Chapter 3, with methane mitigation actions and a reduction in methane mix-
ing ratio (and therefore burden), the methane lifetime decreases (Fig 5.4a). In 2045-
2050, the GMP methane lifetime is ∼7% lower than in the CLE scenario. In this way,
there is a double benefit from methane mitigation: a reduction in the methane mix-
ing ratio (22 ± 1% lower than CLE), and a decreased residence time for methane in
the atmosphere, both of which contribute to reducing the overall warming effect from
methane.
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Figure 5.4: Atmospheric composition changes over time for the current legislation sce-
nario (CLE, blue) and the Global Methane Pledge scenario (GMP, orange) (a) methane
lifetime, defined as the whole atmosphere methane burden divided by the tropospheric
CH4 + OH flux, (b) flux through the CH4 + OH reaction (c) tropospheric mean OH
concentration, (d) whole atmosphere methane burden.
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Fig 5.4a shows the methane lifetime response. In the current legislation scenario the
methane lifetime shows interannual variability, but stays at a similar level, with an aver-
age of 7.88 ± 0.06 years (1σ) over the whole time period. In this scenario, the methane
burden increases over time, but the CH4 + OH flux also increases correspondingly, lead-
ing to a near-constant methane lifetime (and OH concentration). In the GMP scenario,
the methane lifetime decreases to 7.28 ± 0.05 years by 2045-2050. Methane burden,
OH concentration and CH4 + OH flux all contribute to the methane lifetime. Fig 5.4
shows that the lifetime decrease is a combination of decreased methane burden, and
increased OH concentration, which overall leads to a lower CH4 + OH flux (since the
burden change is dominant). The flux decreases (∼17%) by less than the burden de-
crease (∼23%), and since the lifetime is the whole atmosphere burden divided by the
tropospheric flux through the CH4 + OH reaction, the overall effect is a decrease in
methane lifetime. By 2050, the methane lifetime hasn’t stabilised, likely due to the
increasing CH4 + OH flux.

The evolution of methane concentration, burden and lifetime depends on emissions and
chemistry in the atmosphere, and is less dependent on climate variability. Therefore,
when running multiple ensemble members for a single scenario, these quantities have
a very low ensemble member spread. For example, in Fig 3.1b, where the three en-
semble members for SSP3-7.0 and ZAME are plotted, they are indistinguishable from
the multi-ensemble mean for most of the time series. In the GMP experiment, the emis-
sions perturbation causes large changes in methane, so the difference between GMP and
CLE experiments is much greater than the expected ensemble member range (13 ppb in
ZAME, 19 ppb in SSP3-7.0). Therefore, when modelling the methane response to such
an emissions perturbation, the lack of extra ensemble members is not a limitation.

The modelled OH and ozone concentrations show a slightly larger interannual variabil-
ity and ensemble member spread, since they are more affected by climate variability.
The GMP methane emissions decrease has a significant effect on both OH and ozone,
outside of the expected ensemble member spread. However, the significance of the
regional differences in ozone and OH is harder to diagnose without more ensemble
members (Fig 5.5e, 5.6b).
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5.3.1 Ozone response

The ozone response in the Global Methane Pledge (and CLE) scenario is shown in Fig
5.5. The global mean surface ozone concentration decreases by 1.5 ± 0.5 ppb (6%) by
2050. The benefits of methane emissions reduction on ozone are only seen later in the
time period, beyond 2030. The global distribution of the difference in surface ozone
concentration is shown in Fig 5.5e for the last 5 years of the experiment (2045-2049).
Ozone decreases globally, except for a small area of increase over the Phillipine sea.

Fig 5.5b shows the population-weighted global mean surface ozone concentration over
time. This combines surface ozone concentrations (Fig 5.5d, 5.5c) with population data
from SSP2 (Fricko et al. 2017), to give an indication of the population exposure to
ozone over time. In CLE, the population-weighted ozone increases over time, likely
due to increasing population in high ozone areas, as seen in SSP3-7.0 in Chapter 3 (Fig
3.2d). In GMP, the population-weighted ozone concentration decreases after 2020, so
there are likely to be public health benefits linked to lower ozone exposure. These are
discussed further in section 5.4.

Previous studies have suggested that methane emissions reductions act on a globally
uniform scale, such that there is no difference in response based on where the emissions
are reduced (Fiore et al. 2009; Shindell et al. 2021). In an LBC model, this is the
default assumption, since the methane concentrations decrease globally. Here, the large
differences in the methane concentration in different regions (see Fig 5.3) are likely to
have an impact on tropospheric ozone production locally, depending on the local VOC
and NOx regimes (Archibald et al. 2020b; Monks et al. 2015).

The country-averaged surface ozone concentration decreases in all countries considered
(110 countries, naturalearthdata.com). In the top 20 and 50 countries with the highest
ozone concentrations in the CLE and GMP scenarios, a similar number are GMP mem-
bers vs non-members (8/7 and 14/18 respectively in the top 20 and 50): countries with
the highest ozone in the CLE scenario remain the countries with the highest ozone in
the GMP scenario. However, when looking at the ozone differences, being a Global
Methane Pledge member does have local benefits. Of the top 20 and 50 countries with
the highest (absolute and percentage) differences in surface mean ozone concentration,
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Figure 5.6: Tropospheric ozone column and zonal means in the GMP and CLE scenar-
ios. (a) Global mean tropospheric column ozone (DU) (b) GMP - CLE column ozone
average difference in 2045-2049, global distribution (c, d) CLE and GMP zonal mean
ozone mixing ratios (e,f) GMP - CLE zonal mean ozone difference in ppb and as a
percentage.
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80% are GMP members. Table 5.2 shows the countries with the highest ozone in the
GMP and CLE scenarios, and those with the greatest ozone decrease following the GMP
scenario, with GMP member countries in blue.

Countries with the highest surface
mean [O3] in the GMP and CLE
scenarios

Countries with the largest
[O3]GMP-CLE for 2045-2050

Bhutan Israel

Nepal Bahamas

Bangladesh Kuwait

Afghanistan Jordan

India Suriname

Iran UAE

Qatar Saudi Arabia

Saudi Arabia Egypt

Sudan Kyrgyzstan

UAE Ghana

Table 5.2: Left: countries with the highest ozone concentrations in the CLE and GMP
scenarios. Right: Countries with the largest decrease in surface mean ozone concen-
tration in the GMP scenario compared to the CLE scenario in 2045-2049, in ppb and
percentage terms. Countries signed up to the Global Methane Pledge at the time of
writing are in blue.

Ozone decreases throughout the troposphere: the tropospheric ozone column is shown
in Fig 5.6a. Figs 5.6b-f show the distribution of ozone in the troposphere, and the ozone
differences between the CLE and GMP scenarios. The zonal mean plots (Figs 5.6c-
f) show the longitudinally-averaged ozone mixing ratios, as a function of latitude and
altitude. These plots and the global distribution show that ozone decreases most in the
tropics, particularly in the tropopause region and extending down to the surface at the
equator. This ozone decrease is a balance between the different production and loss
terms which make up the ozone budget. Methane decreases affect many different parts
of the ozone budget, and these are discussed in the next section.



5.3. ATMOSPHERIC COMPOSITION RESPONSE 139

5.3.2 Reaction fluxes

Looking at the reaction fluxes of production and loss of ozone, as well as related reac-
tions, can help to diagnose the underlying cause for the decrease in ozone in the GMP
scenario. The production and loss of ozone in the troposphere can be estimated from the
approximate P(O3) and L(O3) expressions below (Seinfeld et al. 2016). The P(O3) reac-
tions lead to ozone production via formation of an NO2 molecule, which is photolysed
to produce ozone.

P(O3) = kHO2+NO[HO2][NO] + kMeOO+NO[MeOO][NO] (5.1)

L(O3) = kO1D+H2O[O1D][H2O] + kHO2+O3[HO2][O3] (5.2)

Methane oxidation leads to ozone production (Archibald et al. 2020b; Monks et al.
2015) - the first reaction in this sequence is the CH4 + OH reaction (1.4). The methyl
radical produced via the first oxidation reaction goes on to form a methyl peroxy radical,
MeOO, via reaction with molecular oxygen. The reaction of MeOO with NO forms a
methoxy radical (CH3O), and NO2. Therefore, the reaction MeOO + NO is a key step
in the formation of ozone from methane. Another important reaction for tropospheric
ozone production is HO2 + NO −−→ OH + NO2. Like the MeOO + NO reaction, this
leads to ozone production via the formation of an NO2 molecule.

Reducing methane emissions in line with the Global Methane Pledge likely affects all
of the reactions in equations 5.1 and 5.2, through changes in ozone, peroxy radicals,
NOx and HOx (OH + HO2). Here I investigate these production and loss terms by
looking at the zonal distribution of the fluxes and flux changes. My aim is to find out
which reactions cause the difference between the CLE and GMP scenarios, both for the
overall decrease in tropospheric ozone, and which reaction(s) are responsible for the
larger decrease in ozone in the upper tropical troposphere (see Fig 5.6e,f).

The highest flux through the CH4 + OH reaction is in the tropical lower troposphere,
where the methane and OH concentrations are high. The rate constant, kCH4+OH , is tem-
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perature dependent, increasing at higher temperatures (Atkinson et al. 2004; Burkholder
et al. 2020). Apart from the heterogeneity at the surface (see Fig 5.3c), the difference in
methane mixing ratio across the troposphere is uniform, and so the percentage change in
the CH4 + OH reaction flux is uniform throughout the troposphere. The largest absolute
decrease is in the tropical lower troposphere, as expected due to the large initial flux
there. Therefore, although the decrease in CH4 + OH flux would lead to fewer methyl
(and MeOO) radicals produced, and an overall decrease in ozone production, it does not
explain the ozone decrease in the mid-upper tropical troposphere.

The MeOO + NO flux in the GMP scenario is much lower than in CLE (see Fig 5.7a).
The highest flux is in lower tropical troposphere, extending up into the upper tropo-
sphere (likely due to lightning NOx). The flux difference between GMP and CLE sce-
narios is largest in the same area (in ppt per hour, Fig 5.7c). The percentage difference in
flux is much more zonally homogenous (5.7e) - this links to methane being well-mixed
and affecting the flux everywhere. Therefore, while a decrease in the MeOO + NO flux
is consistent with lower ozone concentrations, the zonal region where the flux decrease
occurs doesn’t correspond to the location of the ozone decrease, so this doesn’t explain
the ozone distribution.

The HO2 + NO flux is lower in GMP than in CLE (see Fig 5.7b). This flux decrease
is much less uniform than the MeOO + NO decrease: it is mainly located in the upper
tropical troposphere, and extends down to the surface near the equator. The spatial
distribution is very similar to that of the change in ozone between the CLE and GMP
scenarios. This suggests that the HO2 + NO reaction is responsible for the larger ozone
decrease in the upper tropical troposphere. HO2 decreases in the GMP scenario (as also
seen in the ZAME scenario): this is likely due to less secondary production of CO from
methane, and subsequent reaction of CO with OH to form HO2 (the main source of
HO2). Lower secondary production of CO leads to less CO and therefore a lower HO2

concentration, despite increased OH.

There are also changes in the ozone loss fluxes (not shown). The HO2 + O3 and O1D +
H2O fluxes both decrease in the GMP, mainly in the tropical lower troposphere, which
would lead to an ozone increase. The net effect of all changes in production and loss is
an ozone decrease; the decreased ozone production outweighs the decreased ozone loss.
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Figure 5.7: Reaction fluxes affecting tropospheric ozone production: MeOO + NO (left)
and HO2 + NO (right). (a,b) global annual mean flux, (c,d) GMP - CLE zonal mean flux
difference (ppb/hour), (e,f) GMP - CLE zonal mean flux difference (%).
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Overall, the decrease in ozone in the GMP scenario is a combination of changes in the
ozone production and loss fluxes (Equations 5.1, 5.2). The main drivers behind the
decrease are a lower MeOO + NO flux (throughout the troposphere) and a lower HO2 +
NO flux (mainly in the tropical upper troposphere).

5.4 Health impacts

The air quality impact of the ozone reductions shown in the previous section can be
quantified via the calculation of the maximum daily 8 hour average (MDA8h) concen-
tration of ozone at the surface. Here I use the same approach as in section 3.3 to look
at the impact of methane changes on ozone exposure and therefore human health, by
calculating long-term ozone-related mortality.

The MDA8h concentration was calculated for 2049 and is shown for the CLE and GMP
scenarios in Figs 5.8a and c. The maps show the annual mean MDA8h, and so mask
the seasonal variation in ozone in different locations. Figs 5.8b and d show the number
of days exceeding the WHO recommended limit of 50 ppb. The highest ozone, and
number of days that exceed the WHO limit are over Africa, the Middle East and Asia,
with lower MDA8h ozone and days exceeding the limit in Europe and North America.

The WHO ozone limit is exceeded in most countries: around 80% have at least 5 days
in 2049 where MDA8h [O3] > 50 ppb in the CLE and GMP scenarios. Section 5.3.1
showed that the Global Methane Pledge countries see a decrease in ozone following
GMP compared to CLE. This also translates to the ozone exposure. Of the top 50
countries with the largest decreases in the number of days exceeding MDA8h [O3] = 50
ppb, 72% are GMP members.

The same method from Malley et al. (2017) was used to calculate the long-term mortal-
ity due to ozone exposure in the CLE and GMP scenarios for 2049. Using this method I
estimate that the total mortality decreases by 130 [-40-310] 000 deaths per year in GMP
compared to CLE (see Table 5.3). There is a large uncertainty in this estimate, which
includes an increase in mortality. This is due to the high uncertainty in the mortality
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Figure 5.8: Annual mean (2049) maximum daily 8h average ozone concentration
(MDa8h) for the (a) current legislation (CLE) and (c) Global Methane Pledge (GMP)
scenarios. Number of days exceeding MDA8h = 50 ppb in 2049 in (b) CLE and (d)
GMP scenarios. e) GMP - CLE difference in MDA8h [O3] (c - a). (f) GMP - CLE
difference in number of days exceeding 50 ppb MDA8h (d - b).
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rate in 2050: this depends on many unknowns such as population-health and health-
care in 2050. The Global Methane Assessment (Shindell et al. 2021) estimated that a
slightly smaller reduction in methane emissions (30% below 2030 values) would pre-
vent ∼140,000 ozone-related deaths per year in 2030. This is very similar to my esti-
mate, even though they use country-specific mortality rates. In section 3.3, I estimated
the maximum mortality attributable to future anthropogenic methane emissions as 690
[460-910] 000 deaths per year in 2050, with around 1300 fewer deaths per Tg mitigated.
Here, the number of deaths/Tg of mitigation is lower (∼ 920) because the scenario is
based on SSP2-4.5, which has a smaller total population, different levels of other ozone
precursors, and so a lower baseline mortality due to ozone exposure.

Mortality due to long-term exposure in 2049 (thousands)

Scenario CLE GMP GMP - CLE

Respiratory mortality 540 [480-570] 480 [430-510] -60 [-140-30]

Cardiovascular mortality 640 [590-690] 570 [520-600] 70 [-170-10]

Total mortality 1,180 [1,070-1260] 1,050 [950-1,110] -130 [-310-40]

Table 5.3: Mortality related to long-term ozone exposure in the GMP and CLE sce-
narios, units = thousands of deaths per year. Calculated using mean, upper and lower
estimates of global mortality rates.

While these are global estimates, decreasing methane emissions and therefore ozone
concentrations locally (see section 5.3.1) would have benefits for local air quality, and
therefore human health and agricultural productivity, as well as climate (Shindell et al.
2021). These advantages could be highlighted to motivate mitigation action in a country,
potentially through more targeted studies of local impacts.

5.5 Radiative forcing and temperature response

Although there are many benefits to following a methane mitigation scenario (as dis-
cussed in the previous sections), the main motivation behind the Global Methane Pledge
is limiting global temperature increase. This section explores the temperature response
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Figure 5.9: Temperature response in the Global Methane Pledge scenario. (a) global
mean surface temperature (GMST) over time (b,c) GMP - CLE decadal average surface
temperature difference for 2040-2049.

in the GMP scenario by looking at the global mean surface temperature change and
calculating the change in radiative forcing from methane.

Fig 5.9 shows the surface temperature response in the CLE scenario and the GMP sce-
nario. In both cases, the global mean surface temperature continues to increase over
time up to 2050. For global mean surface temperature, having one ensemble member is
a limitation, since the ensemble member spread in global mean surface temperature is
larger than that in the atmospheric composition components such as methane and ozone.

The Global Methane Pledge quotes a temperature benefit of 0.2 degrees by 2050 from
the 30% methane reductions (source unknown). Using a scenario with slightly less
mitigation (30%, but with a 2030 baseline) the Global Methane Assessment estimated
a temperature decrease of 0.15 degrees by 2040-2070 and 0.2 degrees from 2070-2100,
calculated using Global Temperature Potentials (Shindell et al. 2021).

Here I test whether this expected temperature result would be seen in UKESM1-ems,
or whether this magnitude is within the noise and interannual variability of the model.
From the experiments in Chapter 3, the ensemble member range in simulated GMST
is 0.23 K for SSP3-7.0 and 0.24 K for ZAME. Here, the interannual variability within
one ensemble member is around 0.2 K (2 x σ, based on a calculation of the standard
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deviation from de-trended temperature data). The GMST in the CLE and GMP sce-
narios overlaps towards the end of the experiment, and it is not possible to calculate a
significant temperature difference between these two experiments.

Based on the ensemble member temperature range in SSP3-7.0 and ZAME, and the
interannual variability in CLE and GMP, it is unlikely that a significant temperature
response could be simulated from the Global Methane Pledge scenario, since the tem-
perature change from the methane perturbation is not large enough.

With three ensemble members, as in ZAME, perhaps an ensemble mean would show
different temperature trends in the CLE and GMP scenarios, but the difference in tem-
perature between the two scenarios could still be statistically insignificant. Running
a large number of ensemble members would give greater confidence in the ensemble
mean temperature outcomes. This is unfeasible using UKESM1-ems, but could be done
using an emulator such as FaIR, which simulates the results of UKESM1-ems, and can
run hundreds of scenarios in seconds (Leach et al. 2021). Emulation using FaIR is an
example of the work being done at the Met Office as part of my collaboration with them
on a set of Methane Pledge experiments.

In the real atmosphere, there are also many other factors and emissions changing at
the same time that also affect the GMST, and so an individual signal from decreasing
methane emissions would not be observable. This doesn’t mean that reducing methane
emissions in line with the Global Methane Pledge wouldn’t have a climate-positive
impact on temperature, just that it is unlikely to be observed. The success of the Pledge
is likely to be measured based on emissions inventories and top-down inversion models,
which look at the evolution of methane emissions over time.

5.5.1 Radiative forcing estimates

In the Global Methane Pledge scenario there is a large decrease in the methane mixing
ratio and the methane burden (see Fig 5.3). Although it is difficult to quantify the direct
temperature impact here (as discussed in the previous section), this methane reduction
would change the radiative forcing from methane. Since this is a coupled (atmosphere-
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ocean) experiment, it is not possible to calculate an ERF for methane in these scenarios.
However, using a simplified expression for the radiative forcing, it is possible to estimate
the radiative forcing resulting from methane and changes in methane concentration (see
equation 5.3, Meinshausen et al. (2020)). This expression was used in CMIP6 and
updated to include the short-wave component of methane absorption (Etminan et al.
2016; Meinshausen et al. 2020). It gives the radiative forcing from pre-industrial to
present day for methane, RFCH4 . [CH4] is the methane surface concentration, [CH4]0

is the pre-industrial methane concentration (taken here as 731.41 ppb), [N2O] is the
nitrous oxide concentration, and a, b and d are constants (Meinshausen et al. 2020).

RFCH4 =
(
a
√

[CH4] + b
√

[N2O] + d
)
.
(√

[CH4]−
√

[CH4]0

)
(5.3)

∆T = λ× RF (5.4)

The methane radiative forcing was calculated based on the last 5 years of the CLE and
GMP experiments: 0.625 ± 0.003 W m−2 and 0.420 ± 0.002 W m−2 respectively.
The radiative forcing from methane depends on the square root of the absolute methane
concentration (as shown in Fig 5.3). Therefore, the forcing calculated in UKESM1-ems,
which is low-biased in methane, will be lower than in a non-biased model. I calculated
the radiative forcing for methane concentrations 200 ppb higher than those in the CLE
and GMP scenarios, to account for the methane bias. While the RFs calculated were
higher, the difference between the CLE and GMP scenarios was the same: 0.192 ±
0.003 W m−2.

Radiative forcing can be linked by a linear relationship to the equilibrium global mean
surface temperature change, ∆T, through the equation 5.4 (Ramaswamy et al. 2001;
IPCC 2007). λ is the climate sensitivity parameter, estimated as 0.5-1 K / W m−2

from current climate models (Ramaswamy et al. 2019). This is a crude but simple
method, which gives an initial idea of the climate impact from a change in radiative
forcing. Using this method gives an estimated GMST reduction of 0.1-0.2 K for the
simulated methane concentration difference (and an RF difference of 0.192 W m−2).
Calculation of the effective radiative forcing would be a preferred method, however this
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is not possible in a coupled simulation such as this one, since it requires a fixed sea
surface temperature.

The above is a very simplified estimate of the radiative forcing for methane. It does not
include indirect radiative forcing impacts of methane concentration changes such as via
ozone and stratospheric water vapour, as described in section 1.2.6. The stratospheric
water vapour radiative forcing from changes in methane is very small (-0.002 ± 0.003
m−2 for pre-industrial to present day, IPCC (2021a)). However, changes in methane
have a large impact on ozone and its radiative forcing. The tropospheric column ozone
in GMP decreases by 5 ± 2% by 2045-50, and ozone in the tropical tropopause re-
gion decreases by 5-10 ppb (where ozone is most radiatively active, see Fig 5.6e) (Rap
et al. 2015). Taking into account the additional negative radiative forcing from reduc-
ing ozone concentrations would increase the temperature impact in the GMP scenario
calculated via the RF (i.e. causing a greater temperature decrease).

5.6 Summary

Reductions in methane emissions following the Global Methane Pledge scenario lead to
an overall decrease in methane globally. Using the ability to change methane emissions
regionally in UKESM1-ems, larger decreases beyond the global background decrease
are seen in methane source regions. Therefore, there are likely to be direct benefits to
reducing methane emissions locally, as well as on a global scale. The additional methane
reductions in GMP countries over the background global decrease are of a high enough
magnitude to be observable by satellites or ground measurements.

The methane emissions reduction assumed for GMP countries in this scenario (63%) is
above the maximum feasible reduction in global methane emissions (29%). This was
calculated using currently available technologies, based on sector emissions and miti-
gation strategies, which varies between countries (Höglund-Isaksson et al. 2020). The
countries with the highest mitigation potential (China and Russia, Höglund-Isaksson
(2012)) are not participants in the Global Methane Pledge. This highlights the need
for more high-emitting countries to sign up to the Pledge in order to meet its emis-
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sions goals. However, there are also further options for methane mitigation beyond the
maximum feasible reduction scenario, as outlined in the Global Methane Assessment
(2021). These include demand-reduction measures such as behaviour change, which
could mitigate an extra 15-20% of methane emissions in 2030 (Shindell et al. 2021).

The main motivation behind the Global Methane Pledge is to limit temperature increase.
These experiments using UKESM1-ems have shown that it is unlikely that the initially
projected temperature reduction (0.2 ◦C) would be achieved. 0.2 ◦C is within the model
internal variability of UKESM1-ems, and likely to be within the climate variability. The
experiments in this chapter were done in parallel with colleagues at the MetOffice, who
are using timeslice experiments for 2020 and 2030 to calculate the radiative forcing
impacts of the Global Methane Pledge. The FaIR UKESM1-ems emulator is also being
used to investigate different emissions pathways and the resulting radiative forcing and
temperature impacts, and provides a large number of ensemble members. Together with
my transient experiments, this will provide a more complete picture of the temperature
response to the Global Methane Pledge, and its limitations. Overall, while limiting
temperature increase is a key goal of the Global Methane Pledge, its success will likely
be assessed through tracking emissions estimates over time, rather than by measuring
temperature changes.

Although the temperature impacts of the Global Methane Pledge are uncertain, there
are huge benefits for air quality and human health. Ozone decreases globally, and the
population exposure to ozone also decreases. GMP member countries, where methane
emissions reductions take place, see a greater air quality benefit than non-GMP coun-
tries. This shows the additional benefits (beyond global temperature decrease) to reduc-
ing emissions in line with the Global Methane Pledge, and may provide motivation for
more countries to sign up.
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Chapter 6

Conclusions and future work

The main aim of this thesis has been to evaluate and explore the new capability of the
methane emissions-driven configuration of UKESM1, UKESM1-ems. At the start of
this project, UKESM1-ems was a new, untested and unvalidated model; a new tool for
studying methane and its impacts on the atmosphere and climate. My first aim was to
learn to run the model and use it to compare to observations and previous models, to
build confidence in it and understand its limitations. Looking towards the future, the
use of a methane emissions-driven configuration is a key target in the development of
the next UKESM version, UKESM2, for use in CMIP7 experiments. Therefore, using
and understanding UKESM1-ems is essential in informing future model developments
in the UKESM and wider Earth system modelling community.

The key differences in UKESM1-ems include emissions at the surface instead of a lower
boundary condition, integrating JULES wetland emissions into UKCA, and adding a
soil sink for methane. These were implemented by Gerd Folberth at the MetOffice.

By simulating methane sources and sinks directly, UKESM1-ems outperforms
UKESM1-conc in modelling the global distribution of methane, with particular
improvements in the modelled interhemispheric gradient and latitudinal distribution of
methane. The modelled change in methane with altitude is also improved in UKESM1-
ems vs UKESM1-conc, compared to observations. The observed trend in methane
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mixing ratio is successfully simulated in UKESM1-ems, from 1850 to the present
day, including the hiatus period. Post-1920, there is a growing methane bias, and by
the present day, the methane mixing ratio is underestimated by around 8% relative to
observations. This likely stems from a combination of too low methane emissions and
an overestimate in OH, the main methane sink. The OH distributions in UKESM1-ems,
UKESM1-conc and other CMIP6 models are very similar. However, there are still gaps
in the understanding of the differences between UKESM1-ems and UKESM1-conc, for
example the lower pre-industrial ozone concentrations in UKESM1-ems.

UKESM1-ems represents an improvement in the capability for modelling methane at a
process level. Its strengths, demonstrated in Chapter 2, include the improved regional
distribution of methane, enabled by the ability to change methane emissions on a global
and regional scale, compared to using a lower boundary condition. The main limita-
tion of using UKESM1-ems is the low-bias in methane mixing ratio with respect to
observations. When looking at trends (rather than absolute values) in emissions, atmo-
spheric composition and temperature over time, the effect of the methane bias is small:
a very similar result would likely be simulated in a non-biased model with an 8% higher
methane concentration. Most experiments here present the difference between a base-
line and perturbation scenario, where the bias is consistent between both experiments.
However, there are quantities that depend on the absolute methane concentration and
whose results may be different with a non-biased model. These include the ozone con-
centration and the radiative forcing for methane, which depend on the total methane
burden. The ozone concentration in a non-biased model would be higher. While gener-
ally methane changes scale linearly with ozone changes - which would yield similar re-
sults in a biased and non-biased model - this may not be the case in an emissions-driven
model (as shown in section 3.6). The radiative forcing calculation in Chapter 5 was
performed for UKESM1-ems and non-biased (200 ppb higher) methane concentrations,
to account for the methane bias. While the radiative forcing for the individual scenar-
ios was higher with higher methane concentrations, the resulting difference in radiative
forcing (and therefore temperature impact) was the same. In summary, UKESM1-ems
represents the new state-of-the-art for methane in Earth system modelling, and is used
here with an awareness of its strengths and limitations.
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Atmospheric methane is currently increasing at unprecedented rates (Nisbet et al. 2019),
and it is vital to understand its future evolution and impacts. The role of future anthro-
pogenic methane emissions in air quality and global temperature change was quantified
in Chapter 3. The large decrease in methane mixing ratio to below pre-industrial levels
occurred within 15 years of stopping methane emissions, accelerated by the methane
self-feedback via OH. I found that by 2050, 1◦C of future warming can be attributed
to future anthropogenic emissions (upper estimate, SSP3-7.0). Decreased methane con-
centrations lead to large increases in OH (+30%), and decreases in ozone concentrations
(-14%). An estimated ∼690,000 premature deaths (due to ozone) per year by 2050 are
attributable to anthropogenic methane in the SSP3-7.0 scenario. These ozone and cli-
mate changes attributed to future anthropogenic methane emissions represent the upper
bound of potential impacts, given my use of the highest emissions scenario for methane
and ozone precursors (SSP3-7.0).

The coupling between CO, NOx, OH and methane in UKESM1-ems was explored and
clarified in Chapter 4. The methane emissions reductions simulated in ZAME affected
both the total NOx burden and the NO/NO2 ratio. The partitioning of NOy between
active NOx and reservoir species changes with different methane emissions. With less
methane, there is less NOy in reservoir species and more NOx, increasing the total NOx

burden. Less formation of MeONO2 - due to a lower concentration of methyl peroxy
radicals - was one of the main drivers behind the decrease in NOy in reservoirs. In the
low-methane scenarios, the NO/NO2 ratio was also higher, with less NO being converted
to NO2. This was due to lower ozone, HO2 and MeOO in the ZAME scenario, which
all react with NO to form NO2.

The response of global and zonal mean OH to CO, NOx and methane emissions was
investigated. With reduced CO emissions, OH increases globally, consistent with the
well-mixed distribution of CO in the troposphere. With lower NOx emissions, OH de-
creases, with the largest impact in the northern hemisphere: OH changes the most near
NOx sources. The relationship [OH] ∝ SN / SC (where SN is the NOx burden and SC is
the CO + CH4 burden) was found to be applicable across all experiments considered in
Chapter 4, including over large changes in methane.
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Chapter 5 presents the first study of a Global Methane Pledge scenario in an Earth
system model, using the capability of UKESM1-ems to change methane emissions re-
gionally. Methane decreases by 13% globally, and further in countries with local emis-
sions reductions. The 63% emissions reduction required by GMP countries to reach the
global 30% target in 2030 is higher than estimated maximum reductions using current
technologies. More countries signing up to the Pledge, and demand reduction measures
are very likely to be needed to achieve the Global Methane Pledge.

The Global Methane Pledge aims to reduce global warming (by 0.2◦C) via methane mit-
igation. The ZAME experiments showed that a 0.2◦C reduction is within the modelled
internal variability of global mean surface temperature UKESM1-ems, and likely to be
within the climate variability. Therefore, this signal from the GMP scenario is not seen
over the interannual variability in temperature.

However, there are also benefits beyond temperature. The global mean surface ozone
concentration decreases in GMP, leading to global air quality and human health benefits.
Countries where methane emissions decrease (i.e. GMP member countries) see greater
reductions in ozone over the global average. This shows the additional local benefits to
local methane mitigation.

The use of an emissions-driven model with all chemistry and processes modelled explic-
itly allows for exploration of the impacts of methane changes without limitations from
the non-physical effects of the lower boundary condition. This is key to quantifying
the full response of the Earth system to future methane changes, including the methane
self-feedback and composition changes.



6.1. FUTURE WORK 155

6.1 Future work

Model bias in methane mixing ratio

The bias in methane mixing ratio in UKESM1-ems provides a challenge, and it is im-
portant to understand where this bias is most likely to affect outcomes of this anal-
ysis, how we can mitigate its impact, and also how to reduce it. Gerd Folberth and
Fiona O’Connor at the Met Office have developed a flux adjustment method to miti-
gate the bias problem in ongoing experiments. This involves calculating and applying
a latitudinally-varying methane flux, to increase the methane mixing ratios up to a level
consistent with observations. The advantage of this is that the methane mixing ratio and
burden at the starting point is consistent with the present day, or the defined scenario:
quantities affected by the absolute methane burden/mixing ratio can be simulated more
accurately, such as tropospheric ozone concentration and radiative forcing. This was
developed for use in timeslice experiments, and there are limitations with using the flux
adjustment method in transient experiments, for example the uncertainty in the required
residual flux over time (into the future), leading to increasing uncertainty over time.

CRI-Strat (version 2) is an alternative chemical mechanism also used in UKESM1, but
has not yet been implemented in UKESM1-ems. In UKESM1-conc, CRI-Strat led to
decreased OH concentrations, comprised of an increase at the surface and a decrease in
the upper troposphere compared to StratTrop (used here) (Archer-Nicholls et al. 2021).
The CH4 + OH reaction rate coefficient is also slightly faster in CRI-Strat. The impact of
these changes on methane in UKESM1-conc is buffered by the use of a lower boundary
condition. Implementing CRI-Strat in UKESM1-ems would likely lead to differences
in the simulated methane mixing ratio, and may improve the bias.

Methane emissions

Bottom-up emissions estimates currently have around a ∼50 Tg per year mismatch
between total sources and sinks (Saunois et al. 2020; Kirschke et al. 2013), which cor-
responds to the residual flux required in the present day in UKESM1-ems to correct
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the methane bias. Decreasing the uncertainty in methane emissions estimates is an ac-
tive research area, and a challenge given the diffuse nature of many methane emissions
sources, lack of measurements in key regions, and limited/widely varying emissions
reporting from industry. Imprecisely known emissions are always likely to cause opera-
tional challenges in a methane emissions-driven model. Reducing their uncertainty and
updating the emissions may improve the methane bias, or would otherwise highlight
other areas for improvement such as the simulated oxidising capacity.

The use of online wetland emissions in particular presents a challenge not encountered
in other emissions-driven models, which usually use a wetland climatology or offline
emissions. It is important to integrate the latest JULES developments into UKESM1-
ems, to continue improving the simulated methane wetland emissions in UKESM1-ems.
These include methane flux through trees, and the inclusion of non-wetland freshwater
systems such as rivers (Gedney et al. 2019).

Integrating methane isotopes into UKCA and UKESM1-ems would enable better attri-
bution of the methane trend to changes in emissions or sinks. In particular, this would
enable the ability to distinguish between different source types using their isotope signa-
tures - for example between biogenic and fossil methane emissions. This would make
UKESM1-ems an invaluable tool for understanding the factors behind the historical
changes in annual methane growth rate. For example, Nisbet et al. (2016) were able to
constrain the drivers behind the post-hiatus (2007-2014) growth in methane, concluding
that fossil fuel emissions were not a dominant factor, with biogenic wetland and agricul-
tural emissions being more important. One major challenge in implementing methane
isotopes in UKESM1-ems is the very long spin-up time required to simulate isotope
fractions accurately, which leads to high computational expense.

Developing further understanding of UKESM1-ems

The analysis done by Folberth et al. (2022) and here represents the first steps in the eval-
uation of UKESM1-ems. Further work in this area will help in the continuing develop-
ment of UKESM1-ems, for example in understanding the differences in pre-industrial
ozone concentrations between UKESM1-ems and UKESM1-conc.
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Quantifying the methane self-feedback in models is a useful metric for comparing their
treatment of methane. While Holmes (2018) found that there was no difference in
the methane feedback between concentration and emissions-driven versions of GEOS-
Chem, this has not been tested in a wide range of models. Performing experiments to
calculate the feedback factor in UKESM1-ems is a challenge due to the online wetland
emissions, which lead to a high noise level in the emissions. The perturbations required
for calculating a feedback factor are larger than the standard (5%), to enable a signal
to be seen outside the noise, and the model also requires a longer spin-up time than
UKESM1-conc. Potential feedback effects of temperature and CO2 concentrations on
wetland emissions may also complicate the feedback factor calculation. Overall, more
work is required to quantify the methane self-feedback in a coupled emissions-driven
model with online wetland emissions - e.g. UKESM1-ems.

Global Methane Pledge experiments

Further experiments modelling the Global Methane Pledge are required to constrain the
expected temperature response and quantify the effective radiative forcing impact. The
use of both timeslice experiments using UKESM1-ems, and a range of GMP-consistent
emissions scenarios using the FaIR model (a climate emulator, Leach et al. (2021))
will offer a more comprehensive view on the expected results of achieving the Global
Methane Pledge, and the emissions required to achieve the stated temperature target of
0.2◦C. These experiments are currently ongoing (by colleagues at the Met Office) and
will complement the work presented in Chapter 5.

Resolving the climate crisis requires continual improvements in the understanding of
the atmosphere and Earth system, to underpin crucial greenhouse gas mitigation actions.
This work has furthered the understanding of the complex interplay between methane,
atmospheric chemistry, and climate. It defines the new (emissions-driven) state-of-the-
art in modelling methane in the Earth system.
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Appendix A

Appendices

A.1 Data and code availability

UKESM1-ems data used in Chapter 3 are archived to the UK Centre for Environmental
Data Analysis and are freely available (Staniaszek et al. 2021). Code used for data
analysis and producing figures can be found at https://github.com/zosiast/nzame-scripts.

159

https://github.com/zosiast/nzame-scripts


160 APPENDIX A. APPENDICES

A.2 Methane Pledge countries

Countries with no mitigation in the Global Methane Pledge scenario

China Angola Guinea

Russia Kenya Madagascar

India Bolivia Azerbaijan

Iran South Sudan Zimbabwe

Venezuela Paraguay Nicaragua

Algeria Poland Laos

Turkmenistan Uganda Hungary

South Africa North Korea Tajikistan

Myanmar Syria Haiti

Thailand Belarus Sierra Leone

Kazakhstan Romania Eritrea

Turkey Afghanistan Lithuania

Tanzania

Table A.1: Countries not signed up to the Global Methane Pledge as of March 2023.
These countries’ methane emissions follow the CLE trajectory in the Global Methane
Pledge scenario. All countries with emissions below 0.1 Tg per year (according to
Jones et al. (2023)) also follow the CLE trajectory. Countries are in order of decreasing
methane emissions from top-left downwards.
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A.3 Experiment suite IDs used in this thesis

Scenario suite-id Time span Model configuration

Historical u-bc179 1850 - 2015 UKESM1-conc

Historical u-bn213 1850 - 2015 UKESM1-ems

Historical u-bl998 1850 - 2015 UKESM1-ems

Historical u-bl593 1850 - 2015 UKESM1-ems

SSP3-7.0 u-bo797 2015 - 2100 UKESM1-ems

SSP3-7.0 u-ca723 2015 - 2050 UKESM1-ems

SSP3-7.0 u-cb039 2015 - 2050 UKESM1-ems

SSP1-2.6 u-bo812 2015 - 2050 UKESM1-ems

ZAME u-by186 2015-2050 UKESM1-ems

ZAME u-bz146 2015-2050 UKESM1-ems

ZAME u-bz473 2015-2050 UKESM1-ems

SSP370lowCO u-cq552 2015 - 2030 UKESM1-ems

SSP370lowNOx u-cq554 2015 - 2030 UKESM1-ems

ZAMElowCO u-cr272 2015-2030 UKESM1-ems

ZAMElowNOx u-cr276 2015-2030 UKESM1-ems

SSP2-4.5ECLIPSECH4 spin up u-cu510 2015-2025 UKESM1-ems

SSP2-4.5ECLIPSECH4 u-cu814 2015-2050 UKESM1-ems

GMP u-cv430 2015-2050 UKESM1-ems

Table A.2: Model experiments used in this thesis
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Schwingshackl, Johannes Gütschow, Richard A Houghton, Pierre Friedlingstein,
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Frölicher, Angela Gallego-Sala, Joanna Haigh, Gabriele C Hegerl, Chris D Jones,
Reto Knutti, et al. (2023). “The Zero Emissions Commitment and climate stabiliza-
tion”. In: Frontiers in Science 1, p. 1170744.



BIBLIOGRAPHY 181

Palmer, Paul I, Liang Feng, Mark F Lunt, Robert J Parker, Hartmut Bösch, Xin Lan,
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