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Ferromagnetic dynamics in coupled systems

James Powell Patchett

In this work, ferromagnetic thin films coupled strongly to other physical subsystems (mag-

netic or otherwise) are studied, and the effect this coupling has on their static and dynamic

properties is investigated in order to understand both the ferromagnets themselves, and the

systems they are coupled to.

This work investigates recent claims that spin-triplet superconducting Cooper pairs can be

generated at superconducting Nb-fullerene interfaces in thin-film heterostructures by looking

for evidence of an increase in magnetic damping below the Nb transition temperature in an

adjacent permalloy (Py) layer. From these measurements, it is proposed that the experimental

evidence purported to show evidence of a spin-triplet population can instead be understood

as a signal from the vortex population within a spin-singlet superconductor.

It is shown how it is possible to apply group theory to the dynamic modes of a ferromag-

net, or multiple coupled ferromagnets, obeying the linearised Landau-Lifshitz-Gilbert (LLG)

equation. From this, the effect of symmetry on the expected resonance spectrum of antiferro-

magnetically coupled magnetic moments is investigated. Features such as anticrossings and

mode degeneracies are shown to be understandable from symmetry arguments, and this is

demonstrated experimentally via measurements of the ferromagnetic resonance spectrum of

two synthetic antiferromagnets: one bilayer with close to identical ferromagnetic layers, and

another bilayer with layers with disparate properties.

Features of the magnetoresistance behaviour in CoFeB single-layers and synthetic anti-

ferromagnetic CoFeB/Ru/CoFeB nanowires adjacent to heavy-metal Pt layers are reported.

It is shown how symmetry arguments can be applied to understand features of the magne-

toresistive signal and observe a current dependent uniaxial magnetoresistive signal at high

current densities which is attributed to the onset of auto-oscillations within the exchange

magnon population of the nanowires.
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Chapter 1

Introduction

Global energy consumption is projected to increase by around 50% in the next three decades

[1]. Of this, the IT sector will account for 21% by 2030 [2], contributing to a doubling of

the demand for electricity from the commercial sector [1]. It is clear that scientists will need

to continue to explore different ways of generating new devices based on novel physics if

these demands are to be met, as well as improving the speed and performance of electronic

devices.

Spintronics, at a basic level, is about the electronic manipulation and detection of the

spin-state inside a material or device. In doing so, it opens up electronic devices to use not

just the charge of an electron as an information carrier but its spin as well. Spintronics has

already produced giant-magnetoresistive and tunneling magnetoresistive magnetic memory

hard-drives [3] which led to a revolution in the density of information that could be stored in

a commercial hard-drive, also offers the potential of improved energy performance compared

with charge-only based counterparts due to the low dissipation nature of spin-currents, and

promises new device capabilities based on novel magnetic physics.
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Magnetoresistive effects

Spintronics is based upon the ability to both read and manipulate the spin-state inside a

material or device electronically. In order to read the state of a magnetic material electroni-

cally, it is necessary for there to be some kind of coupling between the electronic transport

and the magnetisation resulting in a dependence of the device’s resistance on its magnetic

configuration or orientation. This is known as magnetoresistance.

The earliest known form of magnetoresistance was anisotropic magnetoresistance, or

AMR. AMR has a cos2 dependence in its resistance on the angle between the magnetisation

and the current, with a coefficient of a few percent in commonly used materials such as

Permalloy [4]. The modern field of spintronics began with the discovery of new magnetore-

sistive effects, most notably tunneling magnetoresistance (TMR) and giant magnetoresistance

(GMR), during the 1970s to late 80s [5–12]. A variety of other spin-based magnetoresistances,

such as the spin-Hall magnetoresistance [13], and unidirectional spin-Hall magnetoresistance

[14], have also been observed and utilised in spintronic devices.

GMR and TMR are based on the spin-dependent transport properties of magnetic het-

erostructures. In GMR, antiferromagnetically coupled ferromagnetic layers in a synthetic

antiferromagnet have differing resistances depending on the relative orientation of their mag-

netic moments, leading to a low resistance state when they are parallel, and high resistance

state when they are antiparallel [15]. TMR is based on a similar principle but includes a

tunneling barrier in between the ferromagnetic layers to enhance this effect.

These magnetoresistive effects are much stronger than AMR, with coefficients ranging

up to 82% in GMR [16], to over 100% for TMR [17] at room temperature. This allows for

differing orientations of the magnetisation, each one representing either a 1 or a 0, to be

detected easily and incorporated inside existing computer technologies, leading to the first

generation of magnetic GMR-based memories, whose technological impact was recognised

by the 2007 Nobel prize [3], and were the first to achieve widespread commercial adoption.
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Spin-currents and spin-torques

Electrical manipulation of magnetic moments is achieved via spin-torques such as the

spin-transfer torque (STT) and spin-orbit torque (SOT). From the perspective of magnetic

memories, they allow the magnetic state (and hence the information contained) to be flipped

between states without the need for an external magnetic field. improving miniaturisation,

efficiency, and power consumption [18]. They also form the basis of a range of proposed

future spintronic devices, as related effects like the antidamping torque allow practitioners to

generate dynamics that could not be achieved with magnetic fields alone [19].

The first theoretical and experimental realisation of this was the STT, which is based on

the generation of a spin-current by passing a pure-charge current through a first ferromagnetic

layer that acts as a ‘spin-filter,’ generating a spin-current polarised along the orientation of its

moment that is then incident on a second layer [20, 21]. A spin-current can be thought of as

a flux of oppositely spin-polarised electrons traveling in opposite directions, resulting in a

net transfer of spin (and angular momentum) — but no charge. Because there is no charge

transport, they do not dissipate energy via Joule heating, meaning that devices based on spin

could potentially have much lower power consumption than their charge-based counterparts

[18]. These spin-currents are used to manipulate the magnetic moment as when their net spin

is absorbed by the magnet onto which they are incident, conservation of angular momentum

torques its magnetisation towards the spin-current polarisation direction.

Developing new means of generating spin-torques remains central to progress in spintron-

ics. The spin-transfer torque has been followed by SOTs, where spin-orbit coupling is used to

generate a net spin-polarisation that torques the magnetisation when a current passes through

a device. This can include utilising the spin-Hall effect in heavy metal (Pt, Ta, etc.) layers

[22], the Rashba effect at heterostructure interfaces [23, 24], the Dresselhaus torque from

spin-orbit coupling resulting from non-centrosymmetric crystal structures [25] (e.g. GaAs

[26]), topological materials, and the spin-Hall effect in antiferromagnets [27]. New materials
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that are capable of supporting long distance and low loss spin transport are being explored all

the time, including spin-triplet supercurrents in ferromagnet/superconductor heterostructures

[28], organic polymers [29], graphene [30], and carbon nanotubes [31] to name but a few.

Spintronic devices

Spintronics is a branch of device physics and aims to use the ability to both manipulate and

detect the state of an electron’s spin electronically described above to improve and create new

devices. Figure 1.1 shows a timeline of the development of spintronic devices, experimental

discoveries, and theoretical concepts, including devices based on spintronics that have been

successfully commercialised.

Fig. 1.1 The history of spintronics in terms of significant discoveries. Experimental dis-
coveries are shown in red, theoretical concepts in blue, and commercial devices based on
spintronic technology in black. Figure reproduced from [18].
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Magnetic memories have already been described above, and other spin-based replace-

ments for traditional electronic components have been proposed, from spin-transistors

[32, 33] to spin-LEDs [34]. The contemporary field has also branched out into a num-

ber of active areas based on the unique interactions between spin and charge that spintronics

enables, covering applications as diverse as neuromorphic computing [35] to race-track

memories [36].

Figure 1.1 shows some of the key areas current practitioners are focusing on. Two poten-

tial devices that are important to this work are spin-oscillators and frequency interconverters

in hybrid quantum systems. Spin-oscillators are based on the antidamping torque, generated

by a spin-orbit torque or spin-current, that allows a magnet to act as an effectively dissipa-

tionless oscillator. Consequently, the magnetisation can be induced to oscillate indefinitely

at microwave to terahertz frequencies. By using a magnetoresistive effect to generate an

oscillating voltage, miniaturised, on-chip, microwave power generators could be created

[37–39].

Devices that are capable of efficient frequency interconversion are desirable because they

allow for the interconversion between the high and low frequency part of the electromagnetic

spectrum, allowing future quantum computers to be built out of different quantum systems

operating in different frequency ranges all in constant communication with one another. A

number of schemes for such devices have been proposed [40, 41]. Recently, it has been

suggested that the coupling between magnon modes in an antiferromagnet oscillator could

form the basis of such a device [42, 43].

In order to realise some of these novel devices, and improve existing ones, researchers

are always looking to branch out into new areas to find new effects and physics. This work

will focus on phenomena related to superspintronics, where superconductivity is coupled

with ferromagnetism to enhance spintronic devices, and spintronics in antiferromagnetically
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coupled devices, which offer a number of advantages over their more traditional ferromagnet

based counterparts.

Spintronics and superconductivity: superspintronics

Generating new means of manipulating magnetic elements using spin-currents is of vital

importance to the continued progress of spintronics. In recent years there have been a range of

novel superconducting heterostructures that have shown a significant spin-triplet, as opposed

to the regular spin-singlet, Cooper pair population. A range of means of generating these

spin-triplet Cooper pairs have been demonstrated, including in bulk p-wave superconductor

[44–46], interfacing with non-homogeneous ferromagnets [47–50], and non-colinear spin-

orbit coupling and exchange fields [51]. Fundamentally, they rely on using two non-colinear

fields (often an exchange field or spin-orbit coupling) acting on the Cooper pairs’ spin. The

first rotates the spin state from the |0, 0⟩ spin state to the |1, 0⟩ state, and the second to the

final |1, 1⟩ spin-triplet state.

These spin-triplet populations are significant for spintronics as they carry a net spin,

meaning that they can potentially be combined into existing spintronic devices as a means of

carrying spin-currents. These spin-currents could be generated effectively dissipationlessly

inside the superconductor, greatly reducing the energy consumption of many spintronic

devices. New materials and architectures capable of generating these spin-triplets populations

are of great interest to this nascent field.

Antiferromagnet and synthetic antiferromagnet spintronics

Researchers have been looking towards replacing the ferromagnetic elements in traditional

ferromagnetic devices with antiferromagnetic and ferrimagnetic materials, whose coupled

magnetic sublattices lead to improved magnetisation dynamics for applications such as

magnetic memories and microwave signal generation [52–54].
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SAFs, with their peculiar blend of ferromagnetic and antiferromagnetic like behaviour,

have long been a cornerstone of spintronics [55]. In contrast, antiferromagnets (AFs) have

only recently emerged as a viable material on which to base spintronic devices [52, 53]. In

principle, antiferromagnets have the capability to overcome many of the problems facing

regular ferromagnetic spintronics. Because of their net-zero magnetic moment, they are both

impermeable to external magnetic fields — and produce none of their own. Consequently,

magnetic memories based on antiferromagnets could potentially be miniaturised well beyond

what is achievable with simple ferromagnet based designs, as at sufficiently small scales fer-

romagnetic memory cells are liable to erroneous switching events caused by their interaction

with the stray fields of adjacent magnetic memory elements — or current induced magnetic

fields from the device’s general operation. Indeed, they are resistant to external fields of

all kinds. Furthermore, because of the extremely strong couplings between the magnetic

sublattices, the dynamics of these antiferromagnets occur on extremely fast time scales. This

has been suggested as a route towards producing faster magnetic memories [53], and on-chip

terahertz radiation generators [54].

The benefits of AFs also present the greatest challenge to their utilisation. Their lack

of a magnetic moment means that their dynamics and state are both hard to manipulate,

hard to detect, and owing to their relative lack of investigation, not as fully understood

as in ferromagnets. Researchers are gradually overcoming these challenges (with recent

discoveries including AMR [56], spin-Hall magnetoresistance [57], and the anomalous Hall

effect [58] in AFs) and AFs and other coupled ferromagnetic structures remain one of the

field’s most promising candidates heading into the future. Developing new understanding of

the dynamics of these coupled ferromagnetic materials/structures, and how their properties

feed into improving spintronic devices, will be an important part of realising their potential.



8 Introduction

Outlook

In order to progress the field, it is necessary to search for new device architectures capable

of new and improved performances, and look for novel behaviour in existing ones. This

work studies spintronic devices by probing their behaviour, typically via ferromagnetic

resonance experiments, in order to study their properties and elucidate the underlying

physical mechanisms. Of particular interest to me are devices based on coupled ferromagnetic

elements.

Chapter 4 looks at a proposed new heterostructure based on C60/Nb layers that previous

experimental work has suggested might be capable of supporting spin-triplet Cooper pairs.

From FMR measurements of the linewidth, and VSM of the net moment, it was found that

the heterostructure supports an unexpectedly strong vortex population, which may explain

the previous experimental results instead of a spin-triplet population.

Next, the dynamical behaviour of antiferromagnetically coupled magnetisations is studied.

In Chapter 5, the FMR modes of two SAFs are studied, one with identical, and one with

disparate, layers. An anticrossing between the modes was found in the asymmetric sample,

but not in the symmetric one, which is explained as being due to a loss of symmetry via a

new theoretical understanding of this phenomenon by showing how group theory applies to

the Landau-Lifshitz-Gilbert equation that governs their dynamics.

Lastly, Chapter 6 looks at the effect of symmetry on the static behaviour of a SAF,

as measured by its magnetoresistance. A large DC current was applied across a SAF in

an attempt to overcome the native damping in the system via the antidamping torque and

evidence was found for the generation of exchange magnons by this effect.



Chapter 2

Theoretical background

2.1 Micromagnetics

At a fundamental level, magnetism is unequivocally a quantum mechanical phenomenon.

The source of the magnetic moments in most materials, the electronic spin, is quantum

mechanical in nature, and the exchange force that causes them to align spontaneously in

ferromagnets (FMs), first described by Heisenberg in 1928 [59], can only be understood

by considering the particle exchange symmetry of the wavefunction in both space and spin

coordinates.

Classical notions of an exchange field did exist. The idea of an exchange-type field

was first proposed by Weiss, who suggested that the local magnetic moments experienced a

mysterious “molecular" field which promoted the mutual alignment of adjacent magnetic

moments via an effective magnetic field proportional to the local magnetic moment. That is, in

an external field B, the magnetisation of a paramagnet should be given by M = χ(B+λM ),

where χ is the paramagnetic susceptibility, and λ the Weiss molecular field constant that

promotes the magnetisations to align with one another, which can be solved self-consistently

for M . The idea that there should be localised magnetic moments at all was first proposed

by Langevin, who derived from this the temperature dependence of the Curie law for
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paramagnetic susceptibility, χ ∝ 1/(T −TC), meaning at TC χ diverges in a phase transition

to ferromagnetic order [60].

However, any attempt to form a fundamental theory of magnetism from a classical picture

is doomed to failure, as shown by Bohr and Van Leeuwen (independently) [61], whose

eponymously named Bohr-Van Leeuwen theorem shows that if one only considers classical

energy terms, the net-magnetisation of a material should not only be zero at zero field, but

zero at all fields: not just ferromagnetism, but also paramagnetism and diamagnetism, are

forbidden. Even if one were to introduce an intrinsic magnetic moment to the electrons as

an ad-hoc addition to the classical theory, the classical dipole-dipole interactions are only

capable of producing aligning forces on an energy scale of a few Kelvin in magnitude —

massively inferior to the greater than 1000 K Curie temperatures [62] observed in the most

powerful ferromagnets.

Keeping track of the magnetic state of a material using quantum mechanics would be

untenably cumbersome. Luckily, one is generally only concerned with magnetic variations

on a length scale much greater than the unit cell and consequently can adopt a coarse-grained

approach, analogous to the manner in which the electric and magnetic field are treated when

considering Maxwell’s equations in solid-state materials. Here, the microscopic variations

in the magnetic moments are neglected in favour of considering only some appropriately

volume-averaged macroscopic field. This continuum approximation approach, known as

micromagnetics, was first developed in the 1930s and 40s [60, 63, 64] when early practitioners

attempted to derive phenomenological models that could explain the hysteresis curves of

standard ferromagnets (for a review of this early history, see Brown 1963 [60], Chapter 2

and Brown 1959 [65]). In this work, micromagnetics will be employed to model the static

and dynamic behaviour of the magnetic samples.

The general approach is as follows. First the system must be furnished with an appropriate

number of energy terms of various physical origins, total energy E, the most important/-
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common of which are detailed in the sections below. Each term is expressed as an integral

in terms of the magnetisation density, M (r), which is a vector field computed from the

sum of all the magnetic moments in some appropriately size volume on the atomic scale.

This work is typically concerned with changes in the magnetisation that happen on a time

scale much shorter than the time for thermal equilibrium to be re-established. Consequently,

the oscillations can be considered adiabatic, and the appropriate free energy is simply the

energy [60]. By computing derivatives of the energy in terms of the magnetic components,

M = Ms(mx,my,mz) = Msm̂ (Ms is the saturation magnetisation), in some coordinate

basis, the ith component of the effective field that the magnetisation experiences can be

derived [60]:

(Heff )i = 1
µ0Ms

(
∂2E

∂mi∂V

)
mj ̸=i

= 1
µ0Ms

(
∂ϵ

∂mi

)
mj ̸=i

(2.1)

where ∂/∂V is the differential operator with respect to volume, and ϵ is the energy density:

E =
∫

dV ϵ. From the energy and corresponding effective field, the static and dynamic

behaviour can be modelled via Brown’s equation [60, 65]:

M × Heff = 0 (2.2)

and the Landau-Liftshitz-Gilbert (LLG) equation [63, 66, 67]:

∂M

∂t
= −γµ0M × Heff + α

Ms

M × ∂M

∂t
(2.3)

respectively, where γ is the gyromagnetic ratio (taken to be the value for a free electron

unless stated otherwise, γ/2π = 28 GHz/T), µ0 is the permeability of free space, and α is

a measure of the damping in the system. Note that (5.17) conserves the magnitude of M

(∂t|M |2 = 2M · ∂tM = 0), as in a ferromagnet sufficiently far below its Curie temperature,
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Θ, any excitation that changes the magnitude of the magnetisation is likely to be rapidly

damped by the strong exchange forces.

Brown’s equation, (2.2), which determines the equilibrium orientation of the magneti-

sation, is equivalent to finding a local minimum of the total energy [60]. Its solutions are

not unique, and this can result in a hysteresis in the magnetic orientation depending on past

experimental conditions.

The LLG equation (5.17) models how an out-of-equilibrium magnetisation varies with

time. The first term is a gyroscopic term that describes how the magnetisation follows the

local energy contours whilst maintaining a constant magnitude. The second is a phenomeno-

logical damping term, first described by Gilbert [67] as a modification to the original equation

proposed by Landau and Lifshitz [63] to correct for the unphysical rapid suppression of the

magnetic motion that the original Landau-Lifshitz equation predicted in the limit of large

damping, and which describes the rate at which the non-equilibrium magnetisation returns

to equilibrium. The strength of the damping, which typically includes contributions from

a variety of physical sources [68], is described by the phenomenological (scalar) constant,

α ≥ 0, the Gilbert damping parameter. Under certain conditions, it may be appropriate to

model the Gilbert damping as a direction-dependent tensor [69, 70].

In the following section, the common energy terms that determine/dictate the behaviour

of ferromagnets will be examined.

2.1.1 Exchange energy

Ferromagnetism is characterised by the existence of long-range parallel spin alignment in

a material below its Curie temperature, often up to ≥ 1000 K. Such a strong alignment

requires an equally strong ‘force’ that makes this arrangement sufficiently energetically

favourable that it can survive even up to such high temperatures. Broadly speaking, there

are two competing physical origins of such a force: the Heisenberg picture, which applies to
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localised moments, and the Stoner-Bloch picture, which applies to itinerant moments (e.g.

delocalised electrons in spin-polarised bands). The Heisenberg picture describes the energy

(via a Hamiltonian, Ĥ) of a lattice of localised spins, σi being the ith spin, coupled to one

another via an exchange interaction characterised by an exchange strength J :

Ĥ = −J

2

N∑
i

∑
j

σiσj − h
N∑
i

σi (2.4)

where h is an external magnetic field, the sum over j runs over the nearest neighbours of i,

and the sum over i runs over all the spins in the lattice. When J is positive, there is an energy

benefit to the spins aligning in the same direction leading to a ferromagnetic order that aligns

with the external field.

As with all such dichotomies, nature is rarely so neat. This work is principally interested

in transition metal 3d ferromagnets and their alloys, in which the precise form of the origin

of magnetism is still somewhat contentious. This is despite the fact that these are some of the

oldest known ferromagnetic materials (Fe, Co, Ni etc.), and that they have been extensively

studied since the earliest days of the modern scientific method [71–73]. For the purposes

of this work, it is sufficient to know that there are magnetic moments that experience a

ferromagnetic exchange force with a corresponding energy term:

Eex = A
∫

dV (∇M )2 (2.5)

in the continuum limit, where A is the exchange constant (which, in quasi-isotropic poly-

crystalline materials, can be taken to be a scalar). (2.5) has a clear physical interpretation,

for A ≥ 0, it promotes uniform magnetic alignment by imposing an energy penalty on any

spatial fluctuations in the magnetisation.

Throughout much of this work, an additional approximation known as the macrospin

approximation will be employed, where it is assumed that the magnetisation is perfectly
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aligned throughout the sample by the strong exchange forces (minimising Eex). This is

typically justified by the spatial profile and energy scale of the driving forces employed

in exciting the magnetic moments in a background static external field well in excess of

their saturating field, Hsat. Once this approximation is made, the exchange energy can be

neglected in all further calculations and the relevant physical quantities replaced with their

volume average.

2.1.2 Zeeman energy

Named after Dutch physicist Pieter Zeeman, who, in 1896, discovered that spectral lines

in sodium could be broadened by the application of a magnetic field [74] and, following

Lorentz’s theoretical prediction, observed a splitting of the lines in 1897 under the application

of a more powerful magnetic field [75], the Zeeman energy is the energy of a spin in a

magnetic field. After integrating over all the spins in the volume to obtain an expression

for the energy density in terms of the magnetisation density, one obtains the following

expression:

EZ = −µ0

∫
dVM · H (2.6)

where H is the external magnetic field strength. Consequently, the magnetisation tends to

align with the external field.

2.1.3 Dipole interactions and magnetic anisotropy

Dipole-dipole interaction (demagnetisation energy): The magnetic field produced by a

collection of classical dipoles, where the ith dipole has a dipole vector µi, has the form [76]:

H(r) = 1
4π

∑
i

3Ri
µi · Ri

R5
i

− µi

R3
i

(2.7)
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where r is the point at which the field is being evaluated, and |Ri| = Ri is the vector

connecting the location of the ith dipole to r. Using the continuum approximation, one can

obtain the following convenient forms for the energy of the dipole-dipole interactions, Edipole,

and the strength of the local field, Hdemag(r) [77]:

Hdemag(r) = −∇ϕ(r)

ϕ(r) = −1
4π

∫
V

d3r′ ∇′ · M (r′)
|r − r′|

+ 1
4π

∫
S

dS′ · M (r′)
|r − r′|

(2.8)

Edemag = µ0

2

∫
V

dV |Hdemag(r)|2 (2.9)

where ϕ(r) is the magnetic scalar potential, defined by the first equation of 2.8 when there are

no free currents. The integral (and corresponding surface integral), runs over all space, not

just the ferromagnet’s body. In the case of a uniform magnetisation, only terms on the surface

of the magnet in the integral in (2.8) survive ). This allows the average demagnetisation

field experienced by the whole magnetic volume to be expressed as a simple matrix product

[78, 77]:

Hdemag = −NM (2.10)

where N is a 3x3 tensor known as the demagnetisation tensor. The precise mathematical

form of this tensor is generally complicated (see [78] for the case of uniformly magnetised

cuboids), and often much simpler to evaluate numerically than analytically. However, for an

infinitely thin film (i.e. the thickness of the film is significantly less than either of its two

lateral dimensions — known as the thin-film approximation), N simplifies to a diagonal

tensor with components diag(0, 0, 1), where the z-axis is the out-of-plane direction.

From (2.7) it is clear that in a one-dimensional chain the lowest energy state occurs when

all the dipoles are aligned in parallel along the chain direction. In two dimensions and above,

however, the energy can always be lowered by flipping some of the spins from the perfectly

aligned case. Consequently, the demagnetisation field tends to promote an alignment of the
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dipoles with zero overall moment. For R on the order of the atomic distance, the strength

of the demagnetisation field is negligible compared to the exchange interaction. However,

unlike the exchange interaction, which decays to almost zero after a few atomic spacings,

the demagnetisation field decays relatively modestly with a 1/R3 power-law dependence,

meaning it has a significant effect on the long-range magnetic order.

The significance of the dipole-dipole interactions in dictating the long-ranged order

of ferromagnets was first appreciated by Frenkel and Dorfman [79], who realised that its

tendency to promote the anti-parallel alignment of spins would result in the long-ranged

magnetic order breaking up into domains of differing magnetic orientations. Domains are

small regions of the magnet where the spins are well-aligned by the exchange field, with

transition regions between these domains, known as domain walls, where the spins reorientate

themselves into the adjacent domain’s magnetic direction. In this sense, the demagnetisation

field is the antagonist of the exchange field, which prefers a perfectly aligned magnetisation

everywhere, the exact magnetic microstructure determined by the balance of the competing

energy terms.

The demagnetisation field has another important effect in thin films. Equation (2.9)

vanishes if the magnetisation lies entirely in-plane in thin-films (where the lateral extent of

the film is so large compared with its thickness it can be taken to be infinitely wide in the

in-plane directions). Consequently, the demagnetisation field tends to align the magnetisation

in-plane with significant strength, up to the value of the saturation magnetisation itself

(≈ 1500 mT in bulk CoFeB for instance). The tendency for the magnetisation to align along

a particular axis of a body is sometimes known as shape anisotropy.

Spin-orbit interaction (magnetocrystalline anisotropy): The existence of a spin-orbit

interaction was first postulated by Goudsmit and Uhlenbeck [80], who anticipated that an

electron moving in orbits in a crystal lattice should experience a magnetic field due to the

relativistic transformation of the crystal lattice electric field into its own rest-frame. Because
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of the nature of the relativistic transformation, the strength of the field is typically around a

factor of (v/c)2 smaller than the exchange field [77], where v is the electron’s velocity and c

is the speed of light. As v/c << 1 in typical soft ferromagnetic materials (e.g. CoFeB, Py),

this means the field strength is usually on the order of a few mT: in hard ferromagnets, it can

be substantially in excess of this.

Despite this, its importance in understanding the static and dynamic properties of the

magnetic moments often outweighs its size due to its typically anisotropic nature: i.e. it

depends on the direction of the magnetic moments relative to the electric field of the crystal

lattice, giving the equilibrium magnetisation a preferred direction even in zero field for an

otherwise isotropic body. Within the continuum approximation, the magnetic anisotropy

energy can be written as a power series in the magnetisation that respects the symmetry of

the crystal lattice and the underlying physical symmetries of the system. In particular, as

time-reversal symmetry (t → −t) is a symmetry element which changes the sign of M , this

expansion can only include even powers of M .

This work will generally be dealing with thin-film ferromagnets grown by magnetron

sputtering and thermal evaporation. If a magnetic field is applied during growth, they can

develop a preferred direction that results in a uniaxial magnetisation with an energy density:

ϵani = −K(m̂ · n̂)2 (2.11)

where m̂ is the unit vector in the direction of the magnetisation, M = Msm̂, n̂ is a unit

vector in the direction of the easy axis, i.e. the lowest energy direction (for positive K,

negative K results in an easy-plane type anisotropy), and K is a constant known as the

anisotropy constant with units J/m3. This is often expressed in terms of the directional

cosines/sines. In this form is appears as:

ϵani = −K sin2 θ (2.12)
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where θ is defined as in Figure 2.1. The uniaxial anisotropy induced during growth is typically

in the plane of the film. However, thin films, particularly when grown adjacent to materials

that either have intrinsic, or can induce at the interface, strong-spin orbit coupling such as

heavy metal films [81] or metal oxides [82, 83], can also exhibit another important kind of

magnetocrystalline anisotropy: perpendicular magnetic anisotropy (PMA). PMA, which was

first theoretically predicted by Néel on the basis of the lowered symmetry at the interface [84]

and first experimentally observed in 1968 in ultrathin NiFe films [85], tends to counteract the

natural tendency of thin-films to have an easy-plane in-plane due to the shape anisotropy by

adding an additional uniaxial surface anisotropy term to the overall energy of the ferromagnet

with an out-of-plane easy axis. Consequently, in thin films around ≤ 1 nm, the surface

anisotropy term can be appreciable, and it is possible for the PMA to overcome the shape

anisotropy. This causes the equilibrium direction of the thin-film magnetisation to lie out of

the plane.

2.1.4 Non-local or indirect exchange fields

The exchange field is based on the indirect coupling of the space and spin degrees of freedom

via Coulombic repulsion and the Pauli-exclusion principle, as first proposed by Heisenberg

[59], and acts only between adjacent atoms in a crystal lattice: it is atypical to see appreciable

coupling beyond one or two degrees of atomic separation. However, there exist additional

methods of indirection exchange coupling between localised spins that are mediated by

delocalised particles capable of travelling and interacting over long distances, usually the

conduction electrons. Such mechanisms lead to highly non-local exchange coupling between

spins that decays only relatively weakly (polynomially) with distance.

RKKY interaction: Perhaps the best-known form of indirect exchange coupling observed

in material systems is the Ruderman-Kittel-Kasuya-Yosida (or RKKY) interaction [86–88],
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which couples distant, localised spins, via their spin-dependent scattering of the conduction

electrons.

A mechanism of this type was first proposed by Ruderman and Kittel in 1954 [86], who

attempted to explain experimentally observed linewidth broadening in nuclear magnetic

resonance (NMR) experiments via an indirect coupling of the nuclear spins due to the

hyperfine interaction with the conduction band electrons. In doing so, they derived an

effective exchange interaction between the nuclear spins, i, and, j, with spin-direction, Ii,

and, Ij , respectively, whose energy, ERKKY varied with the distance between the spins, R,

as:

ERKKY ∝ Ii · Ij
R4 × [2kfR cos(2kfR) − sin(2kfR)] (2.13)

where kf is the Fermi-wavevector in the material. (2.13) shows that the interaction oscillates

between antiferromagnetic and ferromagnetic with a period of π/kf , decaying polynomially

with distance as 1/R3.

Kasuya [87] and Yosida [88] expanded on Rudderman and Kittel’s work by considering

a similar interaction between localised (and spin-polarised) d-band orbitals and conduction

s-band electrons based on Zenner’s model of rare-earth and transition metal ferromagnets.

The RKKY interaction is responsible for the coupling between adjacent ferromagnetic layers,

A and B, with magnetisations MA and MB , in synthetic antiferromagnets (SAFs), whereby

adjacent spins on the surface of the ferromagnets, separated by a non-magnetic metallic

spacer layer, are coupled via this interaction modelled phenomenologically as a surface

energy term:

EA = −
∫
SA

dS JMA · MB (2.14)

where EA is the contribution of the RKKY interaction to the energy of layer A, and J is the

coupling constant. The integration runs over the surface of each layer, Si for layer i.
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If the distance between the two layers is tuned correctly, one can achieve maximal

antiferromagnetic coupling between the two ferromagnetic layers, leading to an antiparallel

arrangement at zero field.

Biquadratic exchange interaction: In addition to the usual bilinear Heisenberg type

coupling between adjacent ferromagnetic layers, ∝ MA · MB , Imay also have an additional

energy term that is biquadratic in the two magnetisations, i.e. ∝ (MA · MB)2. The strength

of this term varies from system to system, but can in fact be quite substantial, and indeed

dominate the bilinear term, promoting a 90◦ alignment of the two magnetisations at zero field

[89].

Although the physical origin of such a coupling is a little more contentious, it is generally

believed to be the result of coupling between the two layers and impurity spins in the

metallic spacer layer (either present during fabrication, or from ions that diffuse from the

ferromagnetic layer into the spacer-layer). The coupling between the layer and impurity

spins is mediated via some (e.g. the RKKY interaction itself) indirect exchange field, which

couples the two layers together as a second-order effect [90, 91]. The contribution of this

term to the energy of layer A, EA, is modelled as another surface energy term:

EA =
∫
SA

dS J2(MA · MB)2 (2.15)

where J2 is the exchange constant with the usual sign convention. Unlike the RKKY

interaction, where the sign of J can oscillate, J2 has been found experimentally to be always

positive [89–92].

2.2 Ferromagnetic resonance

Ferromagnetic resonance (FMR) was first observed experimentally by Griffiths in 1946 [93].

He observed an anomalous increase in the frequency magnetic susceptibility of transition
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metal ferromagnets (Fe, Ni, and Co) at microwave frequencies by applying a microwave

current to a sample and measuring the resistance. The susceptibility exhibited a dependence

on the external magnetic field that could not be explained by the usual formula for the Larmor

precession (at frequency ωL = γµ0H) of spins in an external field, H . The origin of this

increase was first explained by Kittel in 1947 [94, 95], who predicted that the susceptibility,

χ, of a dissipationless thin-film ferromagnetic, saturation magnetisation Ms, in an in-plane

external field, H , should have the angular frequency, ω, dependence:

χ = χ0

1 − (ω/ω0)2 (2.16)

where ω0 = γµ0

√
(H +Ms)H and χ0 is a frequency independent numerator. (2.16) shows

that the susceptibility diverges as the applied microwave (MW) frequency approaches the

ferromagnetic resonance frequency, ω0, which is modified from the usual Larmor precession

frequency by the thin-film demagnetisation field, Msẑ (ẑ being the out of plane direction).

Ferromagnetic resonance, where a microwave driving field (spin current, Oersted field) is

applied to a ferromagnet and the subsequent magnetic oscillations detected, will be the prin-

cipal experimental technique employed in this work to investigate the magnetic and electric

properties of ferromagnetic samples. In the following section, the theoretical background and

basics of interpreting ferromagnetic resonance experiments will be elucidated. For details of

the experimental procedure, please refer to Section 3.3.
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2.2.1 From the Landau Lifshitz Gilbert equation to ferromagnetic reso-

nance

Ferromagnet

Fig. 2.1 Diagram of a ferromagnet placed on a coplanar waveguide during an FMR mea-
surement. A static external field, H , is applied at an angle ϕH in the x-y plane, with the
magnetisation lying at angle ϕ with respect to the x-axis and θ with respect to the z-axis (in
the most general case). A microwave current is applied down the stripline, which generates a
microwave field h̃(t) that excites the magnetisation to oscillate transverse to its static orienta-
tion, with the displacement vector given by m̃(t). The changes in intensity of transmitted
microwave field are recorded as the output of the experiment.

In Section 2.1, it is shown how the Landau Lifshitz Gilbert equation, combined with an

appropriate expression for the magnetisation dependence of the energy, can describe the

dynamics of an out-of-equilibrium magnetisation. The resulting set of equations for the time

evolution of each component is generally insoluble analytically. However, under typical

FMR conditions, the microwave driving field is much smaller than the static fields, and

hence the size of the transverse oscillations can be taken to be small. By linearising the LLG

equations with respect to these small oscillations, one can obtain an eigenvalue equation that

can be solved for the transverse components of the magnetisation and the frequency of their

oscillations. Hereafter, unless explicitly stated otherwise, this work will be working within

the macrospin approximation; i.e. all spatial variations in the magnetisation, both in and out

of equilibrium, will be neglected. This is typically the experimentally relevant condition
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encountered in this work. It should be noted that in this case, the effective relevant field is

the average effective field felt over the whole sample, as can be seen by taking the volume

average of (5.17):

∂M

∂t
= −γµ0M × 1

V

∫
ferromagnet

dVHeff (r) + α

Ms

M × ∂M

∂t
∂M

∂t
= −γµ0M × Heff + α

Ms

M × ∂M

∂t

(2.17)

From here on, Heff = −(1/µ0Ms) ∂2E
∂V ∂m

will be used interchangeably with Heff =

−(1/µ0MsV ) ∂E
∂m

in the macrospin approximation.

This procedure explicitly can be illustrated with the simple case first considered by Kittel

[94] to explain Griffiths’ observations [93]. Kittel modelled the thin-film ferromagnet (out of

plane direction ẑ) as having two energy terms: one, the Zeeman energy (2.1.2), and two, the

demagnetisation energy (2.1.3) in the thin-film limit. This gives a total energy and effective

field:

E = −µ0VH · M + µ0V

2 (M · ẑ)2

Heff = H − (M · ẑ)ẑ
(2.18)

where H = Hx̂ and the equilibrium value of M lies aligned with the external field. Plugging

(2.18) into (5.17), assuming a solution of the form M = Msx̂ + Ms(mx,my,mz)eiωt =

Msx̂ +Msm̂eiωt and linearising in terms of the small components, the following eigenvalue

equation in the limit α = 0 is obtained:

iω/γ0 H +Ms

−H iω/γ0


my

mz

 =

0

0


A(ω)m̃ = 0

(2.19)
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where γ0 = µ0γ, and m̃ has been defined as the oscillating transverse components of the

magnetisation (mx = 0 to first order in small quantities). (2.19) can be solved for the

eigenfrequncy, ω0, via the usual condition det{A(ω0)} = 0, giving:

ω0 = γ0

√
H(H +M) (2.20)

Consequently, the ferromagnetic resonance frequency is the Lamour frequency, modified by

the effect of the demagnetisation field due to the shape anisotropy, as expected. By including

a MW driving field h̃eiωt and allowing α ̸= 0, an expression for the transverse microwave

susceptibility, χ, m̃ = (my,mz) = χh̃, can be obtained as:

χ = 1
(H + i∆H)(H +Ms + i∆H) − (ω/γ0)2

H +Ms + i∆H iω/γ0

−iω/γ0 H + i∆H

 (2.21)

where i∆H is defined as i∆H = iωα/γ0, which reflects the fact that this is the measured

linewidth of the resonance during FMR experiments.

(2.21) shows that: 1) in the limit of zero damping (α = 0), the susceptibility diverges at

the ferromagnetic resonance frequency, ω0, and 2) the effect of non-zero damping is to make

finite the susceptibility at resonance and to broaden this resonance by ωα/γ0 during field

sweeps under fixed frequency conditions. The Gilbert damping also modifies the resonance

frequency by a factor of ∼ 1 + α2. In typical ferromagnets, α is on the order of 0.01 − 0.1.

Consequently, this correction is usually neglected.

Even this simple example illustrates the power of FMR as an experimental technique

for probing the magnetic properties of a ferromagnet. From a simple measurement of the

susceptibility’s frequency dependence, it is possible to infer values for the saturation mag-

netisation and the Gilbert damping. The more complex the model, the more information that

can be obtained, although additional measurements may be required to uniquely identify the

contributions from each term (e.g. angle-dependent measurements to extract the anisotropy).
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The procedure outlined above is technically always valid. However, it quickly becomes

cumbersome for more than a few simple terms. Instead, for more complex cases, the method

of Smit and Beljers [96] will be used, which is often computationally more straightforward

and reveals an important mathematical structure contained within the linearised LLG equation

that a straightforward expansion in small oscillating components obscures. First writing the

energy as a Taylor expansion in the magnetisation components about the equilibrium value:

E = Eeq(M ) + 1
2m̃† · H · m̃ (2.22)

where H is the Hessian of the energy, m̃ is the (unnormalised) transverse displacement in

the magnetisation, and higher order terms have been neglected. It is convenient to work in

spherical polar co-ordinates, where the equilibrium magnetisation becomes M = Ms(1, 0, 0)

at some θ, the polar angle, and ϕ, the azimuthal angle (see Figure 2.1), and the transverse

oscillations become m̃ = mθeθ + eϕmϕ (eθ is the unit vector in the polar direction, eϕ is

the unit vector in the azimuthal direction and mθ and mϕ are the components of m̃ in those

directions). The effective field, to first order in m̃, is then straightforwardly:

Heff = −1
µ0MsV

Hm̃

Heff = −1
µ0MsV

 ∂2E
∂θ2

1
sin θ

∂2E
∂θ∂ϕ

1
sin θ

∂2E
∂θ∂ϕ

1
sin2 θ

∂2E
∂ϕ2


mθ

mϕ


(2.23)

Substituting (2.23) into the LLG equation (5.17) with α = 0, and noting that the cross

product with the equilibrium magnetisation can be replaced by a matrix product, the following

eigenvalue equation is obtained:

ω/γ0

 0 i

−i 0

 m̃ = 1
µ0MsV

 ∂2E
∂θ2

1
sin θ

∂2E
∂θ∂ϕ

1
sin θ

∂2E
∂θ∂ϕ

1
sin2 θ

∂2E
∂ϕ2

 m̃ (2.24)
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where the matrix on the left-hand side originates from the cross product M × Heff , and

has been taken to the left-hand side to emphasise that, in the dissipationless limit, the

LLG equation is a generalised Hermitian eigenvalue problem. ‘Generalised’ in this context

meaning that it has the form Au = λBu, where B is now allowed to be any matrix, not just

the identity, so long as both A and B are both Hermitian. This important, and hitherto largely

under-appreciated, property of the LLG equation is central to understanding the behaviour of

coupled oscillators in Chapter 5.

Completing the matrix product to convert (2.24) into the usual eigenvalue problem form

(which has no particular symmetry in its matrix elements) and solving for ω in the usual way,

a useful formula for the resonance frequency of a single ferromagnet can be obtained:

2πf/γ0 = 1
µ0VMs sin θ

∂2E

∂θ2
∂2E

∂ϕ2 −
(
∂2E

∂θ∂ϕ

)2
1/2

(2.25)

where f is the frequency, related to the angular frequency by 2πf = ω. This work will be

dealing with thin-film ferromagnets with uniaxial anisotropies both in and out of the plane

of the film. Higher-order terms, such as cubic anisotropies, are generally not expected in

these sputtered or evaporated thin films. Consequently, the typical form for the energy of a

single-layer magnetic film is given by:

E = −µ0VH · M + µ0V

2 M · N · M + V K∥

M2
s

(M · ê∥)2 + AK⊥

M2
s

(M · z)2 (2.26)

where the in-plane uniaxial anisotropy is characterised by the anisotropy constantK∥ < 0 and

the normalised vector along its easy axis ê∥, and the out of plane anisotropy is characterised

by K⊥ < 0 and ẑ, the out of plane direction, whose distinct physical origins were discussed

in Section 2.1.3. The out-of-plane anisotropy is multiplied by the film area, A, rather

than volume, V , to reflect the fact that typically this is a term that originates from the

surface physics [84], and gives an effective field that varies as 1/t, which has been verified
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experimentally for many thin-film compositions (see, for instance, [97–100]). In the thin-film

limit, and with an in-plane external field, θ = π/2, equation (2.25) gives the resonance

frequency:

f(ϕ,H) = γ0

2π
√

(H +Ms −H⊥ +H∥ cos2(ϕ+ ψ))(H +H∥ cos 2(ϕ+ ψ))

= γ0

2π
√

(H +H1)(H +H2)
(2.27)

where the effective fields H∥ = 2K∥/Ms and H⊥ = 2K⊥/Mst have been introduced (t being

the thickness of the film, V = At), which characterise the strengths of the anisotropy, and

the angle of the in-plane easy-axis with respect to the x-axis, ψ. The quantities H1 and H2

are a notational convenience for future rearrangements that reflect the typical form of the

result as the square root of a quadratic. A resonance frequency of this form was first reported

by Kittel [95].

Equation (2.27) shows that from a measurement of the angular dependence of the FMR

frequency, values of the strength and direction of the in-plane uniaxial anisotropy can

be obtained, and from the frequency dependence on the external field, H , the effective

magnetisation, Meff = Ms −H⊥.

2.2.2 Magnetic damping and FMR

In Section 2.2.1 it was shown how measurements of the ferromagnetic resonance frequency

as a function of external field and angle can be used to determine information about the

physical properties of the ferromagnet, such as the effective magnetisation and the anisotropy.

Increasingly, FMR is being used for detailed measurements of the magnetic damping,

characterised by the Gilbert damping parameter α in (5.17). These measurements are of great

physical interest, less so because of the raw values of α they produce, but rather because of

the insight one can obtain into the physical processes that contribute to the magnetic damping.

By measuring the influence of temperature, design, composition, magnetic field strength,
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angle etc. on the magnetic damping, through careful analysis it may be possible to identify

the presence and strength of important physical processes in the system. In the following

section, the physical origin of many of the most important processes that contribute to the

magnetic damping will be described. Understanding each contribution, and how they can

be isolated via careful experimentation and analysis is key to a successful FMR damping

experiment.

Fundamentals: Equation (2.21) shows that the measured linewidth in an FMR experiment,

∆H , should vary linearly with the angular frequency, ω, with a gradient proportional to

Gilbert damping parameter [101]. In practice, there are additional contributions to the

linewidth outside of the Gilbert damping that result in the frequency-dependent linewidth

having the following form:

∆H = ∆H0 + αω/γ0 (2.28)

The zero-frequency offset, ∆H0, is often known as the extrinsic contribution to the damping

(in contrast to the intrinsic Gilbert damping) or the inhomogeneous broadening, as the

physical mechanisms responsible for it are often related to inhomogeneities in the sample or

magnetic fields. Below some of the common sources of magnetic damping outside of the

intrinsic Gilbert damping are listed.

Two magnon scattering:
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Fig. 2.2 Dispersion of the magnon modes for two orientations of the external field in the
thin-film limit. When the field is in-plane (θ = 0) there exist magnon modes degenerate with
the uniform mode into which it can scatter into off impurities. This increases the magnetic
damping.

Because of the approximately uniform driving field used in most FMR set-ups, one is

typically exciting, and detecting, a uniform, or k = 0, precessional mode. Like all systems

of coupled oscillators with translational symmetry, there exists a spectrum of oscillatory

modes, characterised by their k-vector, k, or pseudo-momentum, and some associated

frequency/energy. These qualities are related by the dispersion relationship, ω(k), which is

determined by the characteristics of the magnetic material and the external conditions. In

thin-films, for certain orientations of the external field ∂ω/∂k < 0 at k = 0, and so there

exist modes (magnons in the quasi-particle picture) with k ̸= 0 that are degenerate with the

uniform mode [102–105] (Figure 2.2).

In a completely transitionally invariant system, (pseudo-)momentum is conserved, and

there is no way for these modes to interact with the uniform mode. However, if there exist

inhomogeneities in the system, then in the quantum mechanical magnon picture it is said

that the uniform mode can ‘scatter’ off these inhomogeneities into the degenerate k ̸= 0

modes [106]. This results in a frequency-independent source of damping, and it is often the

dominant contribution to ∆H0, and perhaps even the damping itself, at low frequencies and in

low intrinsic damping systems (for example YIG (yttrium iron garnet) [107]). Whilst possible
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in any magnetic system with a degenerate mode spectrum, the effect can be particularly

pronounced in thin films due to the increased strength of surface effects (e.g. scattering of

surface defects) and the demagnetisation field producing a ready-made set of degenerate

modes for certain magnetic field orientations with respect to the film surface.

This applies so long as the inhomogeneities are not so large that they can be treated by this

perturbative picture of magnon-magnon interactions. In the case of strong inhomogeneities,

the oscillations can become localised, oscillating at their own local frequency around their

own local effective field. This leads to an enhancement in the linewidth via the broadening

effect of multiple overlapping resonances at slightly offset frequencies [101, 108–110].

Spin-pumping: When a DC spin-current is incident on a ferromagnet with a spin-

polarisation non-colinear with its ferromagnetic moment, this spin is absorbed by the ferro-

magnet, torquing it in the direction of the spin-current polarisation by conservation of angular

momentum. This is the basics of the spin-transfer torque [19, 111], a phenomenon that is

discussed in more detail in Section 2.2.3. The reciprocal of this phenomenon is known as

spin-pumping, where a precessing magnetisation produces a DC spin-current. If this spin

current is incident on the surface of the sample it can penetrate into the adjacent material and,

via spin non-conserving processes such as spin-orbit coupling, lose its angular momentum

before it can backflow into the ferromagnet, resulting in a net loss of angular momentum that

shows up as an enhancement in the Gilbert damping [112–115]. Although the loss of angular

momentum occurs outside of the ferromagnet, it is still considered an intrinsic process as all

the sub-processes are intrinsic to the heterostructure (i.e. not reliant on defects or external

influences).

Additional mechanisms: Inhomogeneities of many kinds allow the uniform mode to

couple to some kind of sink of energy, resulting in an extrinsic contribution to the damping.

Some of the mechanisms that have been considered include: coupling to the lattice vibra-

tions/phonons [116], intrinsic 4-magnon scattering processes [117], coupling between dopant
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energy levels and magnons [118, 119] etc. For a review of these mechanisms, and the ones

mentioned above, see Azzawi et al. 2017 [120] and the references therein.

2.2.3 Spin-orbit and spin-transfer torques

Fig. 2.3 (a) The k-dependent spin-direction of the majority (blue-dashed line) and minority
(red-dashed line) spin directions at the Fermi-energy for delocalised s-band electrons with a
Rashba type spin-orbit coupling. (b) Under the application of an electric field, the electrons
are shifted in k-space towards the electric field direction, E, causing he electronic distribution
acquires a net spin-polarisation due to the spin-orbit coupling (c) k-dependent direction of the
majority spins in a free electron gas with Rashba-type spin-orbit coupling. (d) k-dependent
direction of the majority spins due to Dresselhaus-type spin-orbit coupling.

The basic phenomenology of the spin-orbit and spin-transfer torques (SOTs and STTs respec-

tively) is as follows: first, generate a non-equilibrium spin-distribution via the application of

a voltage/electric field, then secondly, transfer the accumulated angular momentum to the

ordered spin-structure, torquing their net momentum in the direction of the non-equilibrium

spin-polarisation. Where they differ is in how this non-equilibrium spin distribution is gen-
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erated. The spin-transfer torque [19, 111, 121] generates a spin-current via an additional

‘pinned’ ferromagnet layer that acts as a spin-filter, spin-polarising a charge current that is

then incident on a separate ferromagnetic ‘free’ layer and torquing its moment towards the

direction of the pinned layer’s orientation via the conservation of angular momentum.

The spin-orbit torque relies on the spin-splitting of the band structure itself to generate

a non-equilibrium spin polarisation. The basic phenomenology is most easily understood

by considering a simple s-d model of a ferromagnetic metal, where the s-band electrons

form a highly delocalised conduction band, and the d-electrons are localised, but strongly

spin-polarised, forming the bulk of the detectable magnetic moment. In a material/device

with inversion symmetry the band structure of the delocalised electrons is forced to be

spin-degenerate: Eσ(k) = Eσ̄(k) (where k is the wavevector and σ/σ̄ are antiparallel spin

polarisations). If this inversion symmetry is broken, either via the intrinsic symmetry of the

crystal structure itself or close to an interface in a heterostructure, then the weaker condition

Eσ(k) = Eσ̄(−k) applies [25, 122].

This is not sufficient to spin-polarise the conduction electrons at equilibrium (Figure

2.3a). However, under the application of an electric field the Fermi-surface of the delocalised

s-band electrons ‘shifts’ in the direction of the applied field, causing them to develop a net

polarisation (Figure 2.3b). This net polarization is in general misaligned with the localised

d-electron’s polarisation, and so, via a coupling of the s and d-spins, the s-electrons torque

the spin of the d-electrons towards the direction of their net polarization.

A model of this kind was first proposed by Manchon and Zang [123], and offers a simple

illustration of how the band structure and its symmetry-enforced properties can induce a

net-torque on the ferromagnetic order under the application of an electric field/voltage. For a

more detailed discussion of the mechanistic origin of current induced SOTs see [26, 124].
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Fig. 2.4 Diagram of the FMR bar patterned by argon-ion milling in a ferromagnetic/heavy-
metal heterostructure. The circular sections are bond pads which are electrically connected
to the source and ground via wirebonds. These can include a bondpad made out of a Au/Cr
heterostructure if it is felt that will aid bonding.

The net effect of the presence of such a torque is the modification of the LLG equation to

include two new terms [26]:

∂M

∂t
= −γµ0M × (Heff + HFL) + α

Ms

M × ∂M

∂t
+ 1
Ms

M × (HAD × M ) (2.29)

where HFL is the effective field corresponding to a field-like torque, and HAD is the effective

field of the antidamping torque. The field-like torque is so called because it appears in the

LLG equation with the same functional dependence as the original effective field, and the

antidamping torque is a dissipative term that has the same functional form as the original

formulation of the phenomenological magnetic damping by Landau and Lifshitz [63]. Mag-

netic damping is, in essence, the rate of loss of angular momentum to the lattice and other

reservoirs. Hence, the physical origin of this antidamping torque can be understood as the

replacement of this angular momentum via the current-generated spin accumulation.



34 Theoretical background

In order to accurately characterise the strength and nature of these torques (field-like,

antidamping, angular dependencies etc.), one can perform spin-torque ferromagnetic res-

onance (ST-FMR) experiments on patterned FMR bars (Figure 2.4). ST-FMR is similar

to traditional FMR experiments in that a microwave frequency torque is used to induce

resonance oscillations in the magnetisation, but rather than using a waveguide or cavity to

apply the oscillating magnetic field, an AC current is passed through a bar-geometry device

and the resulting AC spin-orbit torques (and the current’s Oersted field) are used to torque

the magnetisation instead. The resulting magnetic oscillations couple to the AC current via

magnetoresistive effects (usually polycrystalline AMR), resulting in an AC component of the

resistance at the resonance frequency, R(ω). Multiplying this resistance by the AC current,

I(ω), a rectified DC voltage is generated, VDC = 1/2R(ω)I(ω) (the factor of 1/2 resulting

from time averaging) that is detected as the experiment’s output. The generation of a DC

voltage from an AC input in this way is known as the spin-diode effect [125].

The details of the experimental procedure can be found in Section 3.3. For now, it

will be sufficient to know that the resulting rectified DC voltage, VSD, has a magnetic

field dependence (at fixed frequency) that can be fit by a combination of symmetric and

antisymmetric Lorentzians centred on the resonance field, Hres, with a linewidth given by

∆H (2.28):

VSD = Vsym
∆H2

(H −Hres)2 + ∆H2 + Vasym
(H −Hres)∆H

(H −Hres)2 + ∆H2 (2.30)

where Vsym and Vasym are the magnitude of the symmetric and antisymmetric components

of the voltage signal. They have the following dependence on the physical quantities and
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experimental parameters:

Vsym =I∆R
2

ω

γ0∆H(2Hres +H1 +H2)
hz sin 2ϕ

=I∆R
2 Asymhz sin 2ϕ

Vasym =I∆R
2

Hres +H1

∆H(2Hres +H1 +H2)
(−hx sinϕ+ hy cosϕ) sin 2ϕ

=I∆R
2 Aasym(−hx sinϕ+ hy cosϕ) sin 2ϕ

(2.31)

where I = I(ω), H1 and H2 are defined in (2.27) and can be substituted for the equivalent

quantity from the resonance frequency equation if additional terms (higher order anisotropies

etc.) are required, and hMW is the effective oscillating field from the SOTs, given by:

hMW e
iωt = (hx, hy, hz)eiωt = HFL + (1/Ms)HAD × M (2.32)

Hence, the contribution of the microwave fields to the LLG equation can be written as

∂tM = −γ0M × hMW e
iωt. Asym and Aasym are angle-independent terms (beyond the

slight angular dependence of the resonance field and associated quantities, which may often

be neglected in this context) that have been introduced for notational convenience.

(2.31) shows that, by measuring the magnitudes of the symmetric and antisymmetric

components of the rectified voltage as a function of ϕ, the strength and nature of the SOTs can

be characterised. Below, the most common sources of SOTs and their associated symmetries

that dictate which of the three components of hMW they contribute to are enumerated. It

should be noted that, independent of its physical origin, the fields HAD and HFL are typically

in-plane, so the antisymmetric component of VSD is associated with the field-like torques,

and the symmetric component, Vsym, with the antidamping torque.
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2.2.4 Rashba and Dresselhaus torques

SOTs can be broadly classified into those originating from the band structure into two

categories based on their symmetry properties: Rashba and Dresselhaus. Both torques

originate from the intrinsic broken inversion symmetry in the crystal lattice, which results

in additional momentum direction-dependent spin-k coupling terms in the Hamiltonian

that split the Fermi-level of the spin-band into majority/minority spin directions (Figure

2.3a). A spin-orbit torque can then be generated via current-driven spin accumulation as in

Section 2.2.3. The angular dependence/symmetry of this spin-orbit torque will reflect the

underlying symmetry of the spin-splitting term in the resultant Hamiltonian, allowing them

to be distinguished via angle-dependent ST-FMR measurements.

Dresselhaus-type Hamiltonians include spin splitting-momentum coupling terms where

the majority spin direction is parallel/anti-parallel to the k vector direction (Figure 2.3d). For

example, in strained GaAs, the spin-orbit coupling term in the Hamiltonian has the functional

form HD ∝ σxpx − σypy (up to linear order in k) [25, 26], where σi is the usual Pauli matrix

for the ith direction, and pi is the corresponding momentum operator.

Rashba-type spin-orbit coupling results in a momentum-dependent spin-splitting that is

perpendicular to the wavevector direction [23] (Figure 2.3c), and in heterostructures is most

usually associated with the inversion symmetry breaking at the layer interfaces (though such

terms can result from the symmetry of the crystal lattice [23]). For example, for an electron

gas at the interface of a heterostructure with surface normal in the ẑ direction, one obtains a

term with the form HR ∝ (p × σ) · ẑ. The precise term one obtains depends on the exact

nature of the symmetry lowering effect of the crystal/heterostructure, although all structures

that lack inversion symmetry should have some form of k dependent spin splitting due to the

spin-orbit coupling (there are 21 such point groups which lack inversion symmetry [126],

each which give rise to their own particular combination of terms). [68, 127].
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The distinct symmetry characteristics of the two torques allow them to be distinguished

in FMR measurements as the k-dependence of their spin-accumulation means the (field-like)

Rashba torque contributes to hy and the Dresselhaus term to hx. In sputtered thin-film

heterostructures the Rashba term dominates. Although, it is indistinguishable from the

Oersted field, which also adds constructively to hx. Both terms are capable of producing

field-like [124, 128] and antidamping torques [26].

2.2.5 Spin-Hall effect

The spin-Hall effect (SHE) was first theoretically predicted in 1971, by Dyakonov and

Perel [129, 130], and observed experimentally by Bakun et al. [131] in 1984. It is the spin

analogue to the Hall effect, where a transverse voltage develops due to a longitudinal current

in a magnetic field, the three vectors forming a right-handed set. In the spin-Hall effect, a

spin current is induced transverse to a longitudinal charge current, with spin polarisation

orthogonal to both. The strength of this effect is characterised by the spin-Hall angle, θSH ,

which acts as the constant of proportionality between the spin current Js, and the charge

current density, Jc, which are related by the formula:

Js = θSHσ × Jc (2.33)

where σ is the spin polarisations.

The effect has two distinct physical origins: intrinsic, that is, induced by the characteristics

of the electronic band transport [132–135], and extrinsic, induced by spin-dependent electron

scattering [130]. The latter is analogous to the spin-dependent Mott scattering of a beam of

free electrons [12, 129, 130], and is observable in condensed matter systems, even at thermal

velocities due to the greatly enhanced spin-orbit interaction compared with that experienced

by free electrons [131].
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By creating heterostructures with one ferromagnetic layer, and another made out of

a material with large spin-orbit coupling, such as the heavy metals Pt, Ta, W etc., spin-

current-induced antidamping torques are created that contributes to the z-component of hMW .

Because the spin-orbit coupling originates from the relativistic transformation of the electric

field into a magnetic field in the electron’s rest frame, the spin-orbit coupling strength scales

with Z, the atomic number, due to the large velocities of the valence shell electrons in the

stronger electric fields of heavier atoms [136].

2.3 Synthetic antiferromagnets

(a) (b) (c)

Fig. 2.5 Frequency of the resonance modes versus field for (a) a SAF with an in-plane
uniaxial magnetocrystalline anisotropy with external field along an in-plane easy axis, (b)
the in-plane hard axis, (c) a uniaxial AF along an in-plane easy axis.

This work will investigate the static and dynamic properties of synthetic antiferromagnets

(SAFs) extensively. In the following section, the basics of their behaviour, both static and

dynamic — which are themselves strongly coupled — will be described.

SAFs are formed from two ferromagnetic layers coupled via an indirect exchange inter-

action (the RKKY interaction) that couples them antiferromagnetically. Consequently, their

behaviour is somewhere between a true antiferromagnet (AF) and a ferromagnet, inheriting

aspects of both. On the one hand, the exchange interaction between the two layers, which
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dominates the behaviour of most antiferromagnets, is crucial to understanding their properties.

However, unlike in an antiferromagnet, the demagnetisation field of the two sub-lattices,

physically separated in space, does not cancel, and indeed can outweigh the exchange field

by an order of magnitude or more. Consequently, many aspects of their behaviour resemble

that of a thin-film ferromagnet.

Within the macrospin approximation, a SAF can be modelled with two layers, A (bottom,

closest to the substrate) and B (top), as having the following functional form for its energy:

E/µ0V = −H · (MA + MB) + 1
2MA · NAA · MA + 1

2MB · NBB · MB

+ MA · NAB · MB + K∥

µ0M2
s

((MA · ê∥)2 + (MB · ê∥)2) + KA
⊥

µ0tM2
s

(MA · z)2

+ KB
⊥

µ0tM2
s

(MB · z)2 − J

µ0t
MA · MB + J2

µ0t
(MA · MB)2

(2.34)

where Nij is the demagnetisation tensor defined by the demagnetisation field in layer i due

to the magnetisation in layer j [78]: Hi = −NijMj , e∥ and K∥/⊥ are the directions and

strength constant of the in-plane/out-of-plane magnetocrystalline uniaxial anisotropy field,

J is the exchange constant of the RKKY exchange field, and J2 the exchange constant of

the biquadratic exchange field between the layers. In this expression, it has been assumed

that the volume (and thickness, t), magnetisation, and in-plane anisotropy of each layer

are identical, only allowing the perpendicular anisotropy constant Ki
⊥ to vary between the

layers. However, it is straightforward to modify (2.34) to allow for differences between the

layers. The remaining symbols have their usual definitions (Section 2.1). Note that there

are two sources of anisotropy in the SAFs that will be investigated in this work: an out of

plane anisotropy with an easy plane in plane, and an in-plane anisotropy with an easy axis

in plane. Because of this, the easy axis in plane will be referred to as the easy axis, and in

the hard axis in plane as the hard axis. In some works on thin-film SAFs, the out of plane
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direction is referred to as the hard axis. The exact hard-axis under consideration will be

denoted explicitly when there is the potential for ambiguity.

From (2.34) and the corresponding effective field, it is possible to solve Brown’s equation

for a magnetic field orientated along and perpendicular to the easy axis. Then plugging the

values for the orientation of the layer magnetisations into the LLG equation, it is possible to

plot the predicted resonance frequencies for a perfectly symmetric SAF (i.e. layers A and B

are identical) (Figure 2.5a and 2.5b).

External field along the easy axis: The static behaviour of a SAF when the external field

is applied along the easy axis can be divided into three distinct regions (Figure 2.5a). The

first is below what is known as the ‘spin-flop’ field where the magnetisation remains along

the easy axis. Here, the two modes diverge in frequency, as the mode that primarily involves

the oscillation of the magnetisation antiparallel to the field is lowered in energy (frequency)

and vice versa. Above the spin flop field, the magnetisation undergoes a discontinuous

change to a still antiparallel but now perpendicular to the external field/easy axis alignment.

From here, the magnetisations cant ever closer to the external field direction as its strength is

increased until, at last, at the saturation field, they are aligned with it. The two modes now

follow a Kittel-mode-like dependence on the external field, their frequencies offset by the

raising/lowering of their energy by the antiferromagnetic coupling.

External field along the hard axis: The behaviour when the field is applied along the hard

axis is much the same as along the easy axis, except that the magnetisations now begin to

cant towards the external field direction from any non-zero field (Figure 2.5b).

For comparison purposes, Figure 2.5c shows the equivalent plot for an antiferromagnet.

The frequency dependence of the modes shows a similar dependence to a SAF. The main

qualitative difference is that at zero field the two modes are degenerate. This relates to the

symmetry properties of a SAF, a feature which will be explored further in Chapter 5.
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2.4 Auto-oscillations / self-oscillations

Fig. 2.6 (a) Spin-Hall nano-gap oscillator. Current is concentrated in a small region where the
damping native to the system is overcome via a spin-orbit torque due to the adjacent heavy
metal layer (usually Pt). Figure reproduced from [37]. (b) Airy’s model of the human vocal
chords [137]. Air passes through a tube with an open end, one side of which is replaced with
a flexible membrane. When subjected to the effect of the constant airflow, the membrane
begins to oscillate with a well-defined frequency.

Auto-oscillations, also known as self-oscillations, are a category of oscillatory phenomena

whereby a non-periodic (almost always DC) source of power is capable of inducing periodic

oscillations in a physical system. Such phenomena can exist because of a feedback mecha-

nisms that exist between the oscillations themselves and the external source of power. This

feedback mechanism modulates the absorption of power by the system in such a way that,

over a single period of oscillation, a non-zero amount of energy is absorbed by the system

[138].

A simple, but edifying, physical scenario to consider is why a membrane diaphragm

begins to develop periodic oscillations when attached to a tube through which air is passed

at a fixed rate (Figure 2.6b). This was first proposed as a simplified model of the human

vocal chord by Airy [137] in 1830. Airy developed the following mathematical model for

how such a setup could lead to self-sustaining oscillations in the vertical displacement of the

membrane, q:

q̈(t) = −ω2q(t) − δq(t− ∆t) (2.35)
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The first term, −ω2q(t) represents the restoring force provided by the passing air, and

−δq(t− ∆t) is another restoring term (δ << ω2) that depends on the position membrane at

some earlier time, t− ∆t. Physically this represents the time taken for the airflow to react to

the change in the position of the membrane. Taylor expanding (2.35) for small time t, the

following equation of motion is obtained:

q̈(t) − δq̇(t) + (ω2 + δ)q(t) = 0 (2.36)

which should be immediately recognisable as the equation of motion of a linear oscillator with

negative damping. Solving 2.36 for q(t), one can see that the oscillations grows exponentially

with time. Consequently, auto-oscillations can also be thought of as resulting from an external

power source inducing an effective negative damping term in the equation of motion. The

corresponding physical picture is simple and appealing: negative damping cancels out the

natural sources of damping present in the system, resulting in an effective dissipationless

system that will be unstable to the formation of periodic oscillations. In practice, once the

oscillations reach a certain amplitude, the linear equation of motion will break down, and

non-linear effects must be accounted for. This tends to act as a natural limiting factor to the

amplitude of the oscillations. The interested reader may wish to refer to Jenkins 2013 [138]

for further examples and a more in-depth explanation of the basic principles.

Antidamping torques (Section 2.2.3) provide a natural source of negative damping.

Hence, it might expect that by simply applying a large enough DC current to a HM/FM

bilayer, similar to the one used in ST-FMR measurements, that it will be possible to induce

self-oscillations in the magnetisation. Such devices are often referred to as spin-Hall nano-

oscillators[37–39].

Experiments of this kind were attempted in early in the field’s history [139–141]. How-

ever, it was soon appreciated that as well as increasing the population of the desired mode, the

background population of thermal magnon was likewise increased, resulting in an enhanced
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contribution to the damping via magnon-magnon interactions that cancelled out the negative

damping of the antidamping torque [139, 142, 143]. Consequently, the necessary current

densities required to induce self-oscillations in the magnetisation were prohibitively high

and lead to the destruction of the device via Joule heating or electromigration. Electromi-

gration tends to set in in metallic contacts at current densities of around 109 − 1010 A/cm2

[144]. Current densities required to excite self-oscillations are typically on the order of

108 − 109 A/cm2 [145]. In order to overcome the magnon-induced non-linear damping and

observe auto-oscillations, novel device geometries have been developed that limit the ability

of the linear magnon spectrum to interact with the auto-oscillating mode.

The first of these new geometries was the nano-gap geometry (Figure 2.6a), in which a

pair of highly conductive Au electrodes is patterned above a HM/FM bilayer with a separation

on the order of 100 nm (Figure 2.6a) [146]. These are typically Pt/Py bilayers owing to

Pt’s large spin-Hall coefficient, and Py’s low intrinsic damping and relatively high AMR

coefficient; typical AMR coefficients in Py are around five times those found in CoFeB [37].

The current is shunted almost entirely through the Au electrodes until the tip of the triangle

where it enters the bilayer with a highly concentrated spatial distribution. The resulting high

current density at the tip excites a localised ‘bullet’ mode, which exists outside of the linear

spectrum of modes. Any magnonic modes that are excited by the current distribution quickly

propagate away from the central area, keeping their population sufficiently low that their

parasitic effect does not impede the self-oscillation of the bullet mode.

This work will explore the potential of inducing self-oscillations in synthetic antiferro-

magnets using a nanowire geometry. This geometry resembles an FMR bar, where the width

of the bar is sufficiently thin such that the energy of the exchange-magnon modes are raised

by confinement effects. Consequently, there no longer exists a set of exchange-magnon

modes degenerate with the uniform mode [147, 148], which limits their ability to inhibit its
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amplitude via effects such as magnon-magnon scattering. These devices benefit from their

relative ease of fabrication compared to other geometries.

The technological promise for such devices is that the oscillating magnetisation will have

a corresponding oscillating resistance, R(ω), due to coupling between the resistance and

magnetisation direction (e.g. AMR). Consequently, when the microwave resistance couples

to the DC current, a coherent microwave voltage can be generated. This would be useful for

on-chip microwave generation, e.g. for microwave frequency communications. The principal

limitation of such devices is that the total volume of magnetic material that oscillates in

these localised modes is typically very small, on the order of the gap size in diameter and

a few nanometres thick. Consequently, the generated output power is far too small to be

of any practical use (less than 1 nW [37, 149, 150]). A great deal of effort has gone into

generating geometries in which multiple localised modes are able to coherently phase lock to

one another, increasing the total output power and reducing the linewidth substantially [151].

However, at present, there are limitations as to how far this scheme can be pushed, with

geometries involving larger and larger numbers of oscillators losing their phase coherence

[151]. This is one of the major technological challenges facing the field.

2.4.1 Antiferromagnetic auto-oscillators

Ferromagnetic resonance occurs on a timescale of a few to tens of gigahertz for typical

ferromagnetic metals. Auto-oscillations observed in these systems have a similar frequency

range [146–148]. In order to produce higher frequency outputs, there has been significant

interest in generating similar auto-oscillatory modes in antiferromagnets. Antiferromagnets,

due to the strength of the antiparallel exchange coupling between adjacent sublattices,

have modes whose frequencies extend into the terahertz range [152]. Novel means of

generating terahertz radiation, particularly in the highly spatially compact form promised by

magnetic auto-oscillators, is an area of device physics attracting increasing attention [153].
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Terahertz radiation is non-ionizing, allows for the minimisation of component size compared

to microwave radiation employed in mobile communications [154], and allows for safe and

effective biomedical imaging [155].

Despite a by-now considerable body of theoretical proposals for antiferromagnet self-

oscillators (see [145] and the references therein), experimental realisation of such schemes

has not been forthcoming. Nevertheless, there has been some progress with regards to manip-

ulating the order parameter (the Néel vector, the difference in the sublattice magnetisations:

N = MA − MB), with recent works reporting spin-orbit torque induced switching of AFs

[52, 156–158]. Consequently, the first experimental realisation of auto-oscillations in AFs

may not be so far away.

2.5 Superspintronics

It is something of a cliché within the field of super-spintronics to begin any article by stating

that ferromagnetism and superconductivity are antagonistic states of matter. But if it is

so, it is only because it neatly encapsulates the fact that some 60 years after interactions

between superconductors and ferromagnets began to be studied seriously [159], these two

states of matter, which from the outset seem determined to destroy one another, should

continue to surprise with the rich range of phenomena of physical and technological interest

they are able to support. Indeed, one could argue that this antagonism is what allows such

a rich range of phenomena to exist. Depending on which way the scales tip between the

forces driving ferromagnetic or superconducting order, quite distinct phenomena are likely to

manifest. Ferromagnetism is characterised by long-range order in the (parallel) alignment of

particle spin inside a material, such that the material acquires an overall non-zero magnetic

moment. The alignment of spins in close proximity to one another is promoted by means

of a quantum mechanical exchange interaction [59, 160], which lowers the energy of the

parallel spin configuration. Superconductivity, by contrast, is a state of matter characterised
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by having zero electrical resistance and by the expelling of all external magnetic fields via the

Meissner effect [161–163]. Electronic currents are carried by spin anti-aligned (spin-singlet)

Cooper pairs, which form from the Fermi-gas when the material passes through its critical

temperature, TC , and are able to move through a material without dissipation owing to the

lack of available states they can scatter into due to the formation of a gap in the density of

states [164–166].

The presence of an exchange interaction should inhibit the formation of Cooper pairs by

raising the energy of their antiparallel spin configuration. If the exchange interaction were

sufficiently strong, then it would no longer be energetically favourable for the Fermi-gas to

transition to a superfluid of Cooper pairs and superconductivity would be entirely suppressed.

This mechanism of pair-breaking was first suggested by Matthias et. al [159] who, in 1958,

attempted to explain the variation in TC of lanthanum with rare earth impurities. They found

it to vary with the net spin of the impurity via an exchange mechanism between the impurity

spins mediated by the conduction electrons (the RKKY interaction). This mechanism of pair

breaking is commonly referred to as the exchange mechanism, and the phenomenon is known

as the paramagnetic effect. Magnetic fields can also suppress superconductivity due to the

interaction of the electronic charge with the vector potential of the magnetic field, raising the

kinetic energy of the condensate. This is the so-called electromagnetic mechanism of pair

suppression, which was first suggested by Ginzburg in 1956 whilst formulating a theory of

ferromagnetic superconductors [167].

Consequently, ferromagnetism has the tendency to suppress superconductivity in a

traditional superconductor. For example, the TC of a superconductor can be decreased by

doping the superconductor with an increasing impurity of paramagnetic ions [168, 169]. The

inverse effect is also observed. Superconductivity has been shown to suppress ferromagnetism

to produce a ‘cryptoferromagnetic’ state, where an inhomogeneous ferromagnetic state

coexists with a superconducting condensate — a phenomenon which has been widely
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experimentally observed in a range of systems [170–174], and studied theoretically [49, 50,

175] .

If, instead of forming a spin-singlet, the Cooper pairs were instead generated in a parallel

spin spin-triplet configuration, then they would be impermeable to the pair-breaking effect of

the exchange field. In a ferromagnet in the diffusive transport limit with exchange splitting J

and a diffusion coefficient D, the amplitude of the spin singlet, and spin-triplet with Sz = 0,

Cooper pair condensate decays exponentially with a length scale given by ζJ =
√
ℏD/J . In

contrast, spin-triplet Cooper pairs with Sz = ±1 decay with the thermal coherence length

scale ζT =
√
ℏD/(2πkBT + 2ℏ/τs), where τs is the spin-flip scattering rate: i.e. unless an

electron’s spin is flipped in a scattering event, they behave like spin-singlet Cooper pairs in a

normal metal [176].

Aside from the physical interest in such systems, spin-triplets have been extensively

explored due to the prospects of utilising their dissipationless and phase-coherent properties

to improve the performance of spintronic devices [177, 178]. Spintronics promises a new way

of designing computer architectures with significantly improved power consumption, either

through the dissipationless nature of spin-currents themselves, or through overthrowing

the traditional paradigm of Von-Neuman computer architectures [35, 179]. Whilst spin-

currents are, in theory, dissipationless, in practice, their generation is always associated with

some kind of charge current and hence suffers from the usual issue of Ohmic dissipation.

Consequently, there is great interest in discovering new materials/material systems that are

capable of increasing the spin-polarisation of these charge currents to improve their efficiency.

In this respect, spin-triplet supercurrents are a natural candidate: dissipationless and phase

coherent by design, so long as one is willing to pay the price of maintaining the device below

TC .

There have also been proposals to utilise spin-polarised quasiparticles states that lie above

the valence band in superconductors for spin-transport. These have the advantage of much
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longer coherence lengths, up to the micron-scale [180, 181] (by comparison, spin-triplets

have a coherence length on the order of the superconducting coherence length, typically 10s

to 100s of nanometres). However, they are neither dissipationless nor phase coherent [177].

2.5.1 Mechanisms of generating spin-triplet Cooper pairs

There are a few known bulk materials that are able to exhibit a coexistence of traditional spin-

singlet superconductivity with ferromagnetism [44–46], but typically most superconductors

are unable to support spin-triplets, and many that do are p-wave type superconductors, whose

Cooper pairs are sensitive to the pair breaking effect of impurity scattering. Consequently, the

main area of interest for generating spin-triplet condensates is at superconductor/ferromag-

netic (SC/FM) interfaces, where the presence of an interface naturally breaks the translation

symmetry of the system, allowing Cooper pairs to form with unconventional symmetries.

The first indication that the superconducting condensate could extend over significant

distances into ferromagnets came from transport studies on thin-films with SC/FM interfaces

[171] such as In/Ni and Pb/Ni [172], Sn/Ni [182], Al/Co [173], and Al/Ni [174], and Joseph-

son junctions with a ferromagnetic spacer-layer (SC/FM/SC structures). These transport

studies indicated that ferromagnets could support phase coherence lengths significantly larger

than expected from the usual superconducting proximity effect, and exhibited proximity-

induced conductances in the ferromagnetic layers that could only be explained by long-range

proximity effects. In Josephson junctions, the amplitude of the spin-triplet condensate both

decreases and oscillates in the ferromagnetic layer [183, 184], leading to oscillations in the

critical superconducting temperature [185] and critical Josephson current [186, 187]. It was

found that even the half metal CrO2, which has entirely spin-polarised conduction elec-

trons, could support a supercurrent when placed between superconducting NbTiN electrodes

[47, 188]. These results were attributed to an inhomogeneous magnetic texture at the SC/FM

interface [189, 190], which could allow for the generation of odd spin-triplet Cooper pairs.
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The phenomenology of this mechanism is as follows. In a device with a SC/FM interface,

the presence of a homogeneous exchange field hex in the ferromagnet causes electrons

entering the ferromagnetic material from the superconducting side to acquire a spin-dependent

phase as they penetrate into, and then are reflected from, the interface due to the energy

difference between up and down spins inside the ferromagnet. This results in spin-zero

Cooper pairs being converted to spin-triplets with Sz = 0 [47, 48] (where the quantisation

axis is taken to be aligned with hex, and is still a conserved quantity as the system maintains

rotational symmetry around this preferred axis). Mathematically this transformation can be

represented as follows: |0, 0⟩ → |↑⟩ |↓⟩ eiθ − |↓⟩ |↑⟩ e−iθ = cos(θ) |0, 0⟩ + i sin θ |1, 0⟩ [176],

where θ is the relative phase difference between the up and down spins. In order to convert

these Cooper pairs into spin-triplets with Sz = ±1, it is necessary to realise some field which

leaves the system without a preferred axis so that Sz is no longer conserved and the |1, 0⟩

component of the Cooper pair wavefunction can be rotated to a |1, 1⟩ component. This is

the role of the inhomogeneous magnetisation (and the associated inhomogeneous exchange

field).

Superconductivity-induced non-uniform magnetic textures were first considered by Suhl

and Anderson [49], who studied theoretically a dispersion of ion-core spins embedded inside

a superconductor coupled by a long-ranged RKKY interaction. In SC/FM heterojunctions

(where the ferromagnetic layer is metallic, insulating ferromagnets do not suppress the

superconducting condensate at the interface, and consequently the phenomenology is different

[191]) the phenomenon of cryptoferromagnetic textures is most straightforwardly illustrated

by the theory of Buzdin and Bulaevskii [50], who consider, in their words, “a patently

greatly simplified model," which nevertheless has a clear phenomenology that highlights the

important tension between the energy of the superconducting condensate and the magnetic

texture.
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When a spin-singlet condensate is incident on a ferromagnet, the condensate will be

suppressed near the interface via the pair-breaking mechanism considered above. This results

in a raising of the condensate energy as the electron are no longer able to form energetically

favourable Cooper pairs. However, if the magnetisation can be broken up into a non-uniform

texture that varies on a length scale comparable with the superconducting coherence length

(the average size of Cooper pairs), ξ, then the Cooper pairs will feel the ‘average’ exchange

field over this length scale, which may be greatly reduced. If the Curie temperature, Θ,

is greater than the critical temperature (i.e. the exchange energy is much larger than the

energy gain of forming Cooper pairs versus a Fermi gas of unpaired electrons), then the

magnetisation will be encouraged to form a domain structure, so long as the energy of the

domain walls is lower than the energy decrease in the condensate (i.e. the Curie temperature

should not be so large as to suppress the effect). This is analogous to the formation of domain

walls at remanence in traditional ferromagnetic structures in order to reduce the stray field

energy. This effect is therefore expected to be favoured in devices with weak exchange fields,

long superconducting coherence lengths, and high density of states in the superconductor.

The transition from the homogeneous state to the domain state, consisting of domains which

are uniform in the thickness of the thin film, occurs as a first-order phase transition below TC

if the following criteria can be satisfied:

Θh
T 2
C

d

l

(
d

ξ

)1/2

≤ 1 (2.37)

where Θ is the Curie temperature of the ferromagnet, d is the ferromagnetic film thickness,

and l is the electron mean free path, which is assumed to be << ξ.

In practice, this criteria is far too prohibitive to fit with experimental observations, where

cryptoferromagnetic states have been observed in thick (d >> 1 nm) ferromagnets with

Θ > 1000 K that are far from satisfying (2.37) [192, 193]. Consequently, some energy

has been put into generating more complex theories which should allow for more gentle
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cryptoferromagnetic states with correspondingly softer energy requirements [175]. It should

be noted, however, that even these theories generally fail to produce energy conditions

close to the right order of magnitude to explain the formation of these states. However, the

experimental evidence of their existence is overwhelming (backed up by fits to theoretical

predictions of their behaviour predicated on the assumption that such states do exist) and

there are a number of physically reasonable arguments as to why the energy requirements

should not be so strict in practice. Despite its incongruence with experimental reality, (2.37)

has the advantage of showing the general dependencies one might expect such a state to

exhibit on relevant physical quantities.

It is not straightforward to predict which devices will form non-uniform magnetic textures,

leading to a large number of seemingly conflicting results early on in the field’s development

[194]. It is possible to overcome this difficulty by engineering materials with complex

exchange fields [195]. However, this severely limits the range of usable materials. Recently,

there has been a great deal of attention paid to devices with homogeneous magnetisations.

These devices require an additional field other than the homogeneous exchange field to

generate spin-triplet Cooper pairs but allow for greater control and predictability in device

design. One possible mechanism is a device with a strong spin-orbit coupling that has a

component orthogonal to hex. In such a system, the Sz component of the Cooper pair is no

longer conserved, and can then be rotated into a spin-state with a component of the spin of

the in the Sz direction. The overall conversion efficiency scales with the strength of both the

exchange field and the spin-orbit coupling [28, 196, 197].

An analogous mechanism exists if the system contains two homogeneous magnetisations

(and hence exchange fields) aligned at a non-zero angle to one another. The phenomenology

is similar to the previous case of an exchange field in the presence of non-aligned spin-orbit

coupling. The first exchange field rotates some of the spin-singlet Cooper pairs to spin-triplet

Sz = 0 Cooper pairs. The second, non-colinear magnetisation then rotates the spin of the
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Cooper pairs so they have a component in the Sz direction [198, 199], so long as the two

ferromagnets are separated by a distance less than the distance over which Cooper pairs

can propagate without scattering. This was first demonstrated in Josephson junctions with a

SC/FM/NM/SAF/NM/FM’/SC structure, where NM is a normal metal layer, FM and FM’

are non-colinear ferromagnetic layers, and SAF is a synthetic antiferromagnet [200].

2.5.2 Ferromagnetic resonance experiments on superconducting/ferro-

magnet heterostructure

The earliest experimental evidence for spin-triplet Cooper pairs came from transport measure-

ments in structures with a SC/FM interface, and from measurements of Josephson junctions

with ferromagnetic spacer layers. Increasingly, ferromagnetic resonance studies are provid-

ing important insights into spin-transport across ferromagnetic/superconducting interfaces

[51, 201, 202], which is strongly affected by the presence of spin-triplets.

Spin-pumping, the generation of a spin-current by an oscillating ferromagnet (see Section

2.2.2), shows up in FMR experiments as an enhancement of the Gilbert damping [113,

114, 203]. By measuring the change in the linewidth of ferromagnetic resonance as the

temperature passes through and below the superconducting transition, the physical changes

that occur at the SC/FM interface as the superconducting gap opens lead to a modification

in the spin-transport properties of the interface, resulting in considerable changes in the

damping with temperature. Consequently, by measuring the Gilbert damping as a function

of temperature, it is possible to probe for the existence of spin-triplet Cooper pairs in a

superconductor.

The physical basis of the measurement is as follows. The electrons have energies well

below the superconducting gap (1.5 meV at T = 0 K [204] in Nb) and hence cannot pass into

the superconductor as quasiparticles. In the absence of spin-triplets, when the superconductor
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is cooled through its transition temperature, the only way for electrons to pass from the

ferromagnetic metal to the superconductor is through Andreev reflection.

Fig. 2.7 Andreev reflection allows for charge transfer across a superconductor / metallic
ferromagnet interface despite the presence of a gap in the superconducting density of states
through which particle transfer is forbidden. A free electron is transferred across the interface
along with the retroreflection of a hole in the opposite spin band. The net result is a charge
transfer of 2e, with no associated spin-flux, carried into the superconductor by a Cooper pair.

In Andreev reflection (Figure 2.7), an incident electron from the metallic side, with

energy µ+ ϵ, where µ is the chemical potential of the superconducting condensate, and spin

|↑⟩, must pair with an electron of energy µ− ϵ and spin |↓⟩ to form a spin-singlet Cooper pair

with energy 2µ in order to pass into the superconducting side of the junction. The loss of

this additional electron is accompanied by the coherent retro-reflection of the hole it leaves

behind, carrying with it spin |↑⟩ [205–207]. Consequently, there is no net loss of spin from

the ferromagnet and spin-pumping mediated damping is suppressed below TC .

If, however, a spin-triplet condensate is present in the superconductor, a pathway is

opened for the angular moment of the spin-pumping generated spin-current to be transferred

into a current of spin-triplet Cooper pairs, restoring, and indeed enhancing if paired with an

efficient spin sink such as Pt or W, the contribution to the Gilbert damping from spin-pumping

[51].

In principle, it should be possible to identify the presence of spin-triplet Cooper pairs

from a measurement of α against T , observing an increase in α below TC if they are present,



54 Theoretical background

and a decreasing α if they are not. Whilst this may be the case for certain experimental

architectures, in practice the nature of the damping dependence on temperature can vary

considerably, and has attracted a range of physical explanations for each case, illustrating the

complex nature of the physics involved at SC/FM interfaces.

The first spin-pumping experiment on SC/FM devices was performed in 2008 by Bell et

al. [204, 208], who measured the temperature-dependent linewidth of Nb/Py samples and

found a decrease in the linewidth below the transition temperature. They interpreted this

result as being due to a reduction in the interface contribution to the damping, owing to the

inability of spin-currents produced by the oscillating magnetisations to penetrate into the

superconductor.

In general, this behaviour is typical of interfaces where s-wave superconductors are in

contact with ferromagnetic metals. If, instead, the ferromagnetic metal is replaced with an

insulating layer, the superconducting gap can survive right up until the SC/FM interface

because electrons cannot penetrate through the interface and hence are not subject to the

pair-breaking effect. This causes a significant difference in the observed behaviour. Inoue

et al. , who, in 2017, studied this case theoretically, [201] found an initial increase in the

Gilbert damping below TC that then tails off into a slight decrease by T = 0 K.

The picture considered by Inoue et al. was of a homogeneous ferromagnet and super-

conductor. However, recent experimental [209], and subsequent theoretical work [210],

point towards inhomogeneities at the interface playing an important role. Yao et al. [209]

observed an enhancement in Gilbert damping below TC in NbN/GdN/NbN thin-films that

cannot be adequately described by the homogeneous theory of Inoue et al. [201]. Instead,

Silaev [210] has suggested that localised inhomogeneity-induced quasi-particle states lead

to an enhancement of the density of states below the superconducting gap. These states are

known as Andreev bound states [211–213]. They form at inhomogeneities that suppress the

superconducting order parameter at the interfacial normal layer due to the inverse proximity
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effect. They are able to absorb magnons incident from the ferromagnet and contribute to an

enhanced Gilbert damping below TC .

These are only a small selection of the various physical effects that have been proposed to

have a significant effect on spin-current transport at SC/FM interfaces. Whilst many of these

mechanisms are active only for insulators, and although this work will exclusively consider

ferrometallic metals, they serve to illustrate a general point of caution about interpreting

spin-pumping measurements. The physics of ferromagnetic-superconducting can be highly

complex, and great care needs to be taken to uniquely identify the correct mechanistic

explanation. In particular, aside from the range of spin-triplet mechanisms, the Meissner

screening that emerges in the superconductor below TC can have a substantial impact on

the measured ferromagnetic resonance properties. Jeon et al. have observed changes in the

ferromagnetic linewidth below TC which they attribute, not to spin-triplets or some other

exotic mechanism, but rather to the influence of the Meissner screening on ferromagnetic

oscillations near the SC/FM interface [214]. The difficulties in disentangling the contributions

of the Meissner screening from spin-triplet-related mechanisms are perhaps most neatly

encapsulated by the ongoing debate about the origin of a substantial shift in the resonance

frequency/field below TC in SC/FM/SC stack structures [178, 215–217]. Shifts of up to

∼ 0.3 T in the resonance field have been reported experimentally [216], and have been

attributed to both Meissner screening and spin-triplet-related mechanisms.

In short, SC/FM interfaces are complex and display a wide range of physical effects,

many of which can be probed by spin-pumping FMR experiments. However, great care

must be taken in analysing the results of such an experiment to uniquely identify which of

the plethora of possible physical effects are operative, both above and below the transition

temperature.
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2.5.3 Vortices in type-II superconductors

Superconductors can be divided into two categories: types I and II. The principal difference

is in their behaviour in an externally applied magnetic field. Type-I superconductors expel

all external magnetic fields beyond their penetration depth, λ, up to some critical field, HC ,

where the magnetic superconducting state is destroyed, the field decaying exponentially with

depth into the sample. The resulting magnetisation, M (defined as M = B/µ0 −H averaged

over the whole sample), of the sample as a function of applied field, H , is shown in Figure

2.8a.

Type-II superconductors, which form a major component of the devices in Section 4, have

a more complex magnetic field dependence. For low fields, below a lower critical field HC1,

they behave much the same as type-I superconductors, expelling all external magnetic fields

except for those in a thin region around their surface of depth λ. This regime is sometimes

referred to as the ‘Meissner state’ [218]. Above this field, as first observed by Shubnikov

et al. [219] in 1937, a new phase emerges. Type-II superconductors are characterised by

having a penetration depth larger than their coherence length, ξ: the distance over which

the superconducting condensate restores itself when perturbed by imperfections and defects.

This implies that the interface between a superconducting and normal phase regions should

have a negative surface energy [220, 221], and hence results in the spontaneous formation of

normal phase regions inside the superconductor at sufficiently large magnetic fields (above

HC1) due to the energy decrease of the increased magnetic-flux penetration out-weighting

the energy gain from the suppression of the superconducting order [222].
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Fig. 2.8 (a) Magnetisation of a type-I superconductor versus H. (b) Magnetisation of a type-II
superconductor versus H. Blue curve represents a SC with no pinning and its reversible
magnetisation curve. Defects can cause pinning of the vortices that result in a hysteresis in
the magnetisation (red-curve). (c) Vortex core structure. Flux penetrates through a normal
region of radius ξ. Supercurrents, rotating up to radius λ, shield the rest of the superconductor
from this flux.

The nature of this normal phase is non-trivial. Upon an application of a field larger than

HC1, vortices, consisting of a normal core with radius ξ surrounded by a superconducting

vortex current that screens the penetrating magnetic field (Figure 2.8c) over the penetration

depth, begin to nucleate within the sample. Figure 2.8b shows the magnetisation curve for a

defect-free type-II superconductor. At HC1 the first core is nucleated, and as the cores can

only interact over a distance on the order of λ, they nucleate rapidly until their density is such

that the separation becomes similar to the penetration depth. From here on, the nucleation

is much slower, gradually filling the superconductor with cores until their separation is less
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than the coherence length. At this point, the normal cores overlap, and the superconducting

order is destroyed (the field strength at which this occurs is the upper critical field: HC2).

In the case of defect-free type-II superconductors, the magnetisation curve is reversible.

However, in the presence of defects, the vortices can become pinned to the defect sites.

Consequently, when the magnetic field is reduced, the vortices and their associated magnetic

flux become trapped at their defect site, resulting in a hysteresis in the sample magnetisation

and a positive magnetic moment on the return stroke (Figure 2.8b). The vortex phase is often

known as the Shubnikov phase [223].

2.6 Group theory

2.6.1 Motivating the use of groups in physical problems

A group is a mathematical structure that consists of a collection of elements, combined with

an operator, ◦, that takes two elements as its input and produces a third element as its output.

In order for this combination of a set of elements and an operator to be considered a group,

they must obey the following criteria:

1. The set of elements must be closed under ◦. That is, if R and M are in the group, and

R ◦M = G, then G must also be in the group for all combinations of R, M , and G.

2. Associativity under ◦, i.e. R ◦ (M ◦G) = (R ◦M) ◦G.

3. The identity element, E, is a member of the group.

4. For every element in the group, R, its inverse, R−1, is also in the group, where

R ◦R−1 = R−1 ◦R = E.

The definition of a group does nothing to dispel the notion that they are a rather abstract

mathematical construction, disconnected from the typical physical problems encountered by
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the working physicist during their day-to-day work. However, the potential utility of groups

becomes obvious when considering what it is that a physicist is doing they write down an

equation to describe the physical system they are studying. Physicists use mathematical

representations of real-world objects to understand and predict their behaviour. Many of

these mathematical representations form a group. Group theory studies these structures.

It should be no surprise therefore that it can be used to determine a great deal about the

behaviour of these representations and the objects they represent.

If the mathematical objects under study do form a group, then group theory is typically

used to study these objects largely for two purposes: to simplify complex calculations and to

offer insight into the behaviour of the objects under study.

Despite their frequency application across a range of physical phenomena, group theory

has not previously been applied to the solutions of the LLG equation before. Chapter 5

will explore applying group theory to the LLG equation, demonstrating how they can be

used to simply calculations and aid understanding of physical effects, as well as provide

an alternative view on some recently reported effects relating to the symmetry of coupled

magnetic oscillators.

(a) (b)

Fig. 2.9 (a) Two modes who transform according to the same irreducible representation
approach one another and form an anticrossing. (b) Two modes with differing irreducible
representations are allowed to cross without interacting.
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As a simple illustration of the practical utility of using groups, Figure 2.9 shows two

diagrams of two band structures. Band structures are of course, a graphical representation of

the eigenvalues of the eigenmodes of the Hamiltonian/eigenvalue equation of a particular

physical system. As it will be demonstrated in the next Section, collections of eigenvectors

can be studied by examining their behaviour under the application of an important group: the

collection of symmetry operations in a system. This allows the analysis of the behaviour of

the modes, and their associated bands structures, from the perspective of symmetry.

Figure 2.9(a) shows two modes, both labeled with the irreducible representations Γ1,

that repel one another to form an anticrossing; Figure 2.9(b) shows two modes, labeled

Γ1 and Γ2, that are allowed to cross. The difference in behaviour is due to the difference

in the irreducible representations of each mode, a concept from Group theory that will be

explained in greater depth in the next section, which describes ‘how’ a mode transforms

under the symmetry operations of a physical system. Looking to a real-world example,

similar crossings/anticrossings can be seen in Figure 2.10 that shows the band structure of

Copper, where each band is likewise labeled by its irreducible representation using similar

notation. The difference in behaviour of the two sets of modes comes down exclusively to the

difference/similarity in their irreducible representations. From knowledge of their irreducible

representation alone, one is able to infer that the modes in Figure A will repel one another to

form an anticrossing, and in Figure B they will not interact and cross. No knowledge of the

underlying equations is required, and the principle is equally as valid in the simple example

in Figure 2.9, as it is in the complex band structure in Figure 2.10.

Groups can also be used to understand mode degeneracy. Observe the modes close to the

gamma point in Figure 2.10. The Γ25 modes come together at the gamma point and then split

apart as they move away from it inside the Brillouin zone. The mode Γ12 splits apart along

to X, but remain degenerate along to L, only losing its degeneracy along the path from L to

W. The difference in behaviour is because of the difference in the symmetry of the Brillouin
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zone at the X point versus L and W. The previous examples illustrate two important uses of

Fig. 2.10 The electronic band structure of copper. Reproduced from [224].

groups that will be employed in Chapter 5: analysing degeneracy, and analysing anticrossings.

Groups arise in the study of magnetic oscillations because the magnetic oscillators have

symmetry, and their modes are described by the eigenvectors of an eigenvalue equations

(with some minor modifications that will be discussed in Chapter 5 from the case typically

encountered in physics). In order to perform a similar analysis of these magnetic modes as

was done for the electronic band structure modes above, it is necessary to first understand

some of the underlying mathematics that underpins group theory. An introduction to the

mathematics behind group theory is presented in the next section.



62 Theoretical background

2.6.2 Introduction to the mathematics of groups

Fundamentals and axioms

Group theory is a powerful mathematical tool that is widely applied across the physical

sciences. The following section serves as an introduction to the basic principles and intends

to illustrate how group theory can be used to obtain insights into the behaviour of physical

systems [122].

To the physicist, group theory is associated with the study of the symmetries of physical

systems, where the physical system of interest can typically be modeled by a linear eigenvalue

equation with the usual form:

Axi = λixi (2.38)

where A is some linear operator, λi is a scalar, and xi is a vector that represents the dynamics

of the system under study. It is important that A is Hermitian so that the collection of

eigenvectors inherit the following properties:

1. They form a complete basis.

2. They are orthogonal under the “standard” inner product.

A symmetry transformation is straightforwardly defined as any physical transformation

that leaves the system under consideration unchanged (accounting for any indistinguishability

that may be present). If the symmetry transformation for the system modeled by (2.38) is

represented by the matrix R, then, as the system is unchanged, it must be that R commutes

with A: RAR−1 = A =⇒ [A,R] = 0. The criteria that R commutes with A is both a

necessary and sufficient condition for R to be a symmetry operation.

The representation formed by the eigenvectors

It is first necessary to establish that a collection of symmetry operations of a physical system

form a group. In order to do so, they must obey all the four axioms described in Section 2.6.
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Axiom 1 follows from the definition of a symmetry element. If successive symmetry

operations, A and B, are applied one after the other, the combined operation, C = AB,

must also be a symmetry operation, and hence satisfy axiom 1. Likewise leaving the system

unchanged must be a symmetry operation, so the identity is in the collection, satisfying axiom

3. It also follows from the commutation criteria established above that if R is a symmetry

element, then so must R−1, satisfying axiom 4.

Perhaps the simplest way to see that a collection of symmetry elements obeys the final

axiom is to consider the behaviour of the standard matrices that are commonly used to

represent symmetry operations in physical problems. For instance, a rotation about an angle

ϕ in 2-dimensions is commonly represented by the matrix:

cosϕ − sinϕ

sinϕ cosϕ

 (2.39)

Other standard matrix representations of common symmetry operations are well known.

The standard matrix representations (e.g. (2.39)) are said to ‘faithfully represent’ (the

notion of a matrix ‘representing’ a symmetry operation will become important later) these

symmetry operations, as it is very familiar that applying one symmetry operation after

the other is equivalent to matrix multiplying their two matrix forms to get the combined

element’s matrix representation. That is if C = AB, then its matrix representations obey,

R(C) = R(A) ◦R(B), where R(x) is the matrix representation of some symmetry operation

x, and ◦ is the standard matrix multiplication operation.

Because the symmetry operations are faithfully represented by the matrices, it is possible

to consider them in lieu of the symmetry elements themselves. Their repeated application

must be associative because of the associativity of matrix multiplication, and hence axiom 2

is satisfied. Consequently, a collection of symmetry elements of a physical system forms a

group.
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Having established that the collection of symmetry elements forms a group, one must

now consider how these elements interact with the eigenvectors. By definition, a symmetry

operation, R, leaves the system unchanged. Hence, for an eigenvalue problem:

Axi = λxi (2.40)

then because R−1AR = A:

RR−1ARxi = ARxi = Rλxi (2.41)

Consequently, Rxi is an eigenvector of the same equation with a degenerate eigenvalue. This

is the first step towards using group theory to analyse degeneracy, which will be important in

Chapter 5.

If the eigenvector has a unique eigenvalue, then every symmetry operation must transform

it back into itself, i.e. Rxi = xi (acting under the assumption that all symmetry elements are

norm-conserving). However, if there are repeated eigenvalues, then a symmetry operation

may transform the eigenvectors into a linear combination of one another. For example, if two

solutions, u and v, have degenerate eigenvalue λ, then presume the symmetry operations, R

and M , have the effect:

Ru = au + bv , Rv = cu + dv

Mu = eu + fv , Mv = gu + hv

(2.42)
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Using the coefficients a, b, . . . etc. it is possible to form what is known as a representation

of the operations R or M by equating R and M with the matrices:

R →

a b

c d



M →

e f

g h


(2.43)

These coefficients can be easily extracted by taking the inner product with the left-hand side

of the equations in (2.42), e.g. v†Ru = b, using the orthogonality and completeness of the

set of eigenvectors demanded from the eigenvalue equation.

What does it mean for this set of matrices to form a ‘representation’ of the group? It

means for each operation there is exactly one matrix associated with it (although the same

matrix may represent multiple elements), and the matrices are chosen such that for any three

elements A, B and C from the group that obey AB = C, then R(A)R(B) = R(C) under

matrix multiplication, like in the example above. One can confirm that a set of matrices

constructed like this forms a representation of the group.

This matrix representation:

1. Need not be the same as the ‘standard’ matrix representation of the symmetry operation.

2. Is not required to ‘faithfully’ represent all the symmetry operations in the group. That

is, two or more symmetry operations may end up with the same matrix representing

them.

The representations of the symmetry operations engendered by the eigenvectors of

an eigenvector equation are one of the most important objects in using groups to study

eigenvector equations. By carefully analysing the representations the eigenvectors generate,
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Fig. 2.11 The product of two matrices in block diagonal form is also in block diagonal form,
where the sub-matrices along the main diagonal are effectively multiplied independently.
If the constituent elements of the combined block diagonal matrices are representations
of the group, then so too is the combined matrix. If all the matrices in the representation
(via a suitable similarity transformation if necessary) can be written in this form, then the
representation is reducible.

it is possible to infer their degeneracies, operator matrix elements in quantum mechanics,

and how they interact with one another under perturbations.

Reducible and irreducible representations:

Two ways of representing the symmetry operations of a physical system have already been

presented: the ‘standard’ matrix representations most physicists are familiar with, and the

representation(s) generated by degenerate sets of eigenvectors. These are far from the only

matrix representations one can construct for a group. The most straightforward additional

representation to construct is to have each element represented by the scalar 1. That is, every

symmetry element is mapped to the number one:

R → 1 (2.44)

Clearly, this representation is not faithful. One should note that this representation is so

general that it forms a representation of any group and consequently has its own name, the

“trivial representation." Indeed, from this it is possible to immediately produce as many

representations as desired by constructing representations out of higher and higher-order

identity matrices, creating an infinite number of possible, seemingly trivial, representations

of the symmetry group.
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To tame this ‘zoo’ of representations, it is necessary to partition them into two categories,

those that are in some sense ‘unique’ (which will be called irreducible) and those that are

not (that will be called reducible). The identity matrix-based representations are simply the

representation formed by each element being mapped onto the number 1 repeated along

the matrix diagonal. Likewise, if there is, for example, a 1-dimensional representation and

a 2-dimensional one, it is always possible to form a new 3-dimensional representation by

creating a matrix in block diagonal form with the aforementioned representations along the

main diagonal. Matrix multiplying these new matrices in the 3-dimensional representation

is equivalent to multiplying the 1-dimensional and 2-dimensional matrices independently

(Figure 2.11). Consequently, a representation formed in this way contains no new information

that is not already present within its substituent parts, and so is not considered ‘unique.’ If

every matrix in the representation is in block diagonal form as above, then one can say that it

is ‘reducible.’

It may not be immediately obvious whether a representation is reducible or not. As well

as stacking representations on top of one another in block diagonal form, one can always

generate a new representation from an old one by means of a similarity transformation,

R → XRX−1 for every R in the group (the new set of matrices can be verified to satisfy the

4 axioms and structure-preserving requirements). This new representation is merely the old

one expressed in a new basis and does not qualify as ‘unique’ either. Like the block diagonal

case above, two representations that are connected by such a similarity transformation are

also considered to be identical. These two tests for uniqueness can be combined into one:

if a representation can be transformed by means of a similarity transformation into block

diagonal form, then it is also considered a reducible representation. Representations for

which there exists no similarity transform that can convert it into block diagonal form are

then called ‘irreducible,’ and there are restrictions on the number and dimensionality of these

representations for every group.
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The irreducible representations that remain after all the reducible representations have

been thrown out form a set of ‘building blocks’ for the others, that is every reducible

representation can be constructed out of the finite number of irreducible ones arranged

in block diagonal form. Irreducible representations therefore form the most fundamental

representations of the group and the most important objects of study within group theory.

When constructing the representations of the group formed by the eigenvectors, the result-

ing representation may or may not be irreducible depending on the choice of eigenvectors. By

decomposing the reducible representations into their irreducible components (if necessary) it

is possible to begin to use groups to study the physical problem in earnest.

Using the representation engendered by the eigenvectors to analyse physical problems

The representation obtained from the procedure described in (2.42)-(2.43) may be reducible.

If it is reducible, some similarity transformation can always be found that casts it into a block

diagonal form of irreducible representations, and by applying this same transformation to the

eigenvectors, a new set of eigenvectors can be obtained formed of linear combinations of the

old ones. By grouping these new eigenvectors together into the sets that transform into one

another under the symmetry operations, sets of eigenvectors that all transform as the same

irreducible representation of the group can be generated.

The sets of eigenvectors obtained are important because eigenvectors that transform as

part of the same irreducible representation are symmetry bound to be degenerate. This is

because modes that are part of the same irreducible representation can be transformed, at

least in part, into one another by at least one symmetry operation R. Hence, from (2.41) it is

known that this means they must have the same eigenvector/be degenerate.

Note that there may be multiple sets of eigenvectors transforming as the same kind

of irreducible representation independently of one another. These eigenvectors are not

symmetry bound to be degenerate, as although they transform in similar ways under the
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symmetry operations, they do so amongst themselves as a closed set, and so (2.41) does not

apply. However, as will be shown, the fact they transform as the same kind of irreducible

representation has important implications for their interactions. As shown later, modes

that transform according to different versions of the same irreducible representation are not

allowed to be degenerate under certain conditions.

At this stage, it is possible to say that given one requires an initial set of eigenvectors and

eigenvalues in order to calculate the irreducible representations, one must already know if

they were degenerate a priori – so how does understanding the irreducible representations of

the eigenvectors help one analyse the physical problem at hand?

The power of group theory is that, having established an initial set of eigenvectors that

transform as a known irreducible representation of the group, it is possible to predict and

understand their evolution under the application of perturbations on symmetry grounds alone.

By applying a perturbation the symmetry of the system was typically be lowered: that is,

the new symmetry group will consist of the old one minus some elements. Such a group is

a sub-group of the original group. The irreducible representations of the old, larger group

must still be a representation of the new, smaller group. However, they may not in general

be irreducible. To see this, imagine finding a similarity transformation, X , that casts all

the matrices in the representation into block diagonal form except for one, which will be

called T . If a new group is formed by removing T as an element, then the impediment to

X block-diagonalising the representation has been removed, and the representation is now

reducible.

If a representation is made reducible by a symmetry-lowering perturbation, then it can

be written in block diagonal form composed of multiple irreducible representations of the

new group. By calculating this decomposition, it is possible to predict how the degeneracies

of the eigenvectors will be affected by the perturbation. For example, if in a given system

there are 3 degenerate eigenvectors whose irreducible representation becomes a reducible
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representation after a perturbation is applied consisting of a 2-dimensional and 1-dimensional

irreducible representation of the new group, then one of the eigenvectors will become split

off from the other two whose eigenvalues will remain degenerate. Note that this is entirely

a consequence of the symmetry of the system and can be calculated from knowledge of

the group alone, entirely independently of any physical context or equation (beyond the

prerequisites already described).

Decomposing reducible representations into their irreducible components

Fig. 2.12 Unit cell of a crystal structure with octahedral symmetry. Various rotation elements
of this group are indicated on the diagram, where Cn represents a rotation about an axis by
2π/n radians. Figure reproduced from [122].

An important procedure to understand is how to decompose a reducible representation into

its irreducible components. This is similar in procedure to decomposing a vector into its

constituent basis parts. This is the process used when analysing how symmetry lowering

affects the degeneracies in the system, as described in the section above.

The formula is as follows. Given some reducible representation of the symmetry elements

on a group, it is possible to write down what is known as the character table of the represen-

tation. This is the trace of the matrices of each element. For instance, using the usual matrix
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representation of the rotation matrix given in (2.39), the character of the representation is

2 cosϕ. Given a reducible representation with characters, χred.(Ck), for all the symmetry

elements Ck in a symmetry group, the irreducible representations it contains can be found

using the formula:

aj = 1
h

∑
k

χj(Ck)χred.(Ck) (2.45)

where aj says how many times a given irreducible representation, labeled by j, occurs in a

given reducible representation, h is the order of the reducible representation, or the number

of dimensions of the matrices it contains, and the sum over k is the sum over all the symmetry

elements in the group [122].

This can be illustrated explicitly by a simple example, reproduced from [122]. Consider

a crystal with octahedral symmetry; Figure 2.12a shows a unit cell of the crystal with all the

symmetry operations of the octahedral symmetry group labeled. Table 2.1 shows all of its

irreducible representations and the characters of the representation of each element.

O E 8C3 3C2 6C2 6C4

A1 1 1 1 1 1

A2 1 1 1 -1 -1

E 2 -1 2 0 0

T1 3 0 -1 -1 1

T2 3 0 -1 1 -1

Table 2.1 Character table for the octahedral group, O. Cn represents an n-fold rotation (of
2π/n radians) about a given axis; E is the identity element. The symmetry operations are
grouped by class, with the number of elements in each class indicated by the number before
the Cn symbol. This is the usual presentation of character tables, as symmetry elements in
the same class always have the same character [122].

Imagine that there is a paramagnetic impurity with angular momentum l = 2 that is

placed at a lattice site inside the octahedral crystal. It has the usual energy degeneracy of
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2l + 1. That is, it is a fivefold degenerate energy level. What is the effect of the crystal’s

electric field on the degeneracy of the energy levels of the impurity? Much like moving away

from the Γ point in Figure 2.10, the electric field of the crystal acts as a symmetry lowering

perturbation, and the decomposition formula (2.45) can be used to establish its effect.

A Magnetic impurity with angular momentum l = 2 is known to transform as the Γl=2

representation of the full rotational symmetry group: that is the symmetry group of a point or

a sphere. The character table of the irreducible representations of the full rotational symmetry

group for the symmetry elements in O are given in Table 2.2.

O E 8C3 3C2 6C2 6C4

Γl=0 1 1 1 1 1

Γl=1 3 0 -1 1 -1

Γl=2 5 -1 1 1 -1

Γl=3 7 0 1 1 1

Table 2.2 Character table for the first 4 irreducible representations of the full symmetry group
labeled by their angular momentum l, focusing only on the elements that are also in the
octahedral group [122].

This representation is an irreducible one of the full rotation symmetry group but is

reducible for the octahedral symmetry group, and so the formula (2.45) can be used in

conjunction with the character tables 2.1 and 2.2, to decompose it into the irreducible

representations of the octahedral group.

For instance, take the irreducible representation A1. The above procedure gives us:

aA1 = 1
24(5 − 8 + 3 + 6 − 6) = 0 (2.46)

whereas for E, one has:

aE = 1
24(10 + 8 + 6 + 0 + 0) = 1 (2.47)
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In fact, all the other irreducible representations are not contained within Γl=2, except for T2,

where (2.45) gives:

aT2 = 1
24(15 + 0 − 3 + 6 + 6) = 1 (2.48)

So one can write:

Γl=2 = E + T2 (2.49)

Because T2 is a 3-dimensional representation, and E is a 2-dimensional representation, the

5-fold degenerate l = 2 energy level is split into a 3-fold degenerate set of levels and a 2-fold

degenerate set of levels by the crystal splitting (Figure 2.12b).

Avoided crossings and the Wigner-Von Neuman avoided crossing theorem

Once the irreducible representation associated with each mode has been determined, it is

straightforward to determine whether or not they are allowed to cross. According to the

Wigner-Von Neumann avoided crossing theorem [225], two modes can cross only if they

transform according to different irreducible representations.

To see intuitively why this must be so, consider a hermitian eigenvalue problem parame-

terised by some value x (e.g. the external magnetic field, wave-vector, etc.):

H(x) |i⟩ = λi |i⟩ (2.50)

where |i⟩ is the ith eigenvector with eigenvalue λi. Now consider the eigenvalue problem:

H(x+ δx) |i′⟩ = λi′ |i′⟩ = (H(x) + δH) |i′⟩ = (λi + δλi) |i′⟩ (2.51)

where δx is some small perturbation, resulting in a small perturbative matrix δH that changes

the eigenvector to |i′⟩ with eigenvalue λi + δλi, where δλi << λi. For small perturbations

δH , the new eigenvalues can be approximated in terms of the old ones by a Taylor expansion
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of the form:

λ′
i ≈ λi + ⟨i| δH |i⟩ +

∑
j ̸=i

| ⟨j| δH |i⟩ |2

λi − λj
(2.52)

up to second order in δH . Hence if λi > λj , as they approach one another as x increases,

if ⟨j| δH |i⟩ does not vanish, then λ′
i′ will be increasingly pushed upwards by the diverging

|⟨j|δH|i⟩|2
λi−λj

> 0 term, and λ′
j downwards by the |⟨i|δH|j⟩|2

λj−λi
< 0 term in their perturbation

expansion. It is only when ⟨j| δH |i⟩ vanishes that they may cross, which group theory shows

only occurs when the two modes transform according to different irreducible representations

of the group [122].

This proof is not rigorous, as as λi approaches λj , perturbation theory must necessarily

break down before the λi−λj denominator diverges, but it gives a straightforward explanation

of why the Wigner Von-Neuman avoided crossing theorem works.
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Experimental methods

3.1 Sample fabrication

The samples under study in this work are all thin, predominantly metallic, films deposited on

an underlying insulating substrate. The basic procedure is as follows: 1) perform lithography

on the sample to define the geometry of the device if required, and then 2) mill away areas

of the device or deposit subsequent layers as defined by the previous lithography step. This

process is then repeated until the desired device architecture is achieved. Sections 3.1.2 and

3.1.3 describe the two techniques used for sample deposition in this work: sputtering, and

thermal evaporation. Sections 3.1.4 and 3.1.5 describe the procedure behind photolithography

and e-beam lithography for lithographic patterning of the materials respectively, and Section

3.1.6 explains the process of ion-milling for removing the areas of the sample defined by the

overlying layer of resist.
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3.1.1 Substrate preparation

In order to prepare a clean substrate for growth, each substrate is sonicated in acetone and

then subsequently IPA for 30 seconds each, before being plasma ashed in oxygen plasma for

up to 10 minutes.

3.1.2 Magnetron sputtering

Sputtering is a means of physical vapour deposition that generates a vapour of the desired

target material that deposits itself on a nearby target substrate, forming a thin film of material

at a controllable rate [226]. The vapour is generated by accelerating argon ions in a plasma

towards a target of the desired material composition held at a large negative potential at the

cathode. This physical bombardment ejects atoms from the target, forming a gas that deposits

itself on the substrate positioned at the anode. The gas itself is confined by a magnetic field

within the chamber. This improves the deposition rate and gives the ‘magnetron’ part of

magnetron sputtering its name.

3.1.3 Thermal evaporation

Thermal evaporation is used for depositing metal films with sufficiently low melting/subli-

mation temperatures that can be achieved via resistive heating. The sample is placed in a

vacuum chamber (∼ 10−6 mbar) along with the desired material held in a tungsten boat. A

large current is then passed through the boat, heating it, and causing the metal to evaporate

and deposit as a thin film on the sample surface.

3.1.4 Photolithography

Photolithography is a technique for patterning a polymer layer deposited on top of the

sample in order to lithographically define patterns that can be used for the creation of device
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architectures in subsequent fabrication steps (ion-milling, physical vapour deposition). Prior

to photolithography, the sample is successively sonicated in acetone and IPA, before being

plasma ashed for up to 10 minutes. This plasma-ashing step is important in order to remove

any hydrophobic layers from the sample surface, which will prevent the resist from adhering

well, if at all, to the sample’s surface.

Microposit S1813 (positive) photoresist is spin-coated onto the substrate at 5000 rpm for

60s and annealed on a hot-plate at 120 degrees for a further 60s. This produces a layer of

resist around 1.2 µm thick. The sample is then exposed to UV light using a Karl Suss MJB3

mask aligner in conjunction with a photomask placed between the sample and the UV source

in order to change the chemical properties of the resist in the exposed areas defined by the

photomask. The exposure time varies depending on the substrate. For Si/SiO2 substrates,

12s is sufficient, for Al2O3 substrates, which are transparent, and hence reflect less of the

incident UV light back into the resist, a slightly longer exposure time of 30s was found to

ensure complete development of the exposed resist in the subsequent development stage.

Following exposure, the photoresist is developed for 20s in Microposit MF-321 developer.

The development process is then quenched in de-ionised water (DI-water) for a further 20s.

The developer dissolves away the exposed sections of the resist, leaving behind the desired

pattern. The sample can then be plasma ashed for a further 2 minutes to remove any residual

resist from the exposed area if required.

3.1.5 E-beam lithography

The resolution of photolithography is limited to a few micrometres by the wavelength of UV

light [227]. Consequently, to achieve finer structures, it is necessary to look for alternative

means of exposing the resist using smaller wavelengths. E-beam lithography uses a beam

of electrons to expose the resist and can achieve features on a length scale of just a few

nanometres [228].
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The procedure is similar to photolithography (3.1.4). The sample is sonicated in acetone,

then IPA, for 30s each, before being plasma-ashed for up to 10 minutes. 495K A5 PMMA

is spin-coated onto the sample at 3000 rpm (this creates a layer of resist around 400 nm

thick) and annealed on a hot plate at 170 degrees for 60s. If the substrate is sufficiently

conductive (e.g. Si/SiO2 with a sufficiently thin layer of oxide) then the sample can proceed

to development. For insulating substrates (e.g. Al2O3), a 30 nm layer of Au is then sputtered

on top to act as a conduction layer. This conduction layer prevents the detrimental build-up

of charge during the exposure process.

The sample is then exposed to a beam of electrons in a predefined pattern at a dosage

calibrated ( 760 µC/cm2) for the desired resolution and structure. Following exposure, if the

sample has a conducting Au layer on top, this is first removed by submersing the sample in

gold etchant (30s), followed by rinsing the sample in DI-water for a further 30s. The sample

is then developed in 1:3 MIBK:IPA for 60s, followed by quenching in IPA for a further 20s.

If required, the sample can then be plasma ashed for a short time (20s) to remove any residual

resist still remaining in the exposed regions.

3.1.6 Ion milling

The physical basis behind ion milling is essentially the same as sputtering (3.1.2), except that

instead of a target of the desired material composition at the cathode, the sample becomes

the target. The accelerated ions strike the sample, etching away any exposed areas at a

rate typically on the order of a few Angstrom to nanometres per second depending on the

experimental conditions and sample structure. If the sample has a patterned resist layer

on top, the resist will protect the underlying sample where it hasn’t been developed away,

allowing sophisticated patterns to be etched into the sample.

The milling rate was calibrated by milling a series of test samples over a range of milling

durations and then measuring the depth of the milled area with a Dektak profilometer. The
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samples are then milled for a time corresponding to a predicted milling depth of at least twice

the depth of the sample to ensure that they are milled all the way through. Although the

sample chamber is water-cooled, milling still heats the chamber and the sample, causing the

resist to sometimes become ‘baked’ to the sample. To remove the resist following milling,

the sample is soaked in acetone overnight, sonicated in acetone, and then plasma ashed for 5

to 10 minutes to remove any residual resist still on the device.

3.2 Sample growth

3.2.1 Superconducting/C60/Permalloy spin-pumping devices

In Chapter 4, superconducting/organic-molecular/ferromagnetic heterostructures are mea-

sured via FMR at cryogenic temperatures in search of evidence of spin-triplet Cooper pairs.

These samples were fabricated by A. Walton from the University of Leeds. Table 3.1 shows

each measured sample’s structure. The metallic films were grown by DC magnetron sputter-

ing on top of a Si/SiO2 substrate with a base pressure of 2.9 × 10−8 mbar, and at a partial

pressure in argon of 2.5 mbar. The C60 layers were grown (without breaking vacuum) via

thermal evaporation in the same chamber in Al2O3 boats from a 99.9% pure source. The

Al2O3 layer acts as a capping layer to protect the sample from oxidation.

Sample A (Si/SiO2)Nb[49] C60[10]Cu[2.7]C60[10]Py[7.7] Al[10]C60[20]Al2O3[2]

Sample B (Si/SiO2Nb[49] C60[20]Py[7.7] Al[10]C60[20]Al2O3[2]

Sample C (Si/SiO2)Nb[49] C60[10]Cu[2.7]C60[10] Al[10]C60[20]Al2O3[2]

Table 3.1 Structures of the samples measured in Chapter 4. The thickness of the metallic
layers was measured by x-ray reflectometry, and the thickness of the C60 layer by a quartz
microbalance during deposition.

Similar structures have been fabricated in the same group. Low-angle X-ray measure-

ments on these samples demonstrated that there is negligible diffusion of the molecular film
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into the metallic layers, and transmission electron microscopy also showed “that the metallic

layers are continuous and the C60 layers are polycrystalline" [229].

3.2.2 Synthetic antiferromagnets for FMR and magnetoresistance mea-

surements

Fig. 3.1 Microscope image of a FMR bar patterned by argon-ion milling. The circular
sections are bond pads for wirebonds. The current (MW or DC) is concentrated through the
narrow central bar in order to excite and/or measure the desired magnetic effect.

The synthetic antiferromagnet (SAF) samples and the single ferromagnetic layer sample

measured in Chapter 5 were grown and prepared by Dr J-W. Liao in the group of Prof. R.

P. Cowburn at the University of Cambridge. The samples were grown via DC magnetron

sputtering on Si/SiO2 substrates at a base pressure of 1 × 10−7 mbar and a partial pressure

of 9 × 10−3 mbar in argon gas. During sputtering, a DC magnetic field was applied in-

plane in order to induce a crystalline uniaxial anisotropy in the ferromagnetic thin films.

Subsequently, the films were spin-coated with a layer of PMMA e-beam resist and patterned

by e-beam lithography into FMR bars of varying dimensions and orientations with respect

to the easy-axis. Following the development of the exposed resist, the samples were etched

via argon-ion milling by Dr Z. Sorban of the Academy of Science of the Czech Republic in
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order to produce the final bar-structure (Figure 3.1). Table 3.2 gives the layered structure of

each sample.

‘Single-sided’ SAF (Si/SiO2)Ta[2]Pt[3]CoFeB[1.4]Ru[0.9]CoFeB[1.4]Pt[1]Ta[2]

‘Double-sided’ SAF (Si/SiO2)Ta[2]Pt[3]CoFeB[1.4]Ru[0.9]CoFeB[1.4]Pt[6]Ta[2]

‘Single-layer’ (Si/SiO2)Ta[2]Pt[3]CoFeB[1.4]Ru[0.9]Ta[2]

Table 3.2 (All thicknesses in nm) Structures of the synthetic antiferromagnet and ferromagnet
samples measured in Chapter 5. The thickness of each layer is determined by the sputtering
time multiplied by the measured deposition rate of the sputterer under the same deposition
conditions.

Each device is grown on top of a 2 nm seed layer of Ta and capped with another

2 nm Ta layer. The seed layer reduces the sample roughness and is necessary for the

multilayer structure to exhibit (antiferromagnetic-)coupling between the CoFeB layers. It

also encourages the formation of a crystalline orientation of Pt that enhances the spin-orbit

coupling induced PMA at the interface [230–232]. The capping layer protects the device

from oxidation, and will itself oxidise to tantalum oxide under atmospheric conditions: an

inert insulator. The thickness of Ru was chosen to maximise the RKKY antiferromagnetic

interlayer coupling. A Ru layer was also included in the single-layer sample in order to

replicate the interfacial conditions of the lower ferromagnetic layer in the SAF stacks.

3.2.3 Narrow bars for magnetoresistance measurements

In Chapter 6, current-induced asymmetry in the magnetoresistance properties of a synthetic

antiferromagnet and signal ferromagnetic layer are measured. These samples were grown

first with DC magnetron sputtering on sapphire substrates at a base pressure of 1×10−7 mbar

and a partial pressure of 9×10−3 mbar in argon gas with the structures described in Table 3.4.

Subsequently, the films were spin-coated with PMMA e-beam resist (3000rpm, producing

a layer of resist 400 nm thick) and patterned into narrow FMR bars of width 500 nm and
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various lengths from 4 µm to 10 µm in steps of 2 µm. The samples were then etched via

argon-ion milling and the resist layer removed. The parameters used during the ion milling

step are summarised in Table 3.3. Finally, a capping layer of 50 nm of Al2Ox was sputtered

using RF sputtering in order to protect the device and aid in dissipating the heat generated by

the high current densities used in the experiments.

Cathode V (V) Cathode I (A) Discharge I (A) Pressure (mbar) Time (s)

5.4 6.1 0.4 7.2 × 10−2 180

Table 3.3 Milling parameters used during the ion milling of the narrow bar samples.

Synthetic antiferromagnet (Al2Ox)Ta[2]Pt[3]CoFeB[2]Ru[0.9]CoFeB[2]Pt[6]Ta[2]Al2Ox[50]

Single-layer (Al2Ox)Ta[2]Pt[3]CoFeB[4]Ru[0.9]Ta[2]Al2Ox[50]

Table 3.4 (All thicknesses in nm) Structures of the synthetic antiferromagnet and ferromagnet
samples measured in Chapter 6. The thickness of each layer is determined by the sputtering
time multiplied by the measured deposition rate of the sputterer under the same deposition
conditions.

The thickness of the single layer was chosen to replicate the device structure measured

in [148], but with a CoFeB ferromagnetic layer rather than Py, to match the SAF. Sapphire

was chosen as a substrate because of its superior thermal conductivity to SiO2, which aids in

reducing the damage caused by Joule heating at high current densities.

3.3 FMR

The theoretical background behind ferromagnetic resonance was explained in Section 2.2. In

practice, there are a number of different ways of implementing a ferromagnetic resonance

measurement. What they all have in common is the application of an oscillating microwave

magnetic field (effective or real) to induce oscillations in the magnetisation of a sample.
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These oscillations produce a signal detected at the output of the experiment proportional to

the amplitude (and potentially phase) of the oscillations.

This work employs two primary means of exciting and detecting ferromagnetic resonance:

stripline FMR and spin-torque FMR (ST-FMR), which differ in both their means of exciting

the magnetisation, and in how they detect the resultant resonant oscillations. The experimental

details of each are given in the next two sections.
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Fig. 3.2
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Fig. 3.2 (previous page) (a) Block-diagram of the experimental set-up for stripline FMR. A
magnetic field is applied across the sample during the experiment by an electromagnet internal
to the cryostat. (b) Block-diagram of ST-FMR set-up. (c) Photograph of the electromagnet
that the ferromagnet in Figure (b) sits between during the experiment. The ferromagnet is
held at the end of the long-metallic pole in between the two poles of the electromagnet. (d)
Photograph of the PCB board on which the sample is held during the experiment in (b). The
sample is attached to the board and wirebonds are connected to it from the microwave input
(SMP connector) and to ground.

3.3.1 Stripline FMR

Figure 3.2a shows a block diagram of the typical set-up employed in a stripline FMR

measurement. A microwave magnetic field from a signal generator (Anritsu MG3692A) is

passed down a waveguide on top of which the ferromagnetic sample is positioned (usually

a microstrip or coplanar stripline, see Figure 3.3a) inside a liquid helium cryostat (Figure

3.3b) that allows the temperature of the sample to be controlled down to around 2 K, and

contains an inbuilt superconducting electromagnet that allows for a DC magnetic field to

be applied up to several Tesla in strength. The waveguide couples to the ferromagnetic

sample inductively, causing a significant drop in the transmitted power at the output port

when the ferromagnetic resonance condition is fulfilled [233]. This drop in transmitted power

is detected by a microwave diode, which is attached to the output of the waveguide (outside

the cryostat) and converts the microwave output signal into a DC signal proportional to the

amplitude of the incoming microwaves. The principal advantage of this technique is that it

can be used over a broadband range of frequencies (versus cavity-based techniques), does

not require the fabrication of devices (versus ST-FMR), and produces straightforward output

curves with good signal-noise ratios that require minimal post-processing (versus VNA based

techniques) [233].
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(a) (b)

Fig. 3.3 (a) Ferromagnet on top of a microwave waveguide. The sample is held down by
kapton tape to prevent movement during the measurement and minimise its distance to the
waveguide. This box would be sealed and inserted into a cryostat, attached to microwave
waveguides on either side via the protruding SMA connectors. (b) Cyrostat used for stripline-
FMR measurements.

In order to obtain a measurement of the susceptibility, a fixed microwave frequency

is chosen and a DC magnetic field is swept across an appropriate range of field values.

The resulting output from the diode is proportional to the susceptibility of the ferromagnet,

χ(H,ω), and hence by fitting the output voltage to a theoretical formula proportional to

χ derived from the LLG equation (Section 2.2.1), important physical parameters of the

ferromagnet can be derived, such as the linewidth and resonance frequency. Figure 3.4a

shows a typical plot of the detected voltage versus the magnetic field, and the theoretical fit

to the formula:

Vdiode = Vs
∆H2

(H −Hres)2 + ∆H2 + Va
(H −Hres)∆H

(H −Hres)2 + ∆H2 (3.1)

The exact formula for the resonance field, Hres, comes from the model adopted in the LLG

equation. This fitting is performed numerically using least-squares regression, and provides

estimates and errors for all of the experimental quantities that appear in the expression for

the resonance field and the linewidth.
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Fig. 3.4 (a) Raw rectified voltages outputted from a stripline FMR experiment (blue line) and
their associated fit to a combination of symmetric and antisymmetric Lorentzians (orange
line). (b) Linewidth versus frequency from an FMR experiment. Straight line fit gives the
Gilbert damping parameter.

Additionally, another useful measurement is the dependence of the linewidth against

frequency. From the LLG equation, it is possible to show that the linewidth has a frequency

dependence given by:

µ0∆H = µ0∆H0 + αf/γ (3.2)

where ∆H0 is the zero frequency offset known as the inhomogeneous broadening [65].

Figure 3.4b shows a plot of the linewidth’s linear dependence on frequency, from which the

Gilbert damping parameter can be easily determined.

In order to improve the sensitivity of the set-up, an oscillating (but quasi-DC on the

timescale of ferromagnetic resonance) magnetic field, known as the modulation field, is

applied by an inductive coil attached to a signal generator (HP Universal Source 3245A) that
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surrounds the sample. Consequently, the detected signal is proportional to the oscillating

part of:

χ(H + heiωmodt) ≈ χ(H) + heiωmodtdχ/dH (3.3)

giving a predicted output voltage:

Vdiode = −Vs
∆H2(H −Hres)

((H −Hres)2 + ∆H2)2 − Va
(H −Hres)2∆H

((H −Hres)2 + ∆H2)2 + Va
∆H

(H −Hres)2 + ∆H2

(3.4)

By detecting this signal with a lock-in amplifier (SRS SR830) tuned to the modulation

frequency, ωmod, one can significantly improve the signal-to-noise ratio of the output signal.

3.3.2 Spin-torque FMR

Fig. 3.5 FMR bar wire bonded to a microwave waveguide in a stripline FMR experiment.

Rather than using the magnetic field of a passing electromagnetic wave as in stripline FMR,

Spin-torque FMR (ST-FMR) (Figure 3.2b) relies on the spin-torques generated by a MW

current passing through the sample itself to excite and detect the magnetisation dynamics.
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Although it requires additional fabrication steps over stripline FMR, through analysis of

the detected signal, the strength and nature of the spin-orbit torques in the device can be

determined from this measurement.

First, the sample is fabricated into a bar shape in order to direct and collimate the current

(see Section 3.2.2 for details of the fabrication procedure). The sample is then mounted

on a PCB board (Figure 3.2d), which is then connected to the microwave source and earth

via wirebonds at either end (Figure 3.5). The sample is placed between two ends of an

electromagnet (Figure 3.6) which applies an external field that it can be rotated with respect

to. The microwave current passing through the device generates an AC signal at the frequency

of the modulation of the microwave source by an external function generator, as described in

Section 2.2.3. This is detected by a lock-in amplifier connected to the DC-port of a bias tee.
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Fig. 3.6 Experimental setup used for ST-FMR measurements. The sample sits at the end of a
holder in between the poles of an electromagnet that is used to apply a DC magnetic field
across the sample. A MW current is based through the sample, and the resulting rectified DC
current is detected at the DC port of a bias-Tee.

The analysis of this signal is similar to in stripline-FMR; the experimental data is fit to

a formula (using numerical least squares regression) derived from the LLG equation (see

Figure 3.7a). The formula for the predicted rectified voltage produced at resonance during a

ST-FMR experiment is given by (2.30)-(2.31), reproduced here:

VSD = Vs
∆H2

(H −Hres)2 + ∆H2 + Va
(H −Hres)∆H

(H −Hres)2 + ∆H2

Vs = I∆R
2

ω

γ0∆H(2Hres +H1 +H2)
hz sin 2ϕ

Va = I∆R
2

Hres +H1

∆H(2Hres +H1 +H2)
(−hx sinϕ+ hy cosϕ) sin 2ϕ

(3.5)
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where µ0Hres is field strength of the resonance, usually substituted for a theoretical formula

depending on the magnetic quantities appearing the LLG equation (see Figure 3.7b for a plot

and fit of the resonance fields experimental and theoretical dependence on angle respectively),

µ0∆H = ∆B is the linewidth, I is the MW current through the bar, ∆R is the AMR

coefficient, hi the strength of the spin-orbit torques in the ith direction, ϕ the angle between

the current direction and the magnetisation/external field, and Vs and Va describe the strength

of the symmetric and antisymmetric Lorentzian components of the resonance respectively.

Fig. 3.7 (a) Raw voltages produced by a ST-FMR experiment and the associated fit to
symmetric and antisymmetric Lorentzians. (b) The angle dependence of the resonance field.
From this the strength of in-plane magnetic anisotropies can be determined.

As in stripline-FMR, these fits can be used to determine important magnetic parameters

in the same way. Additionally, it is often interesting to analyse the magnitude of the signal, as

this gives the strength of the current induced torques — so long as the MW current is already

known (the experimental procedure for determining the MW current in the bar is given in
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Section 3.3.3). Figure 3.8 shows a typical experimental output. From the signal strength’s

(broken down into the symmetric, Vs, and antisymmetric, Va, Lorentzian components)

dependence on the angle between the current and the magnetisation (external field) direction,

ϕ, one can determine the strength of the spin-orbit torques in each direction from the formula:

VSD = Vsym
∆H2

(H −Hres)2 + ∆H2 + Vasym
(H −Hres)∆H

(H −Hres)2 + ∆H2

Vsym = I∆R
2

ω

γ0∆H(2Hres +H1 +H2)
hz sin 2ϕ

Vasym = I∆R
2

Hres +H1

∆H(2Hres +H1 +H2)
(−hx sinϕ+ hy cosϕ) sin 2ϕ

(3.6)

by looking at the sinϕ and cosϕ components of the angular dependence.

Fig. 3.8 Example of the angular dependence of the strength of the symmetric (a) and
antisymmetric (b) rectified DC voltages. From the fit of this data to (3.6), the strength of the
current induce spin orbit torques can be determined from the sinϕ and cosϕ components of
the angular dependence.
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DC current damping modulation in FMR

Fig. 3.9 Linewidth versus DC current measured during an FMR experiment. The linewidth is
affected by the DC current across the bar due to the antidamping torques, whose sign changes
with the sign of the external field, as expected.

If a DC current is passed through the device, via the antidamping torque, the damping in the

system can be reduced or enhanced. This appears in the detected signal as a reduction/en-

hancement of the linewidth, in theory linearly with the applied current (Figure 3.9). The

principal experimental difficulty when performing this measurement is that the large DC

currents required to obtain an observable effect will also induce significant thermal voltages

via bolometric effects [234]. The resulting voltages can be orders of magnitude larger than

the desired signal.

Consequently, something of a hybrid set-up between the stripline FMR and ST-FMR

setups is used (Figure 3.10). The set-up is superficially similar to that used in ST-FMR,

except, instead of modulating the MW current directly, a modulation coil is used to modulate

the output signal from the device. This is because the thermal voltages should have minimal

external magnetic field dependence, and should be effectively filtered out by the lock-in

tuned to the modulation current frequency.
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Fig. 3.10 Block-diagram of the experimental set-up for ST-FMR with a DC bias current.
The DC bias current generates an antidamping torque in the sample which can be used to
modulate the magnetic damping. A modulation coil is used to filter out unwanted signal from
bolometric effects.

3.3.3 Microwave current calibration

Fig. 3.11 Block diagram of the experimental set-up for calibrating the microwave current for
a given microwave source power.
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The formula for the predicted rectified voltage produced at resonance during a ST-FMR

experiment is given by (2.30)-(2.31), reproduced here [26]:

VSD = Vsym
∆H2

(H −Hres)2 + ∆H2 + Vasym
(H −Hres)∆H

(H −Hres)2 + ∆H2

Vsym = I∆R
2

ω

γ0∆H(2Hres +H1 +H2)
hz sin 2ϕ

Vasym = I∆R
2

Hres +H1

∆H(2Hres +H1 +H2)
(−hx sinϕ+ hy cosϕ) sin 2ϕ

(3.7)

In order to accurately determine the strength of the spin-orbit torque fields (hx/y/z), it is

necessary to obtain accurate measurements of the physical parameters/variables appearing

in 3.7. The AMR co-efficient ∆R, where the resistance of the ferromagnet is given by

R = R⊥ + ∆R cos2 ϕ, where ϕ is the angle between the current and the magnetisation

direction, is straightforwardly determined from a simple DC-resistance measurement.

The MW current, I , passing through the device is less straightforward to determine,

as reflections, absorption from the line etc. cause the amount of power actually applied

to the sample to vary from what is applied at the source. Consequently, an independent

measurement is required to determine the actual current.

This is achieved by means of a bolometric measurement, exploiting the fact that the

power dissipated in the sample is proportional to the square of the current independently of

its frequency. This raises the sample’s temperature, and hence resistance, linearly with the

applied power. By measuring the resistance of the sample versus the applied DC-current,

IDC , it is possible to calibrate how the resistance of the sample varies with the current in the

device. In order to determine the MW current, the measurement is repeated at a fixed MW

frequency and power. The applied MW current should give an offset in the y-axis intercept

of the R versus I2
DC curve (a straight-line), which can be used to determine the value of the

microwave current:

R =
(
R0 + α

I2

2

)
+ αI2

DC (3.8)
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where the factor of 1/2 comes from time-averaging the square of the microwave current.

This measurement must be repeated for every frequency, applied power, or new device used.

Once the microwave current has been determined, the remaining free parameters in 3.7 are

straightforwardly determined from the standard FMR measurement.

In order to measure the resistance as a function of DC current, a 2-wire resistance

measurement was employed using a Keithley 2400 SMU connected to the DC port of a

bias-Tee (see Figure 3.11). A microwave source (Anritsu MG3692A) is connected to the RF

port of the bias-Tee and applies a constant power of microwave current to the device. The

resistance is then measured as a function of the DC current for each microwave power where

the current needs to be determined.

Fig. 3.12 Ratio of the DC voltage across the sample versus the applied DC power and fit
to equation (3.9). Joule heating causes a linear increase in the resistance, from which the
parameter α in (3.9) can be determined. (b) Microwave current through the sample versus
microwave power at the source. By measuring the change in the offset resistance, R0 +αI2/2,
with microwave power, with knowledge of α from (a) the microwave current for a given
power at the source can be determined.
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Because of small offset voltages (thermal effects etc.) the voltage across the sample does

not go to zero at zero source current, causing an apparent divergence in the ‘resistance’ at

low DC-current. This is purely a measurement artifact, and the data from this region can

either be excluded, or corrected for by modifying (3.8) to:

R =
(
R0 + α

I2

2

)
+ αI2

DC + V0/IDC (3.9)

where V0 is the DC voltage across the sample at zero DC current. Figure 3.12a shows a

plot of the DC resistance versus the DC power and a fit to (3.9). From these plots, α can

be determined. From repeated measurements at different MW currents, I , the microwave

current in the bar, for a given microwave power can be determined from the offset resistance

term in (3.9): R0 + αI2/2 (see Figure 3.12b).

3.4 Magnetoresistance measurements

In order to measure the variation in the sample resistance with respect to the orientation of

the external magnetic field, the experiment setup shown in Figure 3.13 is used.

Fig. 3.13 Block diagram of the experimental setup used in measuring the magnetoresistance
of devices
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Here, the resistance is measured by applying a current across the sample and measuring

the resultant voltage using a Keithley 2400 SMU. By mounting the sample on a revolving

stage inside the poles of the static electromagnet (Figure 3.6, the sample can be rotated with

respect to the external field and it is possible to measure the magnetoresistance of the device.

This setup uses as a two-probe measurement of the resistance. A two-probe measurement

is used because it can be performed on the same bar devices used for ST-FMR measurements

(Figure 3.5), which becomes important when looking for changes in the linewidth of the FMR

signal with DC current across the sample. A two-probe measurement has the disadvantage

of there being no way to decouple the resistance of the device from the resistance of the

leads. This is acceptable in this case because here one is only interested in the relative

variation of the resistance with the orientation of the magnetic field. Of the leads, only the

wire bonds move with the rotation of the stage, the remainder of the leads being attached to

the sample via SMP connections that are free to rotate. The wire bonds both have a much

smaller resistance (< 1Ω) than the sample (∼ 1000Ω), and as they are not expected to exhibit

any significant magnetoresistance, their total contribution to the magnetoresistance will be

negligible.

When measuring small variations in the magnetoresistance, it is important to take into

account both the resolution of the instrumentation, and any bolometric effects that may drown

out, or be confused for, the desired signal. The accuracy of a Keithley 2400 SMU is quoted

by the manufacturer as 0.012% (or 6 and a half significant figures). Using a sourced current

value of 3 mA – representative of the higher end of currents used in the magnetoresistive

measurements – for a sample with a resistance of 1 kΩ, one must use the 10 V range on the

Keithley’s input. Combined with the Keithley’s measurement accuracy of 0.012%, this gives

a minimum resolvable resistance change of 3.6 µΩ — or 1.2 mV. In practice, both the signal

and noise levels are far in excess of this limit, so it is not expected that the resolution of the

instrumentation to be a significant limitation in resolving the desired signal.
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When performing measurements at high current densities, the sample will heat up and

increase its resistance until it reaches a new stable temperature. This can have a significant

effect on the resistance of the sample. For this reason 1) only relative changes in the

magnetoresistance are meaningful to report, and 2) the sample must be allowed to come into

thermal equilibrium before the measurement can proceed. This second point was achieved

by applying the desired current to the device and waiting for the absolute resistance of the

sample to stabilise before proceeding to the full measurement. Each magnetoresistance

sweep was then performed multiple times. If there was any significant change in the sample

resistance over time due to temperature changes, which usually manifests themselves as a

gradient in the resistance over time and differences between the different sets of data, then

the measurement was discarded and repeated until a repeatable set of data could be obtained.

This final point also enables the detection of changes to the sample’s microscopic structure

caused by the high current densities and heat produced during the experiment: for example,

electromigration. As a final check against this possibility, each sample was measured at a

low current density after the final measurement, and the magnetoresistance was recorded

compared with its resistance at that same current density before the current sweep to ensure

that its behaviour had not changed.
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3.5 Low-energy muon spin-rotation

Fig. 3.14 (a) Implantation probability as a function of depth inside a thin film and average
muon beam energy. Reproduced from [235]. (b) Typical muon beam detector setup. Muon
beam is incident on the sample, and the resulting positron emissions are detected by detectors
placed forwards and aft of the sample space. Reproduced from [236].

Low-energy muon spin-rotation is a technique for locally probing the magnetic field within a

thin film as a function of depth into the sample. Included here is a short description of the

basic workings of this measurement technique, as not all readers will be familiar with it and,

although not employed here explicitly, it forms an important part of the claimed evidence

for the observation of spin-triplet Cooper pairs in Nb/C60/Cu/C60 heterostructures. These

heterostructures are investigated in Chapter 4.

The basic principles are as follows. First, a beam of spin-polarised muons is fired at

a thin-film sample. These muons typically have a few keV in energy in the low-energy

variant used in thin films. The energy of the muons determines the depth at which they

‘implant’ in the sample, where they rapidly thermalise (Figure 3.14a). There, their magnetic

moments then oscillate at the Larmor frequency, ωL = γµ0H , around the local magnetic

field, µ0H , until they decay, with a lifetime of around 2µs. Once they decay, they emit

positrons preferentially in the direction of their magnetic moment. By detecting these

positron emissions, the magnetic moment of the cloud of muons as a function of time can be
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determined, and from their precessional frequency, the strength of the magnetic field [237].

Consequently, the local magnetic field can be calculated by measuring the Larmor frequency

of the muons from the time-varying frequency of the detection of their positron emissions at

different positions relative to the sample. By tuning the energy of the beam, the implantation

depth can be tuned, and the magnetic field inside a thin-film sample measured locally with a

resolution determined by the stopping profile of the muon beam.

The time evolution of the number of positrons detected per unit time, Ni(t), at a detector

positioned parallel to a given axis, i, can be described by the expression:

Ni(t) = N0 exp
(

− t

τµ

)
(1 + a0Pi(t)) (3.10)

where N0 is a measure of the number of muons in each muon packet, τµ is the muon

lifetime, Pi(t) is the muon spin polarization along a given direction; the direction between

the sample and the position of the detector, and a0 is an empirical constant that depends on

the experimental setup [236]. If one can determine Pi(t) with sufficient accuracy, it should

be possible to determine the magnetic moment experienced by the muons at a given spatial

location and time. This is typically achieved by measuring the asymmetry in the number of

muons recorded over time (the count) and two oppositely position detectors, forwards and

backward of the sample space (Figure 3.14b). This gives a good measure of the polarisation

as the positrons are emitted preferentially in the direction of the muon spin polarisation,

leading to an asymmetry in the count.

For a given muon source-detector configuration, experiments are broadly classified based

on the direction of the external field applied across the sample space during the measurement.

No field, a field longitudinal to the incoming muon polarisation, a field transverse to the

incoming muon polarisation, or a field that cancels out any field inside the sample space

to produce a net zero field, can all be applied during the experiment. In Chapter 4, the

experiment performed that forms the basis of this work utilised a transverse external field
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during the measurement, as is often employed in measurements on superconducting samples

[236]. Hence, it is this case that will be focused on here, although the principles are similar

across all variants.

In the case of a transverse external magnetic field, Pi(t) is related to the asymmetry, Aµ,

in detection between the number of counts measured by two detectors placed on opposite

sides of the sample space by the formula:

Pi(t) = Aµ(t) cos (γµBT t+ ψ) exp(−λt) (3.11)

where γµ is the muon’s gyromagnetic ration, BT is the external transverse magnetic field,

ψ is a phase constant, and λ is the depolarisation rate [235]. The oscillatory term in (3.11)

represents the muons’ precession about the external field, and the depolarisation term relates

to the loss of coherency in the muon beam over time — typically due to interactions with

nuclear magnetic moments. In order to determine Pi(t) with any accuracy, it is necessary

to capture millions of muon decay events with a sufficient time accuracy to resolve the

rotation of their magnetic moments (Figure 3.15a). From this, it is possible to determine the

asymmetry in the probability of a given positron being detected in either the forward or the

backwards detector, and from this the polarisation along that axis. The asymmetry in the

detection rate between the two detectors in a typical experiment is plotted in Figure 3.15a.

Figure 3.15b shows a damped oscillating dependence of the asymmetry on time. By

spectrally analysing this signal (typically using either Fourier transform or maximum entropy

methods), the Larmor frequency of the decaying muons can be determined, and hence recover

the strength and direction of the local magnetic field.

In practice, analysing muon spin rotation data is often much more challenging than the

basic picture presented above. For instance, the notion that this measurement is ‘local’ is

clearly somewhat problematic given the relatively broad (relative to the extent of the sample)

distribution of stopping distances for a given muon energy (see Figure 3.14a). Reconstructing
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Fig. 3.15 (a) Number of muons’ detected (count) at two detectors placed forwards and
aft of the sample under study as a function of time after the initial muon beam pulse. (b)
Asymmetry between the two detectors’ counts over time. By spectrally analysing this signal,
the Larmor frequency of the muons can be determined, and hence the local magnetic field
they experience. Figure reproduced from [236].

a local magnetic field distribution from this measurement with any given accuracy can

therefore be challenging. The simple picture of independent muons rotating around a local

magnetic field can also be violated. A common complication is that muons may not only

exist within the material as an isolated, and effectively independent, muon but may also

combine with electrons inside the material to form a bound, hydrogen-like, atom known as

muonium. They may also form chemical bonds with the material under certain conditions.

These new states of the muons inside the material can influence the interpretation of the data

collected and must be carefully considered when analysing each data set. The interested

reader can consult references such as [236] for additional details.





Chapter 4

In search of spin-triplets at metal-organic

interfaces

In recent years there has been some interest in the properties of metallic-molecular interfaces

for spintronic applications. It has been shown that a C60 (fullerene) thin-film can induce

ferromagnetic order at the interface with the bulk-paramagnet Cu (and Mn), and that the

spin-orbit coupling at Pt/C60 and Ta/C60 interfaces can be sizeably enhanced, increasing

the spin-Hall magnetoresistance and the spin-Hall angle. Recently, it has been reported that

a C60/Cu/C60 layer may be able to act as a ‘spin-converter interface’ when placed adjacent

to a superconducting thin-film, acting to rotate the spin-singlet Cooper pairs native to the

conventional superconductor into spin-triplet Cooper pairs. Chapter searches for evidence

of the presence of a spin-triplet Cooper pair condensate in a Nb/C60/Cu/C60/Permalloy

heterostructure via spin-pumping FMR measurements.

Instead of finding evidence of a spin-triplet Cooper pair condensate, however, it is found

that the ferromagnetic moments in the permalloy become strongly coupled to the supercon-

ducting condensate below the transition temperature, resulting in strong hysteretic behaviour

in its FMR response, both with respect to temperature and magnetic field. This coupling is

revealed result from the formation of a vortex state in the adjacent superconducting layer.
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More specifically, it is caused by an instability of the vortex population to the formation of

thermomagnetic avalanches, or flux jumping, a phenomenon that should be energetically

forbidden in thin-film Nb under these experimental conditions. The existence of this anoma-

lous vortex state suggests some kind of modification of the superconducting properties by the

C60, and that the low-energy muon spin-rotation measurements, purported to show evidence

of spin-triplet Cooper pairs, may in fact have been measuring the magnetic moment of the

superconducting vortices forming in this anomalous vortex state.

4.1 Introduction and scientific background

Molecular interfaces first attracted the interest of the spintronics community after it was

demonstrated that molecular-ferromagnetic structures could be used as effective spin-tunnel

junctions in a FM/M(olecular)/FM heterojunction. It was discovered that these devices could

exhibit large local magnetoresistance [238]: the dependence of the device’s resistance on

the relative orientation of the ferromagnetic terminals. The local magnetoresistance was

measured over areas tens of nm2 large using an atomic-force microscope (AFM) tip. In some

cases, it was possible to achieve local magnetoresistances of around 300%, comparable with

the best performing inorganic devices.

This was explained as resulting from the hybridisation of the local molecules’ HOMO

(highest-occupied molecular orbital) with the conduction band of the ferromagnetic terminals.

This hybridisation is expected to vary, not only with the molecular composition, but also

with the local orientation and arrangement of said molecules. These results were of great

interest to the spintronic community, not so much because of the overall performance of the

device, but because of the physical mechanism behind it and the potential freedom it offered

experimentalists for device design and optimisation [238, 239]. By carefully selecting the

molecules used for the molecular interface out of the effectively limitless number available,

and perhaps even their orientation, stacking or arrangement, it may be possible to tune the
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properties of ferromagnetic-molecular interfaces in order to deliver devices displaying novel

phenomena and exciting performances.

That was the basic promise, and whilst exploiting ‘spinterface’ science’s potential is still

an ongoing project, there have been a number of interesting discoveries from a fundamental

physics and device perspective [229, 235, 238–243]. For a review of the field’s progress and

fundamentals, see [240] and the references therein.

This chapter will be investigating the behaviour of metallic-molecular interfaces using C60

(fullerene) molecular films. C60 is a natural choice of molecule for spintronic applications as

it has good energy matching of its molecular π-bonded p electrons with the 3dz electrons of

common transition metal ferromagnets [229] (Fe, Co, etc.). The result of this interaction is

the transfer of charge between the metallic layer and the molecular layer [229, 240]. This

modifies the Fermi occupancy at the interface because of the difference in the work function

of the molecular HOMO and the conduction band electrons, an effect that is quickly quenched

in the metal as you enter into the bulk. Additionally, the molecular states hybridise with the

metallic states, resulting in the formation of new hybrid states localised to the interface that

may come to dominate the properties of the device [240]. Consequently, the properties of

the resulting hybrid thin-film structure may differ substantially from what one would expect

naïvely from the properties of the bulk materials in isolation, and there is a growing body

of work showing how C60 thin-films can be used to modify and improve spintronic devices

[229, 235, 243, 244].

Of particular relevance to this work is the observation that the interaction between

C60 and the transition metals Cu and Mn is capable of inducing ferromagnetism in the

previously bulk-paramagnetic materials [229, 244]. The evidence for this interaction follows

from magnetometry and low-energy muon spin rotation measurements in heterostructures

composed of thin (≤ 3 nm) Cu (or Mn) layers, sandwiched in between two 15 nm C60

films. Magnetometry measurements detected the presence of a ferromagnetic moment that
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disappears when the Cu layers are separated from the C60 by a 3nm layer of Al on either side.

Low-energy muon spin-rotation measurements (see Section 3.5) reveal that this moment

is localised inside the Cu layer, and that it is rapidly quenched with increasing Cu layer

thickness, vanishing when the Cu layer is just 4 nm thick after a peak at 2.5 nm. Consequently,

the detected moment can be unambiguously attributed to a ferromagnetic order inside the Cu

itself.

This observation is still not well understood theoretically. Density functional theory

simulations based on an itinerant electron model of ferromagnetism predict an increase in

the density of states at the Fermi level due to the aforementioned charge transfer. However,

the calculated change in the density of states was insufficient to overcome the Stoner criteria.

Nevertheless, the experimental evidence is compelling, suggesting that some kind of charge

transfer mechanism is causing magnetic ordering/hardening localised at the C60/Cu interface.

It was these ferromagnetic C60/Cu/C60 layers that were proposed as a spin-converter

interface (IS−C) in a recent work claiming to have detected evidence of spin-triplets in

Nb[50]/C60[10]/Cu[3]/C60[10] heterostructures (the numbers in brackets are the layer thick-

nesses in nm). In the presence of a spin-triplet condensate, the sign of the Meissner effect

may change from diamagnetic to paramagnetic. By measuring the local magnetic field using

low-energy muon spin rotation measurements, Rogers et al. [235] were able to detect a local

paramagnetic Meissner screening signal, which they attribute to the presence of a spin-triplet

Cooper pair condensate inside the heterostructure.

They began with transport measurements on Nb/C60/Metal heterostructures, which

showed that, below the transition temperature of Nb, the adjacent C60 layer becomes super-

conducting via the proximity effect. The condensate extends into the C60 over a characteristic

length scale of 30 ± 9 nm. This was measured via the suppression of TC with decreasing

C60 thickness in Nb/C60Metal heterostructures [235].
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Low-energy muon spin rotation experiments were performed in two device architectures:

Nb[50]/C60[10]/Cu[3]/C60[10]/Au[50]/C(apping)L(ayer) and Nb[50]/C60[20]/Au[50]/CL.

The Au layers act as a target for the muons to implant in, and by using different muon beam

energies the implantation depth can be varied (Figure 4.1a). The local field, measured at

a variety of implantation depths (energies) is shown in Figure 4.1b, and is consistent with

a London model with a London penetration depth of 313 nm and 218 nm in the samples

with and without Cu respectively. This shows that there is a substantial modification of the

superconducting parameters between the two samples that cannot be explained by suppression

of the superconductivity due to the ferromagnetism in the Cu layer; as this would suppress

the transition temperature when it is in fact found to be slightly larger for the sample with Cu.

The low-energy muon rotation experiments were repeated on Nb[50]/C60[30]/Au[10]/C60[20]

/Au[10]/C60[20]/Au[10] (the control) and Nb[50]C60[15]/Cu[4]/C60[15] / Au[10]/C60[20]/Au[10]

/C60[20]/Au[10] structures using two beam energies: 9 keV, which implants primarily in the

layer of Au above the C60[30] / IS−C layer, and 20 keV, which implants in the Nb supercon-

ductor itself (Figures 4.1c and 4.1e). In both samples, the 20 keV beam measures a decrease

in the local magnetic field compared to the normal state due to the Meissner screening in the

type-II superconducting Nb (Figures 4.1d and 4.1f). However, this reduction is decreased

by a factor of two in the sample with the IS−C compared to the control. In the control, the

9 keV beam measures a local field that either stays the same as in the normal state, or slightly

decreases (Figure 4.1d). As the propagation length of the Cooper pairs in the C60 layer is

about the same length as the layer thickness, any screening effect is much reduced compared

to the 20 keV beam. In contrast, the 9 keV beam in the sample containing the spin-converter

interface shows an enhanced local magnetic field compared with the normal state (Figure

4.1f).

An enhanced local field is indicative of a paramagnetic-Meissner effect, a signature of a

Cooper pair condensate containing a greater density of spin-triplet Cooper pairs, nT , than
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spin-singlets, nS [245–247]: i.e. nT/nS > 1. It is this evidence that forms the basis of the

claim that the spin-converter interface can produce a spin-triplet condensate, though it is not

presently well understood how the IS−C could act to rotate the native spin-singlet Cooper

pairs in the Nb into spin-triplets. The mechanism may involve a non-uniform magnetic

texture in the ferromagnetic Cu, or a misalignment of the spin-orbit coupling field in the C60

and the exchange field in the Cu.

In the following Chapter, FMR measurements will be used to search for evidence of these

spin-triplets on samples with and without the IS−C , above and below the transition temper-

ature. Instead of finding evidence for spin-triplets however, a substantial and anomalous

population of magnetic vortices in the superconducting condensate is found. These vortices

have a strong influence on the magnetic resonance behaviour of the devices, and may prompt

a reinterpretation of the low-energy muon spin-rotation measurements.
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Fig. 4.1 (a) (top) The simulated local magnetic field for a London model with a penetration
depth of 313 nm and 218 nm. (bottom) Fraction of muons implanted at a given depth for a
range of muon beam energies. (b) Local magnetic field measured by muon spin-rotation and
the associated fits to the London model. (c) (left) Fraction of muons implanted at a given
depth for 9 keV and 20 keV muon beams in the sample without the IS−C . (right) Calculated
decay of the number density of Cooper pairs induced in the sample due to the proximity
effect with distance from the Nb superconductor. (d) Local magnetic field variations with
temperature (relative to the field measured in the normal state) inside the sample without the
IS−C for two muon-beam energies in an in-plane field of 30 mT.
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Fig. 4.1 (previous page) (e) (left) Fraction of muons implanted at a given depth for 9 keV
and 20 keV muon beams in the sample with the IS−C . (right) Cartoon showing the proposed
effect of the IS−C on the relative proportion of spin-singlet (ns) and spin-triplet (nt) Cooper
pairs. (f) Local magnetic field variations with temperature (relative to the field measured
in the normal state) inside the sample with the IS−C for two muon-beam energies in an
in-plane field of 30 mT. The 9 keV beam shows a slight paramagnetic response, attributed to
a significant spin-triplet Cooper pair condensate inside the sample. Figure reproduced from
[235].

4.2 Experimental design

Section 2.5.2 contains an in-depth explanation of the effect the presence of spin-triplets has on

the measured FMR linewidth as a function of temperature above and below the superconduct-

ing transition. To summarise, in a well-behaved metallic-ferromagnet/superconductor het-

erostructure containing a significant spin-triplet condensate, one would expect the linewidth

of the ferromagnetic resonance to exhibit a reasonably sharp increase below the transition

temperature due to the ability of the spin-triplets to carry spin-angular momentum produced

via spin-pumping from the precessing ferromagnet away from the ferromagnet/superconduc-

tor interface. In contrast, should the superconductor only contain spin-singlet Cooper pairs,

it would be expect instead to see a decrease in the linewidth below the transition temperature

as Andreev reflection does not allow for the transmission of angular momentum across the

interface, quenching the influence of spin-pumping on the frequency-dependent damping.

The ferromagnetic resonance linewidth of two samples will be measured, sample IS−C

and sample C60, fabricated by Alistair Walton from the University of Leeds. Their structures

are shown in Table 4.1:
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Sample IS−C (Si/SiO2)Nb[49] C60[10]Cu[2.7]C60[10]Py[7.7] Al[10]C60[20]Al2O3[2]

Sample C60 (Si/SiO2Nb[49] C60[20]Py[7.7] Al[10]C60[20]Al2O3[2]

Sample C (Si/SiO2)Nb[49] C60[10]Cu[2.7]C60[10] Al[10]C60[20]Al2O3[2]

Table 4.1 Structures of the proposed spin-converter interface samples. The thickness of the
metallic layers was measured by x-ray reflectometry, and the thickness of the C60 layer by a
quartz microbalance during deposition.

Precise details of the fabrication procedure can be found in Section 3.2.1. Samples IS−C

and C60 both contain a 50 nm layer of the type-II superconductor Nb and an 8 nm layer

of ferromagnetic permalloy (Py), separated from one another by either an IS−C structure

(sample IS−C), or 20 nm of C60 (sample C60). Sample C is a reference sample, used to

characterise the ferromagnetic properties of the IS−C structure without interference from the

Py layer.

FMR measurements will be performed on the two samples, samples IS−C and samples

C60 (Table 4.1), using a stripline FMR set-up (see Section 3.3.1). The sample is contained

within a liquid-Helium cryostat equipped with a superconducting magnet that allows the

external magnetic field in-plane to be varied in one direction, and whose temperature is

controlled using a heater connected to a PID controller.
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4.3 Results

4.3.1 Initial sample characterisation

Fig. 4.2 (a) Magnetisation versus field for sample IS−C (orange dots) and sample C60 (blue
dots) at 300 K. Insert: Magnetisation versus field at low fields for both samples. (b)
Magnetisation versus field for sample C (no Py, magnetic moment is from the IS−C only)
at 300 K. (c) and (d) Magnetisation (due to the Meissner effect) versus temperature for
samples C60 and IS−C respectively, showing a transition temperature of around 8 − 8.5 K.
All measurements were performed using SQUID magnetometry by Alistair Walton from the
University of Leeds.

Post fabrication, the critical temperature and magnetic moments (Ms) of the samples in

Table 4.1 were measured by SQUID magnetometry by Alistair Walton from the University
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of Leeds (Figure 4.2). The critical temperatures and magnetic moments extracted from these

measurements are shown in Table 4.2.

Both samples exhibit a superconducting transition around 8.5 K, and similar magnetic

properties of their Py layers.

Sample TC / K µ0Ms(Py) / mT µ0Ms(Cu/C60/Cu) / mT

Sample IS−C* 8.25 ± 0.05 940 ± 25 N/A

Sample C60 8.55 ± 0.05 980 ± 25 N/A

Sample C 8.25 ± 0.05 N/A 12.7 ± 0.5
Table 4.2 Sample properties measured by SQUID magnetometry. *The measurement of the
saturation magnetisation of Py in this sample assumes the magnetic moment from the IS−C
is negligible in comparison with the moment from Py.

4.3.2 Temperature and Magnetic field dependence of the linewidth

Fig. 4.3 Linewidth versus frequency for (a) sample IS−C and (b) sample C60 (data below TC
was collected after zero-field cooling below the transition temperature). An arbitrary offset
has been added to each temperature to separate the curves clearly. Above and close to the
transition temperature, (∼ 8.5 K), the linewidth’s frequency dependence is well described by
a linear relationship as expected from the usual Gilbert damping expression for the linewidth
(see linear lines of best fit). Beyond around 6 K for both samples, a shoulder develops in the
frequency dependence.
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In order to detect evidence of a spin-triplet condensate, the Gilbert damping was measured

above and below the transition temperature via spin-pumping FMR experiments. Figures

4.3a and 4.3b show the (in-plane) frequency dependence of the linewidth for a range of

temperatures above and below the transition temperature for samples IS−C and C60 respec-

tively. Above the transition temperature, the samples behave as expected, showing a linear

dependence of the linewidth on the frequency from which it is possible to extract the Gilbert

damping and inhomogeneous broadening (see lines of best fit to high T data in Figure

4.3). Below the transition temperature, however, a sizeable divergence from the expected

linear frequency dependence is seen. At low frequencies, the linewidth depends linearly on

frequency, before a shoulder appears and the frequency dependence switches to a new, linear,

dependence with a lower gradient.

Low-frequency gradient in the linewidth

This nature and position of this shoulder depended on both the strength of the magnetic

field applied and the temperature. Figure 4.3 clearly shows that in the field-cooling case, the

shoulder becomes more pronounced as one goes further below the transition temperature.

Because of the two distinctly linear regions, it is worth considering if meaningful information

can be obtained from the gradient of the low-frequency region. However, the gradient

of the linewidth and position of the shoulder were found to be strongly dependent on

the experimental conditions used to measure the data in such a way that the gradient of

the linewidth in this regime cannot be accurately interpreted in terms of the presence (or

otherwise) of spin-triplets.

In particular, when conducting an FMR measurement at constant frequency, it is necessary

to sweep the field from below to above the resonance over a certain range. It was found

that in the low frequency region, the recorded linewidth strongly depended on how far

past the resonance the magnetic field was swept when recording the data. As the data was
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collected from low to high frequency successively, this means that the recorded linewidth

was dependent on the highest previously applied magnetic field. This suggests that there is a

magnetic origin to this phenomena, and also meant that the gradient in the linewidth could

not be used to extract the Gilbert damping in this regime.

Non-linear linewidth dependence below TC

In order to find evidence of spin-triplet Cooper pairs from the temperature dependence of

the linewidth, it will be necessary to understand and model the physical mechanism behind

this unusual frequency dependence. A model of interaction between the superconducting

condensate and the magnetic moments in the Py based on the formation of stray vortexes

within the superconducting layer will be proposed, ruled out as energetically impossible in

previous analysis [235]. From this, it is propose that the purported evidence for spin-triplet

Cooper pairs, is in fact signal resulting from the formation of these vortices instead.

Non-linear frequency dependencies are usually the result of magnon-magnon scattering

induced damping caused by sample inhomogeneities. The phenomenology of this mechanism

is described in Section 2.2.2. The precise frequency dependence of the magnon-magnon

scattering linewidth contribution (∆HM−M ) depends on the model of inhomogeneity one

adopts [248], and is in general non-trivial to calculate. A commonly adopted model is to

assume the inhomogeneity is a result of pits and troughs in the magnetic interface due to

non-zero surface roughness [103, 109]. It is expected that for these samples the surface

roughness will be around 1 nm for a film thickness of 8 nm [229, 244, 249], which is a

considerable fraction of the total film thickness. Consequently, one might expect a similar

mechanism to be in operation here. Adopting this model results in the following frequency

dependence of the linewidth [103, 248]:

∆HM−M = Γ arcsin

√
ω2 − ω2

0 − ω0√
ω2 + ω2

0 + ω0

 (4.1)
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where Γ relates to the strength of the magnon-magnon scattering and is treated as a free

parameter, and ω0 = γ0(K⊥ − Ms/2) ≈ γ0Ms/2, which follows as it is not expected to

see significant PMA in these samples. This is confirmed by the excellent agreement of the

effective magnetisation, Meff = Ms −H⊥, in the Kittel formula fit to FMR measurements

of the resonance frequency of the samples (see Figure 4.4) and the room temperature

magnetometry measurements (Table 4.2).

Fig. 4.4 Frequency dependence of the resonance field for (a) sample IS−C at 5K in the ZFC
(open blue circles) and FC (orange dots) case. Likewise for sample C60 (Nb/C60/Py) (b).
Dashed blue line shows a fit to the Kittel formula including only the thin-film demagnetisation
term (as a free parameter), where Ms = 1.03 T (a) and Ms = 0.98 T (b), in excellent
agreement with the room-temperature magnetometry measurements (Table 4.2).

Figure 4.5c (insert) shows an exemplary fit of the linewidth data using a model of

inhomogeneous broadening + Gilbert damping + magnon-magnon scattering:

∆H = ∆H0 + α

2πγ0
ω + Γ arcsin


√
ω2 + ω2

0 − ω0√
ω2 + ω2

0 + ω0

 (4.2)

The fit fails to reproduce the experimentally measured linewidth frequency dependence.

Additionally, if magnon-magnon scattering were the dominant cause of the non-linear

linewidth dependence, it should be expected to show up in the linewidth dependence above
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TC as well, which is well fitted by the usual Gilbert damping expression for ∆H (although

this does not necessarily rule out some ferromagnet-superconducting condensate interaction

enhancing this effect below TC).

Fig. 4.5 Exemplary linewidth versus frequency curves for (a) sample C60 at 7 K, (b) sample
C60 at 6 K, (c) sample IS−C at 5 K, in the zero-field cooled case (orange circles) and
field cooled (0.5 T saturating field applied prior to the measurement) case (blue circles)
and (insert) fit of the (ZFC) linewidth to magnon-magnon scattering model. Below the
transition temperature (8 K), field cooling increases the measured linewidth substantially at
low frequencies, an effect that diminishes as the frequency/resonance field is increased until
the two curves are indistinguishable.

In addition to this unusual linewidth dependence, a significant difference between the

FMR response of the device when field cooling (FC) versus zero-field cooling (ZFC) below

the transition temperature is observed. Figure 4.5 shows the frequency dependence of the

linewidth after a saturating magnetic field of 0.5 T had been applied to the sample prior to

frequency sweep above and below the transition temperature. The sample is then allowed
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to relax into its remnant state at zero field before the measurement. The measurement then

proceeds as normal by sweeping the magnetic field about each resonance field and measuring

the response at fixed frequency for each frequency in ascending frequency order.

Above the transition temperature, the application of a large field prior to measurement has

no effect on the frequency dependence of the linewidth. This is consistent with the expected

behaviour of permalloy, which has a saturation field (µ0Hsat) of at most a few mT (see Figure

4.2a), so one would not expect the application of a large field prior to the frequency to have

any significant impact when the resonance field of each frequency is already substantially

in excess of the expected saturating field. In contrast, below the transition temperature,

applying a saturating field prior to the measurement results in a significant change of the

measured linewidth, particularly at low frequencies (and hence small resonance fields) and

low temperatures.

The origin of this behaviour cannot be either paramagnetic or diamagnetic in origin,

as once a large field has been applied below the transition temperature, it is not possible

to recover the original zero-field cooled linewidths (orange circles in Figure 4.5) whilst

remaining below the transition temperature: the linewidths remain permanently broadened.

However, if the sample is heated up to above the transition temperature, then zero-field cooled

back down below it, it is possible to recover the ZFC linewidths. Heating/cooling below the

transition temperature has minimal effect on the linewidth once the sample has entered its

‘remnant’ state (i.e. experienced a large field that is then reduced to zero). Consequently, the

hysteretic behaviour cannot simply be an effect that emerges in the permalloy natively, but

rather can only be caused by a magnetic-field dependent coupling between the ferromagnetic

permalloy and the superconducting condensate.
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Fig. 4.6 Temperature dependence of the resonance field’s (Bres) frequency dependence above
and below the transition temperature (≈ 8.5 K) for sample IS−C (a) and sample C60 (b).
Neither sample shows a particularly strong temperature dependence, nor any signs of a
particular dependence on the transition above/below TC .

To further emphasis this point, Figure 4.6 shows the temperature dependence of the reso-

nance frequencies of the permalloy ferromagnetic above and below the transition temperature.

As there is no significant difference between the, any kind of ferromagnetic phase transition

(e.g. to a ferrimagnetic state) in the permalloy can be ruled out as it would be expect to

significantly affect the resonance frequencies. Additionally, the change in the linewidth

cannot be attributed to the change in the resonance frequency and hence Gilbert damping.
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Evidence of hysteretic behaviour of the FMR response:

Fig. 4.7 Measured rectified voltages above (a) and below (b) the transition temperature for a
range of fields applied prior to the measurement (legend) for sample C60 (Nb/C60/Py) at a
5 GHz. Above the transition temperature, applying a larger field prior to the measurement
has no effect. Below the transition temperature, applying a saturating field has a significant
effect on the measured linewidth, up until around 100 mT. Each resonance curve has been
offset in the x-axis for clarity.

Figure 4.7 shows the measured resonance curves as a function of the applied static field prior

to the measurement at a fixed frequency (5 GHz). Applying progressively larger fields before

each repeated measurement always results in a monotonic increase in the measured linewidth

up until some sufficiently large field, at which point it settles at its final value. Figure 4.8

shows this enhancement in the linewidth between a ZFC and FC measurement, with the FC

sample showing a broadened peak. This behaviour is repeatable across both samples for

temperatures below TC (particularly below 6 K and lower) (see also Figure 4.5).

Figure 4.9 shows the evolution of the line shape before/after a saturating field has been

applied to the device at 6 K for a range of frequencies (sample C60), showing an entirely new

peak appearing in the resonance spectrum close to the original resonance, and a deviation

from the expected Lorentzian shape at larger frequencies, with a broadening of the low-field

tail relative to the high field tail.
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Fig. 4.8 Normalised rectified voltage of the FMR signal at 5Ghz and 5K for sample C60
(Nb/C60/Py) before and after a 250mT external field is applied. After the field is applied, the
linewidth of the signal appears to increase, whilst the resonance frequency remains unaltered.

Fig. 4.9 Frequency dependence of the lineshape of sample C60 (without IS−C) at 6 K in
the ZFC (a) and FC (0.5 T field applied before the measurement) (b) case. Applying a
saturating field results in a substantial distortion in the lineshape such that at sufficiently low
frequencies, a whole new peak appears in the output voltage (labelled by a cross in (b)).

These observations can be explained by a model of overlapping, but distinct, resonances,

whose position relative to one another is somehow shifted due to the interaction of the

superconductor and the ferromagnet by the application of a large magnetic field prior to the
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measurement. The net output of the device is the superposition of these resonances, and this

results in an increase in the measured linewidth as their resonance fields become spread-out

and separated, as observed. If they become sufficiently separated, then their superposition

would produce a multi-resonance spectrum, as in Figure 4.9b. Distinct resonances of this

form can occur in a ferromagnet if the oscillations become localised, where the ferromagnet

oscillates not as a single, uniform, mode, but rather as distinct localised modes [101, 108–

110], and are typically a result of a sufficiently inhomogeneous effective field acting on the

ferromagnet.

What remains to be determined what is mechanism is responsible for this localisation,

and why this should cause the resonance peaks to display such strong hysteretic behaviour

even at high (relative to Hsat) magnetic fields at resonance. In the following sections, it is

argued that this can be understood as resulting from an interaction between the stray fields

of a superconducting vortex population, induced by the saturating field during FC, and the

ferromagnetic Py.

4.3.3 Physical origin of the magnetic-superconductor interaction

The distortion in the lineshape at low frequencies (Figures 4.7, 4.5, and 4.8), and indeed

in some cases additional peaks appearing in the spectrum (Figure 4.9), suggests that the

magnetisation, rather than oscillating as a single, uniform, Kittel-like mode, is instead split up

into localised oscillations of the magnetic moment, each with their own resonance field and

linewidth. Localised precession can occur in FMR experiments if the magnetisation experi-

ences highly inhomogeneous local magnetic fields. In this limit, the effect of inhomogeneities

must be treated differently from the more common magnon-magnon scattering picture, where

the inhomogeneities are sufficiently small that they can be treated as a perturbation to the

single coherent, uniform precessional motion. This localisation causes the local magnetic

moment to oscillate in domain-like patterns at its own resonance frequency about the local
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magnetic field [101, 108–110]. Consequently, the observed resonance spectrum is not a

single peak, but rather a superposition of many local oscillations, all slightly offset from one

another and overlapping to produce a single, distorted and broadened resonance peak (Figure

2.2c). If the local magnetic fields are disparate enough, then additional resonances can also

appear in the spectrum (Figure 4.9b).

Localised oscillations of this form have not previously been reported in the literature in

otherwise homogeneous (as evidenced by the above-TC behaviour of the samples) SC/FM

heterostructures. The closest observation is that of localised oscillations in nuclear magnetic

resonance (NMR) measurements in a SC/FM heterostructure, where a similar distortion

in the lineshape from the expected single resonance was observed in Ni/V/Ni trilayers in

the superconducting (V) state [250] due to a spin-screening effect [251]. Their results are

not directly comparable to ours, as in NMR the nuclei oscillate effectively independently

whereas, in FMR, one considers the mutual oscillations of strongly coupled oscillators (the

electronic spins), making NMR very sensitive to distortions in the lineshape due to local

inhomogeneities. Consequently, such a mechanism should not be expected to be able to

induce localised oscillations in the ferromagnetic moments, as the strength of the induced

inhomogeneity would be far too weak: whatever mechanism is causing the magnetisation

oscillations to localise must be of a hitherto unknown nature or strength.

In order to further investigate the properties of the superconducting condensate, and

hence what might be capable of inducing such a strong inhomogeneous magnetic field that

it could cause the ferromagnetic oscillations to become localised, SQUID magnetometry

measurements were performed on both samples IS−C and C60.
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Fig. 4.10 The difference in the magnetic moment of sample IS−C (Nb/C60/Cu/C60/Py) at (a)
and (d) 7 K, (b) and (e) 5 K, and (c) 3 K, and 10 K. At 7 K, the curve is characteristic of a
type-II superconductor with a trapped vortex lattice. The data is left as the magnetic moment
as the total volume over the superconducting region is uncertain due to a substantial proximity
induced SC state in the C60. Below this, the net magnetic moment displays unusual magnetic
field dependence. (f) Raw magnetic moment at 7 K. The magnetic moment from the trapped
flux dominates over the ferromagnetic contribution from the permalloy. Trapped flux at low
fields at (g) 7 K, (h) 5 K, and (i) 3 K. The virgin ZFC and FC curves intersect at similar
magnetic field values to where the ZFC and FC linewidth curves intersect. Measurements
performed by Guillermo Nava-Antonio from the University of Cambridge.

Figure 4.10 shows a SQUID measurement of the difference in magnetic moment (versus

in-plane field) between a measurement performed at 10 K (above TC) and at a range of

temperatures below TC for sample IS−C (Nb/C60/Cu/C60/Py).1 Subtracting the 10 K mea-

1SQUID measurements were performed by Guillermo Nava-Antonio from the University of Cambridge
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surement removes the signal from the normal state ferromagnetic Py, leaving behind only the

magnetic moment that is a consequence of the superconducting transition.

At 7K (Figure 4.10a), just below the transition temperature, the resulting hysteresis curve

is characteristic of a type-II superconductor in the Shubnikov state, where the superconducting

order surrounds a lattice of normal state vortices with a net magnetic moment [219]. The field

at which the sample transitions from the Meissner phase to the Shubnikov phase (HC1, see

Section 2.5.3) can be estimated from the minima in the magnetic moment, which provides an

upper bound of ∼ 25 mT. The presence of a significant number of in-plane vortices at such

low fields is in direct contrast to the existing literature on in-plane vortex formation in type-II

superconductors, which is generally assumed to occur only at large magnetic fields [235, 252–

254], especially when the thickness of the SC layer is less than the penetration depth. In

Section 4.3.5, it is calculated that for typical Nb SC-parameters and these film thicknesses,

a field well in excess of 100 mT should be required to form an in-plane vortex population.

Consequently, the presence of the C60 layers must significantly alter the properties of the Nb

superconducting condensate for it to be possible for such a state to form.

The presence of a significant vortex population has been shown to have a significant effect

on the FMR properties of adjacent ferromagnets due to coupling between the ferromagnet

and the flux lines expelled by the vortices [28]. Figures 4.10g-i show a close-up of the ZFC

and FC virgin curves (i.e. the magnetic curves recorded at the start of each sweep from 0 T).

There is a coincidence of the two curves around 60 mT. This coincides roughly with the

coincidence of the ZFC and FC linewidth/frequency graphs, which join close to 6 GHz. A

6 GHz resonances has a corresponding resonance field of around 45 mT (Figure 4.4), and in

practice the device will experience a field larger than this during the measurement, as the

magnetic field must be swept some way beyond the resonance field to collect data on the

whole curve. This coincidence has not been measured precisely, but nevertheless shows that

the two measurements can be correlated to the same order of magnitude in the magnetic field.
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The above evidence points to an interaction between the superconductivity and ferro-

magnetism, mediated by the stray field of the vortex population. There is some precedent

for such an interaction in the literature, although important differences remain. The effect

of vortices on ferromagnetic resonance behaviour was studied by Jeon et al. [28], who

observed a significant increase in the zero-field linewidth below TC in Nb[≥ 100 nm]/Py

heterostructures that they attributed to the inhomogeneous field from pinned magnetic flux

vortices in the adjacent Nb. The behaviour of the linewidth they observe, and the influence of

the vortices, is similar to ours, except that the inhomogeneities induced in the Py still leave it

within the magnon-magnon scattering picture of inhomogeneity-induced damping, and they

do not report any hysteresis in their measured values.

Whilst Jeon et al. do not observe any hysteresis in their linewidth, hysteretic effects have

been observed in FMR studies of SC/FM heterostructures in which the SC is expected to

contain a significant population of vortices in its remnant state. Golovchanskiy et al. [255]

performed an FMR study in an out-of-plane magnetic field on a Nb waveguide (150 nm thick)

patterned on-top of a YIG (ferromagnetic insulator) substrate. They observed a significant

hysteresis in the measured peak intensity below the transition temperature, measuring a factor

of 2 decrease in the measured signal when field cooling at small fields compared to the ZFC

case. This difference reduce as the applied field was gradually increased. This is similar to

the behaviour observed in the FC/ZFC studies of the linewidth/lineshape (see Figures 4.7,

4.5, and 4.9). They do not, however, report any unusual behaviour of the linewidth.

Despite the apparent similarities, the mechanism behind the observations of Golovchan-

skiy et al. is unlikely to be applicable to the variation in the linewidth observed. They attribute

the measured variation in intensity to a variation in the coupling strength between the Nb

coplanar waveguide (which carries the microwaves used to excite the YIG) and the YIG

itself, rather than to a modification of the field experienced by the YIG in the inhomogeneous

field of the superconductor. Whilst for the FMR experimental set-up used in this work
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the magnetic properties of the superconducting layer could be expected to expel some of

the microwave magnetic fields carried by the waveguide and hence affect the measured

signal strength, this would not be expected to effect the linewidth (as Golovchanskiy et al.

observed).

Consequently, although the existing literature supports a strong interaction between the

magnetisation and vortex population, and one that is capable of displaying hysteric behaviour,

there are no reports that show that vortices can induce the kind of behaviour observed in

these samples. However, from direct comparison between the work Jeon et al. and this work,

and in particular by analysing the difference in the temperature dependence of the measured

magnetisation curves, the origin of these effects becomes clear.

In Jeon et al. [214], the shape of the magnetisation of the superconducting film is the same

as for these samples at 7 K across the whole temperate range. This is the typical magnetisation

curve of superconductors with a significant pinned vortex population and, as they observe,

should not vary significantly with temperature. In contrast, as the temperature is decreased

the superconductor develops a magnetisation that appears to jump erratically with changes

in the magnetic field at lower and lower temperatures, up until some critical magnetic field,

denoted as HM (Figures 4.10b-c, e), where the curve becomes smooth again. These jumps

in the magnetisation, and their temperature dependence, are typical of a superconductor

exhibiting a phenomenon known as flux jumping, or thermomagnetic avalanches (TMAs)

[252, 256].

Flux jumps occur when a pinned vortex is suddenly freed from its pinning site, allowing

it to move throughout the superconductor, dissipating energy as it moves [257]. This results

in local heating, transforming some of the adjacent superconducting into the normal state,

allowing additional flux into the sample and freeing other vortices from their pinning sites.

This results in a cascading, or ‘avalanche,’ effect that causes in a jump in the macroscopic

magnetisation of the sample. The first observed mechanism of this form was by Evetts in
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1967, who saw jumps in the magnetisation on one side of the hysteresis curve due to the heat

dissipated in the annihilation of the pinned negative flux vortices (relative to the external

field) with newly nucleated positive flux vortices [258]. However, the motion of vortices

itself in many cases is sufficient to induce this effect [252, 257], resulting in a symmetric

spectrum about H = 0 [257]. What is notable is that the temperature dependence of the

hysteresis correlates not with the absolute value of the vortex-induced magnetic field, which

is already considerable at 7 K (Figure 4.10a) and yet results in very little hysteresis (Figure

4.5), but rather with the instability of the sample to flux-jumping/TMA.

(a) (b)

Fig. 4.11 Magneto-optical images of magnetic flux reentry in (a) 200 nm and (b) 100 nm
thick Nb thin-films. In the 200 nm thick films, a population of in-plane vortices nucleated
at the edge of the sample are unstable to TMAs, causing a highly chaotic dendritic pattern
in the magnetic field. In the 100 nm sample, in-plane vortices are energetically forbidden
at these fields, and so the magnetic flux reentry is smooth and uniform. Figures reproduced
from [252].

Figures 4.11a and 4.11b show magneto-optic images of the magnetic flux in (200 nm

and 100 nm thick respectively) thin-film Nb superconductors observed by Vlasko-Vlasov

et al. [252]. In the 200 nm film, they observe TMAs, resulting in a highly chaotic dendritic

pattern of magnetic flux. In contrast, the 100 nm sample (which contains no in-plane vortices

responsible for TMAs) shows a very smooth reentry of the magnetic flux. From this, and the
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correlation between the temperature dependence of the unstable region and the hysteretic

behaviour, it is proposed that it is the inhomogeneous magnetic field that results from TMAs

in the vortex population that causes the hysteretic localisation of the magnetic oscillations.

The implications of the instability of the vortex population to the formation of TMAs are

discussed in greater depth in Section 4.3.5.

Figure 4.12 shows the equivalent magnetic moment measured on sample C60, which

does not appear to show the presence of any vortex formation below TC . The hysteresis

effect is comparable in both samples, and so consequently if the presence of vortices is the

underlying physical mechanism and not merely incidental then one would expect to detect

them in both samples. However, these structures are known to be vulnerable to degradation

due to oxidation and damage from UV light, and subsequent FMR measurements performed

after these SQUID measurements no longer showed any hysteresis with magnetic field.

This suggests that the absence of vortex formation is likely due to device degradation and,

consequently, further measurements on freshly fabricated samples are required to confirm or

refute the presence of a vortex state in the Nb/C60/Py structures.
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Fig. 4.12 Magnetic moment of the superconductor in sample C60 (relative to 10 K) at: 7K (a),
(d); 5 K (b), (e); 3 K (c), (f). Unlike sample IS−C (Figure 4.10), this sample shows no sign of
a significant vortex population below TC . Subsequent FMR measurements showed that the
hysteretic effect was no longer present, suggesting the sample had decayed as it is known
to be sensitive to atmospheric/UV-light exposure. Measurements performed by Guillermo
Nava-Antonio from the University of Cambridge.

4.3.4 Alternative mechanisms of interaction between the superconduct-

ing and ferromagnetic order

The Meissner effect is only one of a number of mechanisms via which the superconducting

and ferromagnetic orders can interact. More direct interactions, driven by energetic competi-

tion between the two antagonistic orders, have been shown to have considerable strength in

many cases, and can be directly responsible for inhomogeneous behaviour in ferromagnets

coupled to strong superconductors. Such interactions are responsible for spin-triplet forma-

tion in SC/FM/SC Josephson junctions [183–187], where competition between the energies

of the superconducting and ferromagnetic order results in the breakup of the ferromagnet

into a domain-like structure. A detailed explanation of this effect can be found in Section
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2.5.1. The breaking up of the Py into domains, even if only locally at the interface, is an

attractive explanation for the localisation of the resonances, and should be expected to display

significant hysteresis with magnetic field in the same way as demagnetisation field-induced

domains in normal ferromagnets. This effect should diminish as the field strength increases

and the domain pattern is destroyed. The strength of this effect is also expected to grow as

the temperature is reduced and the energy balance tips in favour of the superconducting order,

in line with the observed temperature dependence of the hysteresis.

However, whilst spin-triplets have been observed in Nb/Py/Nb Josephson junctions

with Py layers many nanometres thick [192, 193], due to the formation of a non-uniform

magnetic state at the interface (see Section 2.5.1), the separation of the Nb from the Py should

suppress this effect as the superconducting gap will be much weaker in the C60, which is

only superconducting to around 30 nm in thickness via the proximity effect. Additionally,

this effect diminishes with increasing Py thickness [193]; an 8 nm layer of Py displaying

this effect would be exceptional. The vortex state mechanism is less affected by the width

of the intermediate layers as it does not require direct contact between the ferromagnetic

and superconducting order, and so the strength of the condensate at the interface is of less

relevance.

On the other hand, the surface roughness of the C60/Py is expected to be substantial,

measured at 1 nm in similar structures (the thickness of the Py layer is around 8 nm).

Consequently, there may be a significant layer of weakly coupled ferromagnetic moments

near the interface, which have been proposed to play a significant role in the formation

of such inhomogeneous ferromagnetic states [175, 192]. It should be noted that hysteretic

effects have not been observed in similar reports on the FMR characteristics of Nb/Py

heterostructures (in which would expect the strength of the condensate to be stronger at the

Py interface than in these samples) [28, 51].
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The hysteresis in the linewidth is able to persist up to relatively high fields, suggesting

there would need to be a significant energy benefit to forming the inhomogeneous magnetic

state to counteract the increase in Zeeman energy. Josephson junctions based on SC/FM/SC

heterostructures with superconductivity induced non-uniform magnetic textures have been

shown to be able to maintain a critical current up to significant magnetic fields [188], well

in excess of those employed here. Hence, in principle, it is plausible such an effect could

be strong enough to explain these observations. However, in this case the remnant state of

the ferromagnet should be more ordered, not less, as expected from standard micromagnetic

theory, and as seen in hysteresis measurements of the critical current of ferromagnetic

Josephson junctions [188]. This is at odds with the experimental observations presented

here that the inhomogeneity is increased in the remnant state. In contrast, FC induces

the formation of vortices in the SC layer, consistent with the increased inhomogeneity the

experimental results are attributed to.

SC-induced uniaxial anisotropy might be able to induce a non-uniform texture if its

strength and direction were not uniform over the whole sample [259]. However, a SC

induced uniaxial anisotropy of the strength required to explain these observations should

show up in a shift in the resonance frequency of the sample below the transition temperature,

which is instead roughly constant for both samples (Figure 4.6).

Consequently, unless a hitherto unknown effect is present in these systems, one can rule

out direct interaction between the superconducting condensate and magnetic order as the

source of these observations.
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4.3.5 Flux-jumping/thermomagnetic avalanches

(a) (b) (c)

Fig. 4.13 (a) -M versus H curves observed by Evetts et al. [258]. Discontinuous jumps in M
are observed due to the mutual annihilation of positive flux vortices with trapped negative
flux vortices causing a macroscopic discontinuity in the magnetisation. Figure reproduced
from [258]. M versus H curves observed for Pb (200 nm, out-of-plane magnetic field)
superconductors at a range of temperatures for a sample with large (b) and small (c) grain
sizes. The sample with large grains exhibits similar behaviour to (a). As the grain size is
reduced, the M versus H curve becomes symmetric about H = 0. Figures reproduced from
[260].

From the experimental evidence presented above, it has been proposed that both samples are

capable of supporting a significant vortex population, nucleated by the application of a large

magnetic field, that is unstable to TMAs. In the following section, this vortex population and

its behaviour will be analysed in light of theoretically derived free-energy criteria, which

provide bounds on the magnetic fields and thin-film thickness required for a superconductor

to be able to exhibit these phenomena. It is found that, for a well behaved superconductor with

the expected superconducting/physical parameters of the Nb thin films, these experimental

conditions should not be conducive to any of the observed phenomena. Consequently, there

must be some interaction between or influence of the C60 on the Nb that makes the formation

of these states possibles.

Type-II superconductors with thicknesses below their penetration depth are believed to

only be able to support in-plane vortex formation [235, 252–254] at large magnetic fields

because of the repulsive interaction between the unscreened magnetic field at the surface
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(He−x/λ) and the vortex supercurrents. This model provides a formula for HC1 in a thin-film

in an in-plane magnetic field [222]:

HC1 = Φ0

4πλ2 × cosh(d/2λ)
cosh(d/2λ) − 1 ×

(
K0(λ/ξ) − 2

∞∑
n=1

(−1)nK0(nλ/d)
)

(4.3)

where Φ0 is the magnetic flux quantum, K0 is the zeroth order second modified Bessel

function, and using typical values of λ = 100 nm and ξ = 10 nm for Nb (at temperatures

well below TC), one obtains HC1 ∼ 120 mT for a 50 nm film, which is well in excess

of the experimentally observed field at which vortices begin to form (less than 25 mT, as

determined by the minima in M in a typical M versus H curve of a type-II SC, see Figures

4.10g-i, which gives an upper limit for HC1. This formula is typically in good agreement

with reported experimental results in Nb [214, 252].

It is therefore surprising to see evidence of vortex formation at as low as 25 mT (Figure

4.10g-i), and this suggests that there must be some modification of the superconducting

properties of the Nb by the adjacent C60. Note that this is less than the external field applied

during the low-energy muon-spin rotation measurements in Figure 4.1 (30 mT). Such an

interaction would have to be distinct from the usual proximity interaction, which should

weaken the diluted superconducting condensate via the loss of Cooper pairs in the C60,

reducing its ability to screen the external magnetic field via the usual Meissner screening and

hence discourage the formation of magnetic vortices.

Another possibility is that the interaction of the Nb with the stray field from the adjacent

Py layer may encourage vortex formation. Over the whole volume, the Py layer is expected

to contribute a stray field that opposes the external field, and hence should inhibit vortex

formation. However, it is possible that imperfections in the interface could lead to stray fields

which contribute large, localised, fields parallel to the external field that may promote vortex

formation at the interface, although no reports of this kind of behaviour in the literature were

encountered during this project.
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It may also be possible that there is a degree of misalignment of the sample inside the

magnetic field, such that the field is no longer purely in plane. Such a field could lead the

formation of out of plane vortices at relatively low magnetic fields. Figure 4.10 shows that

from 5 K and below, the magnetic field changes from flux jumping is a substantial proportion

of the overall magnetisation of the device. In order for this to be the case, the magnetic flux

trapped in the vortices must also be a significant fraction of the total magnetic moment of the

superconductor. As the flux trapped in the vortices is necessarily related to the strength of the

field, this would imply a large degree of misalignment of the sample, making this the origin

of the vortices unlikely. Additionally, a normal lattice of out of plane vortices would not lead

to the re-emergence of the magnetisation at high fields as observed here. Another possibility

is that if there are some out of plane vortices that nucleate normally, when they annihilate

one another in a TMA this induces a normal region of the superconductor that could allow

in-plane vortices to form more easily. It may be possible that the combined presence of a

field perpendicular and parallel to the thin film could induce a tilted vortex state; although, in

thin Nb films, this angle of tilt is relatively small even at film thickness of 100 nm [252].

Additionally, there is some experimental evidence from high-temperature superconduc-

tors that, for certain grain sizes, magnetic flux penetration can occur below HC1 [261]. If the

concentration of defects is sufficiently high then this can also result in a net paramagnetic

Meissner effect [261]. It may be that a similar mechanism is operative in the superconducting

C60, whose precise microstructure for this sample has not be measured, but that, under similar

fabrication conditions, typically consists of small, bordering on amorphous, crystalline grains

[262].

The notion that the grain size of the C60 film may be an important mechanistic factor is

supported by a recent report from Zang et al. [260], who studied the magnetisation curves of

Pb superconductors as a function of grain size. For large grains, and thus less pinning, they

observe magnetisation curves similar to those of Evetts et al. (Figure 4.13b). However, for the
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samples with the smallest grain size, and thus most pinning, the magnetisation curves become

symmetric about H = 0, displaying qualitatively similar temperature and field dependence

to these samples (Figure 4.13c). This suggests that different mechanisms are operative in

different regimes of pinning site density. These results, as well as the unusually low magnetic

fields at which the formation of vortices is observed, suggest that an understanding of the

grain size in the Nb/C60 layers may be crucial to understanding the underlying physical

mechanisms at play.

The unusual behaviour of these vortices is not limited to their existence. A range of

criteria have been developed over the years to determine whether or not a superconductor will

be unstable to flux jumping. It should be noted that, in terms of stability, the samples follow

the trends described by theories for thick (relative to the penetration depth) superconductors,

based on the critical state model — whose details are beyond the scope of this work (see for

instance [253, 263]). This gives the following stability criteria (i.e. if this inequality is not

satisfied, the sample will be unstable to the formation of TMAs) [263]:

µ0d
2J2

C

3S(TC − T ) = µ0d
2α2(TC − T )

3B2S
≤ 1 (4.4)

where d is the thickness of the film, JC the critical current of the superconductor (replaced

in the equality using Kim’s assumption that JC varies inversely with the magnetic field,

B, and proportional to TC − T , i.e. JC = α(TC − T )/(B0 + B) ≈ α(TC − T )/B, for

B >> B0 [264], which is approximately valid for Nb [265]), and S is the volumetric heat

capacity. Clearly, such a criterion qualitatively reproduces the observed magnetic field and

temperature dependence in Figure 4.10, which predicts an increased critical magnetic field,

HM , at which the superconductor becomes stable against flux jumping perturbation, with

decreasing T . Additionally, the critical state theory predicts a minimum magnetic field at
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which flux instability can occur [257]:

B > B∗ =
√

3S(TC − T ) (4.5)

Clearly, if d is small enough, it is not possible to satisfy (4.4) and (4.5) simultaneously, and

so thin films are not generally expected to be unstable to flux jumping. Of course, these

samples are not ‘thick,’ in the sense that their thickness is less than the penetration depth, and

so one would imagine this analysis is not strictly valid in this regime. There has been some

work in recent years on the stability of thin-films in out-of-plane magnetic fields (see [256]

and the references therein); however, work on thin-films with in-plane magnetic fields is still

lacking. Hence, it may still be possible for TMAs to form in this way in thin-film samples

under these experimental conditions. Nevertheless, it is still somewhat surprising that such

pronounced flux jumping is observed in such a thin sample. Similar measurements in 100

nm Nb films [214, 252] at similar magnetic field values do not report such behaviour.

Another unusual aspect of the flux jumping behaviour of sample IS−C is the re-emergence

of the absolute magnetic field close to the critical field where flux-jumping becomes sup-

pressed (Figure 4.10c). No reports of this kind of behaviour in the literature were encountered

during this project (the curves shown in Figures 4.13a-c are typical of this phenomena),

and it does not seem possible for the usual flux jumping mechanism to explain why, for

example, in the dark-blue/red-dashed curve in Figure 4.10c, the negative magnetic moment

should increase suddenly as the field approaches HM . Flux jumping has the tendency to

bring magnetic flux in the superconductor closer to the external field (and hence decreases

the absolute value of the magnetisation in both increasing and decreasing H sweeps of the

hysteresis loop [257], as can be seen clearly in Figure 4.13a), whereas here there is a sudden

expulsion of flux. Additionally, in the light blue curve for H < 0, the superconductor appears

to suddenly oppose the field far more strongly as it approaches HM . This is presently not

well understood mechanistically.
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In conclusion, the existence of a vortex population unstable to TMAs is not well un-

derstood based on the current theoretical understanding. Neither are some of the observed

features of this vortex state, such as the re-emergence of the magnetic moment close to the

critical field HM where instability to the formation of TMAs is suppressed. It has been

suggested that these behaviours might be related to the amorphous grain structure of the C60,

though further work is needed to confirm this.

Having established the existence of this unstable vortex population and elucidated its

effect on the ferromagnetic resonance measurements, it is now possible to interpret the

linewidth versus frequency data presented in Figure 4.3. In the following section, the

temperature dependence of the Gilbert damping is extracted from the FMR data, which

suggests that there is minimal contribution from any spin-triplet mediated spin-pumping

to the FMR linewidth. This result is discussed, and the low-energy muon spin-rotation

measurements that purported to show the presence of a spin-triplet condensate inside the

device, in light of the discovery of the significant vortex state inside the superconducting

portion of the sample, which may provide an alternative explanation of the observed trends

in the muon spin-rotation data.

4.4 Investigating the presence of a spin-triplet population

The purpose of this study was to confirm the presence of spin-triplets in Nb/C60/Cu/C60

heterostructures using FMR measurements of the spin-pumping induced magnetic damping.

The presence of a significant vortex state significantly complicates the interpretation of the

experimental data, as it results in an artificially high gradient of the linewidth with respect

to frequency due to the increased contribution of vortices as the magnetic field is swept

every lager. This effect diminishes as the frequency is increased, where presumably the

inhomogeneous magnetic field due to the vortices becomes increasingly small relative to the

large external static magnetic field. Indeed, whether or not the inhomogeneous broadening
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contributes to the linewidth is not important, so long as it does not vary with frequency,

allowing the Gilbert damping to be determined unambiguously from the gradient of the

linewidth.

Within the range of frequencies available experimentally (limited mostly by the detectable

signal strength to sub 20 GHz), applying a large field and then relaxing back to a remnant

state always has some effect on the linewidth,as can be seen by the fact the Nb is never truly

saturated until around 1-2 T (Figure 4.10, well in excess of the resonance fields measurable

by the experimental setup (Figure 4.4). However, above around 10 GHz, this effect is small

and furthermore, since any increase in the concentration of vortices always results in an

increase in the linewidth, decreasing with increasing resonance field, the measured linewidth

in the ZFC case always represents an upper bound on the true Gilbert damping (see the

gradient of the linewidth below 6 GHz for the FC and ZFC case in Figure 4.5). Consequently,

it is possible to obtain a good estimate of the Gilbert damping from measurements of the

linewidth versus frequency if one only include data points collected above 10 GHz, where

the resonance field is sufficiently large that the inhomogeneous field from the vortices is

small in comparison (the ZFC and FC curves intersect well before this frequency (Figure

4.5), and hence this distinction is not important under these experimental conditions).

Figure 4.14 shows the dependence of the measured Gilbert damping for samples IS−C (a)

and C60 (b) with temperature using the above procedure. Both samples show a significant

decrease in the measured Gilbert damping below the transition temperature. This has a

number of implications. First, it supports the view that it is indeed possible to inject a spin-

current through a C60/NM interface, as the reduction in α can be attributed to the blocking

of the spin-pumping induced spin-current by the spin-singlet superconducting condensate.

The spin-transparency of C60/NM interfaces is important for the interpretation of a number

of experimental results [243], and is still a point of some contention within the community



142 In search of spin-triplets at metal-organic interfaces

[249]. The second, and principal objective of this study, is that these results imply that no

significant spin-triplet condensate is present in either sample.

Fig. 4.14 Gilbert damping coefficient, α, versus temperature for sample IS−C (a) and sample
C60 (b). The transition temperature is indicated by the vertical blue line on each graph. Both
samples show a decrease in α below the transition temperature, indicating that the spin-singlet
superconducting condensate is blocking the transmission of spin due to spin-pumping, and
there is no evidence of a spin-triplet population in either system.

.

This is in direct contrast to the proposed interpretation of the low-energy muon spin-

rotation measurements. Indeed, it may be possible that the observed paramagnetic signal

in the C60 layer is not from a spin-triplet condensate, but rather the result of a vortex state

forming inside the Nb/C60 superconductor.
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4.4.1 Interpreting muon-rotation results in terms of vortices

Fig. 4.15 depolarization rate (λTF ) of 9 keV (a) and 20 keV (b) implanted muons in samples
with and without the Cu (IS−C) layer. The 20 keV muons show a significant increase in the
depolarization rate below TC , which may be attributable to the formation of flux-vortices in
the superconductor. Figure reproduced from Rogers et al. supplementary information [235].

Pinned vortices have been shown to induce a similar paramagnetic Meissner response in

experiments on out of plane-vortices in Nb thin-films [266, 267]. It should be noted that

these papers report a overall paramagnetic Meissner response. Whereas in this work, they are

only claiming a locally paramagnetic response, a much weaker condition. This possibility

was discussed in the original work [235], which they discounted for two principal reasons.

The first is the thickness of the Nb film itself, which at 50 nm is not expected to be able to

support in-plane vortices. Clearly, this is not so (note that the muon rotation experiments

were performed in a 30 mT external field, in excess of the experimentally measured upper

bound for HC1). The second is the effect that the presence of a vortex state ought to have

on the depolarization rate of the implanted muons. The argument goes that a vortex state

should introduce a significant degree of inhomogeneity into the magnetic field in the sample,

resulting in a faster depolarization rate of the net muon-spin as the muons incoherently

precess about their local magnetic moments below the transition temperature. Figure 4.15

shows the measured depolarization rates for both samples and beam energies. The 9 keV
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shows no statistically significant change in the depolarization rates above and below the

transition temperature, which is to be expected as these lower energy muons primarily implant

in the Au layer where the superconducting condensate is weak. The 20 keV beam, however,

which primarily implants in the Nb layer, shows a significant increase in the depolarization

rate below the transition temperature.

This was claimed to show that a vortex state cannot explain the observations of Rogers et

al. [235], as the sample without the IS−C exhibits consistently higher depolarization rates

than the sample with the IS−C . However, these results suggest that a vortex state is present

in both samples; the higher depolarization in the sample without the IS−C , which is also

true above TC , is therefore irrelevant. The higher depolarization rate is simply the result

of this particular sample structure/quality, rather than a superconducting induced property.

Both samples show a similar relative increase in the depolarization rate below TC , which

may be attributable to an inhomogeneous vortex state forming in the Nb. Consequently,

these measurements cannot be used to rule out the presence of a vortex state inside the

superconductor.

This interpretation of the muon spin-rotation data begs the question, ‘if a vortex state

is present in both samples, then why is a paramagnetic susceptibility only measured in the

sample with the IS−C?’ Whilst it is true that the sample without the IS−C does not exhibit

a paramagnetic signal, the 9 keV muon beam only measures a very slightly diamagnetic

susceptibility. Consequently, the variation in the susceptibility between the two samples

is actually quite small, and, like the difference in depolarization rate (Figure 4.15), could

simply be the result of slight differences in the structure’s properties/fabricational variation

or the vortex state that forms inside the sample.

These results do not necessarily prove definitively that a vortex state is inherent to

Nb/C60/Cu/C60 heterostructures. The samples measured in the low-energy muon spin-

rotation measurements differ from ours in that the Py layer is replaced by non-magnetic
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Au. It may be that the Py layer is required for the formation of a vortex state in the SC.

Consequently, the only way to confirm/refute the presence of a vortex state would be to

perform the SQUID measurements shown in Figure 4.10 on the sample structures used in

the low-energy muon spin-rotation measurements. If these measurements were to detect

the presence of a significant vortex state below the transition temperature, a significant

reinterpretation of the muon spin-rotation data would be required, possibly ruling out the

presence of a spin-triplet condensate.

4.5 Future work

It will be necessary to repeat the magnetic-moment measurements on sample C60 (Figure

4.12) to confirm the presence of a significant Shubnikov state, as well as similar measurements

to determine whether such a state is present in the sample structures used for the low-energy

muon rotation measurements. Should such a state be confirmed, then it is likely that a

significant reinterpretation of the low-energy muon spin-rotation measurements would be

required.

At present, there is no literature on the influence of TMA on FMR studies. Because

there is a growing body of literature that employs FMR measurements, and measurements

of the Gilbert damping, in order to investigate the presence of spin-triplets, there may be

some interest in a more systematic study of this effect. Clearly, should TMAs be present in

a sample, this would have a significant impact on the measured frequency dependence of

the linewidth that must be accounted for in the analysis, least the induced spurious increase

in the linear dependence of the linewidth be reported as a genuine increase in the Gilbert

damping (see low-frequency data in Figure 4.3). Hysteretic effects of this form are perhaps

interesting, but not tremendously useful.

The existence of vortices, and ones unstable to TMAs, in the Nb/C60 bilayers at such low

fields, is surprising given the widely accepted theories. By comparison with samples with
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similar behaviour in the literature, it is possible to speculate that this is likely to be due to the

grain-morphology of the C60, which typically has very small grain sizes unless grown under

special conditions [262]. Nevertheless, this remains to be determined. It would be interesting

to see where this vortex population exists within the bilayer. Low-energy muon spin-rotation

measurements could help measure this, although they suffer from a low implantation rate in

C60. Additionally, some degree of out of plane vortex formation is likely even in the present

data due to small degrees of misalignment of the sample. A more systematic study of this

effect versus the out of plane angle of the magnetic field could more accurately determine

the role, if any, any out of plane vortices play in the underlying mechanism.

4.6 Conclusion

In conclusion, the temperature dependence of the FMR signal in Nb/C60/Py and Nb/C60/Cu/C60/Py

heterostructures has been measured. It has been proposed that a C60/Cu/C60 layer, adjacent

to the superconducting Nb, may act as a source of spin-triplet Cooper pairs. It is found

that, below the transition temperature, the FMR response displayed significant hysteresis

with respect to both temperature and magnetic field. This was attributed to the presence of

a significant flux-vortex population and to its instability to flux-jumping/thermomagnetic

avalanches within the superconducting condensate. This was detected directly by SQUID

magnetometry measurements below the Nb transition temperature. The formation of vortices

in a Nb film of such thin thickness at low fields goes against previously reported results and

theory. This hysteretic behaviour can be correlated with the instability of the superconducting

condensate to thermomagnetic avalanches.

It was found that the Gilbert damping decreased below the transition temperature for

both samples. This suggests that there is no significant spin-triplet population within either

sample. Consequently, it was suggested that the reported evidence of a spin-triplet population

could instead be explained by the flux-vortices forming within the superconductor, which has
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been shown to induce a paramagnetic Meissner screening signal in similar superconducting

thin-films.





Chapter 5

Symmetry and the dynamics of magnetic

oscillators

Important features in the evolution of the modes of a physical system under some suitable

parameter (external field, wavevector etc.) have long been understood in terms of the

symmetry of the system and the modes themselves. The mathematical language in which this

understanding is described is group theory. Spin-wave modes are the linearised excitations

of a ferromagnetic or antiferromagnet. When considering the entirety of the Brillouin zone,

it becomes necessary to describe the magnetic vibrations using quantum mechanics, where

group theory is commonly employed in understanding the magnonic bands’ features and

evolution.

Spin-waves, in their low-to-zero k guise, which are often those probed during ferromag-

netic resonance (FMR) experiments and in magnonic devices, are more readily described

by the classical Landau-Lifshitz-Gilbert (LLG) equation. In this chapter, it is shown how,

with some minor modifications, the usual language of group theory can be applied to the

eigenmodes of the LLG equation, and how this can be used to understand their behaviour as

being ‘enforced’ by their symmetry properties, with a particular focus on mode anticrossings

and symmetry enforced degeneracies. This behaviour is illustrated via FMR measurements
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on synthetic antiferromagnets, where the top and bottom layers have similar/mismatched

perpendicular magnetic anisotropy, the difference tuned by the sample structure. This offers

a new perspective on the use of symmetry to analyse magnetisation dynamics described by

the LLG equation.1

5.1 Introduction and scientific background

Ferromagnetism is characterised by a long-range ordering of a material’s spins below the

Curie temperature due to an exchange force of microscopic origin. This long-range order ex-

hibits a spectrum of excitations formed from oscillatory modes with a well-defined frequency

(ω) and wave-vector (k) in a ferromagnet of uniform and infinite extent. The relationship

between the two is defined by the dispersion relationship: ω(k). Understanding the behaviour

of spin-waves/magnons is an area of both physical and technological interest.

In its earliest guise, beginning with the theoretical prediction of Bloch, Holstein and

Primakoff [269, 270], spin-waves were principally objects of academic study that enabled

the development of useful models for understanding the properties of materials (for a re-

view of the field’s early progress, see [271] and the references therein). This includes the

magnetic properties of the material: Bloch’s laws for the T 3/2 temperature dependence of

the magnetisation [272]; the considerable body of literature measuring and predicting the

magnon dispersion of YIG [273], a still active area of research [274], and other physical

properties coupled/influenced by the magnetic order, for instance, the T 3/2 dependence of

the heat capacity [271]. In recent years, the study of spin-wave physics has moved over

into device physics and donned the neologism ‘magnonics,’ a rather broad church that en-

compasses both spin-wave (which form the excited modes of the classical LLG equation in

the low-wavelength limit) and magnonic (where the excited modes have sufficiently small

wavelengths, comparable with the unit cell dimensions, although in practice, both these

1Part of this chapter is published in J. Patchett et al., Phys. Rev. B 105, 104436 [268].
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terms are often used interchangeably) that a quantum mechanical description is required

[77]) devices that aim to use magnons for wave-based computing, information processing

and storage [275–277]. Because of its compatibility with existing CMOS technology and the

promise of low-energy, low-footprint, wave-based computing, magnonics has emerged as

one of the most active contemporary areas of magnetic research [278, 279].

Early studies into magnonic behaviour often involved the calculation and measurement

of the magnon bands’ dispersion in reciprocal space [77, 273]. Here, symmetry was used as

an important tool to simplify quantum mechanical calculations and offer intuitive insight into

the band’s evolution and features, such as symmetry-enforced degeneracy and band crossings.

This is in exact analogy with its use in the calculation of the electronic band structure, or

phonon dispersion.

Close to the centre of the Brillouin zone, where the wavelength of oscillations significantly

exceeds the dimensions of the unit cell, a quantum mechanical calculation of their properties

is both unnecessary and cumbersome. Consequently, the classical Landau-Lifshitz-Gilbert

(LLG) equation is overwhelming used to calculate and predict spin-wave behaviour [42, 43,

94, 95, 280–282], a regime that encompasses much of contemporary magnonic/spin-wave

research. The influence of symmetry on the behaviour and evolution of spin-waves has not

been widely explored. The term ‘spin-waves’ is used to refer only to the low-wavelength

spin-excitations predicted by the classical LLG equation.

The principal reason for this is that the traditional workhorse of spin-wave physics

are ferromagnets probed in a frequency/energy regime in which only low-k excitations

of the lowest band (if indeed, multiple-bands exist) are accessible. Ferrimagnets, such

as YIG, in principle, can exhibit a large and diverse range of low-k modes that permit a

classical description, However, the strong exchange interaction typically raises the frequency

of these modes into the hundreds of GHz / low THz range, well outside of the range of

typical FMR experiments, and well separates them enough that they are unlikely to interact
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within the experimental conditions available. Consequently, as the typical features of an

excitation spectrum that make symmetry-based analysis worthwhile involve the interaction

or confluence of multiple modes, symmetry offers very little insight in these cases.

During the course of this study, two reports were published that discovered that mode

crossing/anticrossings could be explained in terms of the symmetry of the magnetic oscil-

lations [42, 43]. In Section 5.4.4, their results will be discussed in depth, showing how the

treatment of the LLG equation by group theory comes to the same conclusion from a different

perspective. Additionally, it is shown how it is possible to extend the analysis of spin-wave

modes in terms of symmetry by examining mode degeneracy.

5.1.1 Motivating the use of groups for the LLG equation

Groups are interesting to physicists because the mathematical representations of real-world

objects used in physical models often form a group. Because the objects under study form a

group, group theory can say a great deal about their behaviour. In particular, it is able to do

so in a strikingly elegant manner, that both aids comprehension and eliminates the need for a

great deal of tedious calculation.

Previously, group theory had not been applied to the solutions of the LLG equation, de-

spite its apparent similarity with the eigenvalue equations where it has been used extensively.

This work will be exploring the use of groups as applied to the solutions of the LLG equation.

It will be established in what sense the solutions to the LLG equation form a group, using a

modification of the standard procedure to account for the ‘generalised Hermitian eigenvalue

problem’ structure of the LLG equation, and then apply the techniques of group theory to

analysing the modes of two SAF structures.

Viewing the dynamics of the LLG equation from a group theory perspective it is hoped

will offer another perspective on some of the analyses of the influence of symmetry on

magnetic resonance modes in the literature [42, 43], as well as show how another phe-
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nomenon, mode degeneracy, can also be understood by symmetry arguments. Previous work

into understanding the effect of symmetry on magnetic oscillators worked from the direct

output of calculations of the resonance frequencies of the Landua-Lifshitz-Gilbert equation

[42, 43] for their specific magnetic system in their investigation. Whilst this is valuable, it

can be hard to obtain a sense of how these phenomena generalise to other magnetic systems

without repeated calculations, and it is not always clear to what extent the observed change

in behaviour with changes in symmetry can be ascribed to symmetry itself, or just different

physical parameters producing different outputs from the equations of motion. Additionally,

groups offer a much less calculation-intensive way of coming to some of these results once

the basic principles are understood.

For example, in the case of the magnetic resonance mode anticrossings reported in the

literature [43], they argue that the anticrossing they observe is the result of non-vanishing

off-diagonal terms, ∆, in their LLG equation:

∣∣∣∣∣∣∣∣
ω2
a(H,ψ) − ω2 ∆2(H,ψ)

∆2(H,ψ) ω2
0(H,ψ) − ω2

∣∣∣∣∣∣∣∣ = 0 (5.1)

where ωa and ωo are the unperturbed resonance frequencies of the LLG equation, and ∆2 is a

coupling term that has a functional form which they calculate explicitly that only vanishes

when the external field is applied in plane (all expressed as a function of the external field,

H , and its angle with respect to the high symmetry plane, ψ). Liensberger et al. [42] argue

along the same lines with a different LLG equation relevant to their physical system.

Clearly, each equation is specific to each magnetic system, and so any attempt to gen-

eralise this result will require a recalculation of the LLG equation for each new model one

wishes to consider. In contrast, the analysis using groups presented in Section 5.4.2, requires

no knowledge of the precise form of the new, lower symmetry, LLG equation that forms after
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the perturbation has been applied. Understanding symmetry effects in the LLG equation

from groups therefore offers a valuable different perspective to the working physicist.

As many are not familiar with the underlying mathematics behind group theory, Section

2.6.2 provides a basic explanation of some of the mathematical principles behind group

theory. In the following section, a few simple examples of using groups to analyse resonance

phenomena are provided with the aim of providing a basic overview of how groups are

typically applied to physical problems.

5.2 Introduction to using groups to analyse resonance phe-

nomena

The fundamentals of the mathematics of group theory are detailed in Section 2.6.2. The

following section is not intended to go into the details of the mathematics, which is left to

Section 2.6.2, but rather illustrates the basic uses of groups to analyse resonance phenomena

through the use of physical examples.

Irreducible representations:

Fig. 5.1 The vibrational modes of H2O. Reproduced from [122].

Every symmetry group has a set of irreducible representations, one of which can ascribe to

each resonance mode in an eigenvalue equation. Intuitively, the irreducible representation as-

cribed to a given mode describes how that mode ‘transforms’ under the symmetry operations
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of the group. As a simple example, consider the vibrational modes of a H2O molecule shown

in Figure 5.1. Mode 1 is a breathing mode (also referred to as a symmetric stretching mode)

that changes the bond lengths only. Modes 2 is a symmetry bending modes that change the

angle of the bonds, and mode 3 is an asymmetric stretching mode. By thinking about how

each mode transforms under the symmetry operations of the H2O molecule, it is possible to

write down the representation of the symmetry group each mode forms, which is shown in

Table 5.1.

Modes Irrep. E C2 σv σ′
v

Mode 1 & 2 A1 1 1 1 1

A2 1 1 -1 -1

Mode 3 B1 1 -1 1 -1

B2 1 -1 -1 1

Table 5.1 The irreducible representations of the symmetry group of H2O and which of its
vibrational modes correspond to which representation. Here E is the identity, C2 a 180-
degree rotation about the axis down the centre of the molecule, and σv and σ′

v are reflections
in the plane and perpendicular to the plane of the molecule respectively.

Symmetry operations that leave the mode unchanged are assigned 1, and symmetry

operations that transform the mode back into itself with a phase change (in this example

always π) are given the value of -1 (eiϕ for an arbitrary phase shift). Table 5.1 also shows that

there are other possible irreducible representations (A2 and B2) that no mode transforms as.

Representations need not be one dimensional. Figure 5.2 shows the molecule vibrational

modes of a CO2 atom. As before, it is possible to construct the representation of the group

these modes form by thinking about how they transform under the symmetry operations

of the molecule. Two of the modes (modes 3 & 4 in Figure 5.2) form one-dimensional

representations as before, which means all the symmetry operations transform them back

into themselves, but two of the modes are transformed into one another by the symmetry
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operations (Table 5.2). Consequently, they form a 2-dimensional representation, and as

described in the next section, this means that they must be degenerate.

Fig. 5.2 Vibrational modes of CO2. Modes 3 & 4 are both bending modes (where the O-C-O
angle changes) with orthogonal displacements and are degenerate by symmetry. Figure
reproduced from [122].

Establishing which irreducible representation each mode transforms under is the first

step to using group theory in any physical problem. Once this is established, one can begin

to it to analyse the effect of symmetry on the mode behaviour. Below, it is shown how an

understanding of the irreducible representations of a set of modes can give information about

their degeneracy, and avoided crossings, two phenomena that are analysed in depth in this

Chapter for the magnetic modes of a SAF.
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Modes Irrep. E 2C∞ ... ∞σv i 2S∞ ... ∞C ′
2

Mode 1 A1g 1 1 ... 1 1 1 ... 1

Mode 2 A1u 1 1 ... 1 -1 -1 ... -1

Mode 3 & 4 E1u 2 2 cos(ϕ) ... 0 -2 2 cos(ϕ) ... 0

Table 5.2 The irreducible representations of the symmetry group of CO2 and which of its
vibrational modes correspond to which representation. Here E is the identity, C∞ a set of
rotations by an angle ϕ about the axis of the molecule, ∞σv are a set of reflections in a plane
of the molecule at an angle ϕ, i is an inversion, 2S∞ are improper rotations about an angle ϕ
about the molecule axis, and ∞C ′

2 are rotations by 180 degrees about axes perpendicular to
the molecular axis.

Degeneracy:

Fig. 5.3 The electronic band structure of Copper. Reproduced from [224].

Figure 5.3 shows the electronic band structure of Copper. Consider the three degenerate

modes at the Γ point labeled Γ25′ . This label denotes the irreducible representation of these

modes transform as at the Γ point. As discussed in Section 2.6.2, the fact that they transform
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as the same irreducible representation already shows that they must be degenerate, although

in practice the exact modes and their energies are usually calculated first at a high symmetry

point like the Γ point (where the calculation is easiest) and then the irreducible representation

worked out after the fact. Where groups are useful in this instance is understanding how this

symmetry-enforced degeneracy changes as one moves away from the high symmetry point

in the bandstructure. This is the same analysis that is performed on the magnetic modes of

the antiferromagnetically coupled oscillators in this chapter.

Consider the modes as the energy band moves from Γ → X . The three modes on the

diagram are split into two sets of modes, labeled by their irreducible representations ∆5 and

∆2′ . This decomposition is the result of the lowering of symmetry of the system as the band

moves away from the high symmetry point at the Γ point. The details of how to perform

this decomposition calculation using group theory are given in Section 2.6.2. The modes

that transform as ∆5 transform according to a 2-dimensional irreducible representation, and

hence remain degenerate (note how they split apart from X → W as the symmetry is lowered

further), whereas the ∆2′ mode is now a single mode without degeneracy.

Now compare this behaviour with the behaviour as the band moves from Γ → K. Here

the degenerate set of modes split into 3 modes with 3 different energies, labelled again by their

irreducible representations Σ2, Σ3 and Σ4, which are all one-dimensional representations

as expected. The difference between these two cases is because the symmetry group of the

Hamiltonian is different at the K and X points. Group theory allows the computation of

these effects without ever solving the Hamiltonian at these points, or taking any experimental

data. Knowledge of the symmetries of the equation and the modes at the Γ point alone is

sufficient. The procedure to calculate this is as follows:

1. Write down the new, lower symmetry group, at the lower symmetry point in the

bandstructure. Compute, or look up in a standard reference table, the irreducible

representations of this new group.
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2. Using the group decomposition algorithm (see 2.6.2), decompose the old irreducible

representation of the modes in the higher symmetry group into the new irreducible

representations of the new, lower symmetry group. In this example, the formula will

give the decompositions:

Γ25′ → ∆5 + ∆2 (5.2)

from Γ → X , and:

Γ25′ → Σ2 + Σ3 + Σ4 (5.3)

from Γ → K.

3. The type and number of different irreducible representations in the decompositions

tells you how the modes will either retain or lose their degeneracy as the symmetry

is lowered. The dimensions of each irreducible representation in the decomposition

indicates the degeneracy of the new modes. E.g. if a 3-dimensional irreducible

representation splits into a 2-dimensional and 1-dimensional irreducible representation,

then you will have a set of doubly degenerate modes and a singularly degenerate mode

(as in the example Γ25′ → ∆5 + ∆2, where ∆5 is a two-dimensional representation

and ∆2 is a one dimensional one).

The decomposition in step 2 is a simple mathematical procedure that can be done by hand

relatively quickly and easily and is shown in detail in Section 2.6.2. In this way, group

theory enables one to understand the effect of symmetry on the degeneracy of the modes

without extensive calculation or experimentation. What is more, it allows this behaviour to

be pinpointed exclusively to the effect of symmetry.



160 Symmetry and the dynamics of magnetic oscillators

Avoided crossings:

When is it possible for two modes to cross, or when must they repel one another? If there is

a perturbation, δH , to the eigenvalue problem:

(H + δH)µ′ = (ω + δω)µ′ (5.4)

where Hµ = ωµ is the unperturbed equation, and δω is the perturbation to the eigenvalue,

then for two unperturbed modes, µ, ν, the Wigner Von-Neuman avoided crossing theorem

shows that they may only cross if their matrix element

µ†δHν (5.5)

vanishes, otherwise they will hybridise strongly and repel.

Group theory allows one to calculate straightforwardly if (5.5) vanishes. If the two modes

transform according to the same irreducible representation of their symmetry group, (5.5) is

non-zero, and the modes must repel to form an anticrossing. Otherwise, (5.5) is zero, and the

modes may cross.

Why this is the case can be understood simply from the usual perturbation theory formula:

δω ≈ µ†δHν + |µ†δHν|2

ω − ων
(5.6)

where ων is the unperturbed eigenvalue of the mode ν. This shows that as the two modes

converge in frequency, the second perturbation term can only remain finite (and zero) if (5.5)

is zero. This result can be used to understand the anticrossings that form when a SAF is

perturbed from a perfectly symmetrical configuration.

Note that this also enables one to determine when apparent anticrossings truly result in a

strong hybridisation of the two modes or is just an incidental feature of the band structure with
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no underlying hybridisation of the modes (as (5.5) is zero). This is important for applications

where the hybridisation of the modes is the principal physical phenomenon of interest, as

is the case in the hybridisation of magnetic modes with lowered symmetry reported in the

literature [42, 43].

5.3 Methods

5.3.1 Computation methods used for the analysis of experimental data:

Throughout this work, computer simulations were employed extensively in order to analyse

and understand the experimental data. Where possible, explicit formulae were derived from

the LLG equation and the experimental data fit to these models using numerical least squares

regression.

For more complex models, involving a large range of terms, solving the LLG equation

by hand can become excessively cumbersome – especially when the terms that need to be

included are not known apriori. In addition, in order to solve the LLG equation, one must

first determine the solution to Brown’s equation, which can become likewise unwieldy, and it

may also be unclear which of the solutions is the relevant one to the experimental conditions

because of hysteresis effects. In these cases, a simple numerical simulation programme was

written in order to simulate the predicted positions of the magnetisation, and its response to a

driving magnetic field.

Solving Brown’s equation numerically:

The solution to Brown’s equation gives a local minima in the energy of the system for a given

magnetic configuration. It has the form:

Mi × Heff
i = 0 (5.7)
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where Mi is the ith magnetisation vector with magnitude MS , Mi = Msmi, and Heff
i

is the effective magnetic field it experience. It must be satisfied for all magnetisation

vectors in the system simultaneously. Solving this equation, or equivalently minimising the

magnetic energy of the system, gives one of the potentially multiple equilibrium magnetic

configurations. However, because the solution of Brown’s equation is not unique, it is often

easier to work from the LLG equation instead:

∂tMi = −γ0Mi × (Heff
i + h) + α

Ms

Mi × ∂tMi + κ

M2
s

Mi × (Mi × h) (5.8)

where h is a time-varying effective field, α is the Gilbert damping coefficient, γ0 = γ×µ0 —

the product of the gyromagnetic ratio and permeability of free space — and κ determines the

strength of its associated antidamping torque. Under the conditions h = 0, (5.8) shows that

(5.7) is equivalent then to the condition that the magnetisations are stationary with respect to

time.

This is useful because it provides a simple way of finding the correct solution to Brown’s

equation by solving the evolution of the magnetisation under the LLG equation until it

reaches an equilibrium point. The value of α has no effect on the final equilibrium point,

so is usually chosen to maximise the rate of convergence to the new stationary magnetic

configuration. This data can then be used to simulate experiments that directly measure the

position of the magnetisation, e.g. VSM, or fed into further simulations of magnetoresistance

or FMR experiments.

The LLG equation constitutes an initial value problem where, denoting the two magneti-

sation vectors by y = (mA,mB), the first order ordinary differential equation ẏ = f(t,y)

is solved subject to the boundary conditions y(t0) = y0 over some time interval [t0, tf ].

f(t,y) is given by the right hand side of (5.12). This differential equation will be solved via

a Runge-Kutta numerical integration scheme.
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Runge-Kutta methods are a family of numerical integration schemes of the form:

yn+1 = yn + h
s∑
i

biki (5.9)

ki = f(xn + cih, yn + h
s∑
j=1

aijkj) ci =
s∑
j=1

aij (5.10)

Where h is the step size, and bi, and aij are method-specific constants. They compute an

estimate to the output vector, y(tn+1), or yn+1, based on the previous value yn and a weighted

average of estimates of the slope of f(t,y) at intermediate steps. In these simulations, the

Scipy implementation of a Runge-Kutta method known as Dormand-Prince was used.

Dormand-Prince uses two Runge-Kutta methods, one of order 5 and another of order

4 (the order, in this case, referring to the local truncation error), and by comparing their

estimates of yn+1 the local truncation error can be computed. The step size is then adjusted

to keep the error below a user-specified tolerance. This allows for as large a step size as

possible to be used whilst not compromising on accuracy.

Expressed as in (5.8), the LLG is an implicit equation. The Dormand-Prince method

requires an explicit differential equation. It is possible to recast (5.8) into explicit form by

taking the cross product of (5.8) with Mi. Expanding out the triple cross product in the

Gilbert damping term, and noting Mi · Ṁi = 0, one finds:

mi × dmi

dt = −γ0mi × (mi × (Heff + h) − α
dmi

dt − κmi × h (5.11)

where Mi = Msimi. Substituting this into (5.8) for the Gilbert damping term, one obtains

the final extrinsic equation:

(1+α2)dmi

dt = −γ0mi×(Heff+h)−γ0αmi×(mi×(Heff+h))−καmi×h+κmi×(mi×h)

(5.12)
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which is solved using the scipy.integrate implementation of the Runge-Kutta method in

(5.10).

5.3.2 Simulating the LLG for oscillating magnetic fields

In this limit of small variations in the magnetisation in the presence of an oscillating MW

field h(t) = h(ω)eiωt, it is possible to expand out (5.12) by writing the magnetisation as a

combination of a static term, m0, mi = m0 + meiωt and a small oscillating term m(ω)eiωt.

By linearising this equation, the coupling between different ω modes vanishes to first order:

iω(1 + α2)m = −γ0m × Heff − γ0m0 × h

−γ0αm0 × m0 × h − καm0 × h + κm0 × (m0 × h)
(5.13)

(5.13) clearly has a solution of the form ω = χ(ω)h(ω). Consequently, if the solution for

m(t) is found in the presence of an oscillating eternal field, one should expect, by Fourier

transforming this solution, to find χ(ω). It must be stress that it is not the linearised version

(5.13) that is solved in the simulation programme, but rather the full version given in (5.12).

To verify this programme was working as expected, its output is compared against known

analytical results. Figure 5.4 shows the predicted resonance frequencies of a single, elliptical

bodied, magnet in a magnetic field, H , along its x-axis. This magnetic configuration has a

simple analytical expression for its resonance frequencies:

(ω/γ0)2 = (H + (Nz −Nx)Ms)(H + (Ny −Nx)Ms) (5.14)

where Ni are the components along the diagonal of the demagnetisation tensor, N =

diag(Nx, Ny, Nz) [95].

This data was collected by first determining the equilibrium position of the magnetisation

by waiting for the magnetic configuration to converge to a stationary point as detailed above.
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To find the resonance frequency, a microwave oscillating magnetic field was then introduced

to the effective field of the simulation, whose amplitude was modulated by a sinc function

over time:

h(t) = h(0) × eiω0tsinc 2∆ωt (5.15)

The sinc function modulation means that the Fourier transform of the microwave driving

field is a top hat, whose width is determined by the width of the modulation sinc function.

Consequently, the Fourier transform of the simulated magnetisation dynamics, Fm(t) =

m(ω) is a direct measure of the linear susceptibility, χ(ω):

m(ω) = χ(ω)h(ω) ∝ χ(ω) (5.16)

across a range of frequencies: ω0 − ∆ω < ω < ω0 + ∆ω. Because of the efficiency of the

fast-Fourier transform algorithm, this is more efficient than solving the LLG equation for a

range of single-frequency driving fields. The resonance frequency can then be determined by

the maxima in m(ω), as shown in Figure 5.4. Figure 5.4 shows that the simulations are in

good agreement with the known result.

Fig. 5.4 Power spectrum of the simulated magnetic oscillations of an elliptical magnet in
response to a microwave driving field at different external field values. Dashed lines indicate
the analytical resonance frequency; the two show excellent agreement.
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Simulating the resonance frequency of the LLG equation:

The above approach can be used to simulate the resonance frequency of a magnetic system.

However, when used as part of a fitting routine in which the magnetic parameters of the sim-

ulation are constantly being changed and re-simulated to find the best fit to the experimental

data, it is often prohibitively slow. Instead, I:

1. Find the equilibrium position of the magnetisation by relaxing the LLG equation as

detailed above

2. Solve the resulting linearised LLG matrix eigenvalue equation using the method of

Smit and Blejers [96] numerically

This requires an additional analytic step compared to the fully numerical method of

finding the resonance frequencies used to validate the Runge-Kutta simulation of the LLG

equation used above, as the matrix components of the LLG equation in the Smit and Beljers

form must all be found (which is performed in the following section). Solving the resulting

eigenvalue equation numerically however is computationally fast and saves the difficulty of

solving it fully by hand, allowing the resonance frequencies to be determined sufficiently

quickly for a gradient-descent least squares regression method to be practical to use to fit ex-

perimental data. The eigenvalue equation was solved numerically using the numpy.linalg.eig

package in Python.

For each new magnetic configuration under consideration, step 2 will need to be repeated.

In the following section, it is shown how the components of the LLG equation were derived

for the case of two coupled magnetic oscillators where the equilibrium magnetisations lie

entirely in-plane.
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Deriving an analytic form for the LLG equation of coupled ferromagnets:

The magnetisation dynamics of a series of coupled ferromagnetic oscillators can be modeled

by the LLG equation:

dmi

dt = −γmi × H i
eff + αimi × dmi

dt (5.17)

where mi is the (normalised) magnetisation of the ith magnetic moment, H i
eff is the

effective field it experiences, and αi is the Gilbert damping. Solutions of the form mi =

m0i + µie
iωµt are assumed. m0i is the equilibrium magnetisation vector and µi oscillates

in a plane transverse to m0i with frequency ωµ. In spherical coordinates µi is given by

µi = µiθêθ + µiϕêϕ, where êθ and êϕ are the usual unit vectors in the θ and ϕ directions.

To derive a linearised equation for the dynamics of the magnetisation, the procedure of

Smit and Beljers [96] is followed, the logic of which is straightforwardly illustrated in the

case of a single layer, and can then be extended to the multi-layer case. The effective field is

defined as the derivative of the free energy, U , with respect to the magnetisation directions

and volume. Taylor expanding the magnetisation about its equilibrium direction in the usual

way (noting that by definition of the equilibrium direction, all first derivatives vanish):

U = U0 + 1
2µ†Hµ (5.18)

where µ is a small displacement, U0 is the energy at equilibrium, and H is the Hessian of

U. From the definition of Heff as the derivative of the energy density with respect to the

magnetisation:

Heff = 1
µ0MsV

Hµ (5.19)
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where V is the volume of the magnet. Substituting this into the LLG equation (5.17) with

α = 0 it is found, to first order in µ:

iωµµ = −γm0i × 1
µ0MsV

Hµ (5.20)

noting that m0i is a unit vector in the radial direction, the cross product in (5.20) can be

replaced by a matrix of the form

0 −1

1 0

 Taking the resultant matrix onto the other side

gives the final form:

−ωµIµ = γHµ (5.21)

where:

I = µ0

 0 iMsV

−iMsV 0

 (5.22)

It is straightforward to extend this to the case of a two-layer (labeled A and B) device with

the replacement of H with the appropriate Hessian and I with [280]:

I = µ0



0 iMsAVA 0 0

−iMsAVA 0 0 0

0 0 0 iMsBVB

0 0 −iMsBVB 0


(5.23)

where µ is the 4-component vector that represents the oscillating part of both layers A and

B: µ = (µA,µB) = (µAθ, µAϕ, µBθ, µBϕ), and Vi and Msi are the volumes and saturation

magnetisation of the ith layer. In this notation, the definition of the oscillating effective field
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is given by:



hAθ

hAϕ

hBθ

hBϕ


=



1/MsAVA 0 0 0

0 1/MsAVA 0 0

0 0 1/MsBVB 0

0 0 0 1/MsBVB





Hθθ
AA Hθϕ

AA Hθθ
AB Hθϕ

AB

Hϕθ
AA Hϕϕ

AA Hϕθ
AB Hϕϕ

AB

Hθθ
BA Hθϕ

BA Hθθ
BB Hθϕ

BB

Hϕθ
BA Hϕϕ

BA Hϕθ
BB Hϕϕ

BB





µAθ

µAϕ

µBθ

µBϕ


(5.24)

Here, the component Hθϕ
AB for instance represents the second derivative with respect to

θA and ϕB of the energy. The second matrix on the right is the Hessian of the energy density.

Strictly, it is the curvature of the free energy density that enters into the LLG equation, but at

equilibrium, where first derivatives vanish, this is equivalent to the Hessian and is denoted by

H in (5.21).

In order to reproduce the experimental data, the SAFs are modelled as having an effective

field with contributions from an external field, exchange fields, demagnetisation fields, and

uni-axial fields. This results in a total energy of the system given by:

U = Ue + Uex + Udemag + UA
ani + UB

ani (5.25)

where Ue is the energy of the external field, Uex the exchange field energy, Udemag the energy

due to demagnetisation interactions, and U i
ani the energy from uni-axial anisotropy in layer i.

These terms can be written explicitly as:

Ue = −µ0he · (mAMsAVA + mBMsBVB) (5.26)
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where he is the external field, which lies in-plane at an angle ϕH to the x-axis, which is

defined to be along one edge of the bar parallel to the direction of the current.

Udemag =µ0VA
2 M2

sAmA · NAAmA + µ0VB
2 M2

sBmB · NBBmB + µ0VA
2 MsAMsBmA · NABmB

+ µ0VB
2 MsAMsBmB · NBAmA

(5.27)

here N ij is the matrix that describes the demagnetisation field in layer i due to the magnetic

moment in layer j. The demagnetisation tensors are calculated assuming that the magnetic

oscillations are contained only within the bar-like constriction that makes up each sample,

which oscillates as a single magnetic moment. If the volumes VA and VB are taken to

be equal VA = VB = V , then NAB = NBA = diag(λ, λ,−2λ) and NAA = NBB =

diag(δ, δ, 1 − 2δ), where λ and δ depend on the precise geometry of the device.

The exchange field between the two layers has an energy:

Uex = JAmA · mB + J2A(mA · mB)2 (5.28)

J and J2 are the exchange constants for the bilinear and biquadratic exchange fields, while A

is the surface area of the bar. These can be combined into the effective exchange fields:

H
(1)
E(i) = 2J1

µ0tiMsi

H
(2)
E(i) = J2

µ0tiMsi

(5.29)

where ti is the thickness of the layer.

The magnetocrystalline anisotropy is modeled as having two contributions. One from

the out-of-plane perpendicular magnetic anisotropy, and one from the in-plane magnetocrys-
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talline anisotropy induced by a magnetic field applied during sample growth:

U i
ani = −µ0Vi

2 MsiH
(P )
a(i)

(
mi · Ĥ

(P )
a(i)

)2
− µ0Vi

2 MsiH
(N)
a(i)

(
mi · Ĥ

(N)
a(i)

)2
(5.30)

H
(P )
a(i) = H

(P )
a(i)Ĥ

(P )
a(i) is the strength and direction of the in-plane anisotropy in layer i

at angle ϕE to the x-axis of the bar, and likewise H
(N)
a(i) = H

(N)
a(i) Ĥ

(N)
a(i) is the strength and

direction of the out of plane anisotropy in layer i.

The matrix elements of the Hessian , defined in (5.24), are calculated from the energy

terms given by (5.45)-(5.48). They have the following form:

1
MsiV

Hθθ
ii =he cos(ϕi − ϕH) −Msjλ cos(ϕi − ϕj) +Msi(1 − δ)

−H
(N)
a(i) +H

(P )
a(i) cos2(ϕi − ϕE) −H

(1)
E(i) cos(ϕi − ϕj) −H

(2)
E(i) cos2(ϕi − ϕj)

(5.31)

1
MsiV

Hϕϕ
ii =he cos(ϕi − ϕH) −Msjλ cos(ϕi − ϕj) +H

(P )
a(i) cos(2(ϕi − ϕE)) −H

(1)
E(i) cos(ϕi − ϕj)

−H
(2)
E(i) cos2(ϕi − ϕj)

(5.32)

Hθϕ
ii = Hϕθ

ii = 0 (5.33)

1
MsiV

Hθθ
ij = −2λMsj +H

(1)
E(i) +H

(2)
E(i) cos(ϕi − ϕj) (5.34)

1
MsiV

Hϕϕ
ij = Msjλ2 cos(ϕi − ϕj) +H

(1)
E(i) cos(ϕi − ϕj) +H

(2)
E(i) cos(2(ϕi − ϕj)) (5.35)

Hθϕ
ij = Hϕθ

ij = 0 (5.36)

where ϕi is the angle between the magnetisation of layer i and the x-axis. Physically

1
MsiVi

Hkl
ij gives the contribution of the lth component of the oscillating magnetisation of the

jth layer to the microwave field in the kth direction in the ith layer.
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To simulate the resonance frequencies at a given external magnetic field, it is necessary

to first find the equilibrium directions of the two magnetic moments at that field, ϕA and

ϕB , by numerically solving the LLG equation with α ̸= 0 until the two magnetisations relax

into a local minimum in energy (5.44) using the Runge-Kutta method described above. This

ensures that the correct local minima in the energy distribution is found and hence hysteresis

is appropriately accounted for. Then, the eigenvalue equation (5.21) is solved numerically to

find the frequencies of the modes.

To verify the validity of this simulation, consider the case of two antiferromagnetically

coupled layers with a uniaxial anisotropy in an external field perpendicular to the easy axis.

The resonance fields have the magnetic field dependence given in Table 5.3 [283].

Field Resonance frequency 1 Resonance frequency 2

0 < he < HE⊥ ω1/γ0 =
√
H2
C + (HE∥/HE⊥)h2

e ω2/γ0 =
√
H2
C − (H(P )

A /HE⊥)h2
e

HE⊥ < he ω1/γ0 =
√
he(he −H

(P )
A ) ω2/γ0 =

√
(he − 2H(1)

E )(he −H
(1)
E )

Table 5.3 Resonance frequencies of an AF with the external field applied perpendicular to its
easy axis.

where HE∥ = 2H(1)
E − H

(P )
A , HE⊥ = 2H(1)

E + H
(P )
A , and HC =

√
H

(P
A (2H(1)

E −H
(P )
A ).

Figure 5.5 shows the prediction of the simulation programme versus the analytical formula

for a uniaxial antiferromagnet with exchange field µ0H
(1)
E = 100 mT, an anisotropy field

µ0H
(P )
A = 10 mT, and µ0Ms = 1 T. Demagnetisation effects are neglected here (such as for

a perfectly spherical sample).
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Fig. 5.5 Analytical expression for the two modes of a uniaxial antiferromagnet (dashed line)
and the corresponding prediction by the simulation programme (dots).

Fitting the simulations to experimental data:

Using the explicit forms forHii derived in the previous section, and the Smit and Blejers form

of the LLG equation, ωIµ = γHµ, it is possible to easily calculate the resonance frequency

of a SAF model once the equilibrium position has been determined from simulations of

Brown’s equations as detailed above. Additionally, from the equilibrium position, the net

moment can be determined and this is used to model magnetometry measurements. By

comparing a model’s output to experimental data, standard chi-square regression can be used

to adjust the parameters of the model in order to best reproduce the experimental data.

When fitting the experimental data in this work, both the FMR data and VSM data were

simultaneously modeled using the same set of input parameters using the model described
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above. The formula for χ2 used was then:

χ2 =
∑

VSM data points

|(MV SM − (MAVA + MBVB) · ĥe|2

σ2
V SM

+

∑
FMR data points

(ω(1)
FMR − ω

(1)
sim)2

σ2
ω(1)

+ (ω(2)
FMR − ω

(2)
sim)2

σ2
ω(2)

(5.37)

where ĥe is a unit vector along the external field direction, MV SM · is the magnetic moment

measured by the VSM, σωi and σV SM are the errors of each data points, ω(i)
FMR is the

experimentally measured FMR resonance frequency of mode i, and ω(i)
sim is the simulations

predicted resonance mode under the same experimental conditions. By minimising χ2 using

a gradient descent algorithm, the best match to the combined experimental data and its

uncertainty can be determined.

5.4 Results

5.4.1 Group theory and the Landau-Lifshitz-Gilbert equation

The symmetry of physical systems provides serious constraints on their behaviour and

greatly simplifies any necessary calculation or understanding. The mathematical language of

symmetry is group theory, and it is frequently employed in physical problems to great effect

[122, 225].

An understanding of how groups could be applied to physical problems was first in-

vestigated by Wigner [225]. Group theory has subsequently been widely used in physical

problems to simplify otherwise exceedingly complex calculations and offers ‘intuitive’ insight

into the outputs of otherwise entirely abstract calculations.

Should one wish to conduct a similar inquiry into the LLG equation in order to understand

its symmetry-influenced properties, as seems reasonable, it will be necessary to establish in

what sense, if at all, the eigenvector solutions ‘engender’ a representation of the symmetry
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group of the magnetic system. Here, there is a slight difference between the LLG and

the aforementioned physical systems (quantum mechanical systems, mechanical oscillators

etc.). Because of the strong inter-atomic exchange forces that rapidly quench any out-of-

equilibrium variations in the magnetisation’s magnitude, the LLG dynamical equation of

motion contains a cross product that ensures Ṁ is always orthogonal to M :

∂tM = γ0Heff × M (5.38)

where γ0 = µ0γ, Heff is the effective magnetic field, and M the unnormalised magnetisation

vector (magnitude Ms). As a consequence of this, the resultant linearised equation of motion

is typically non-Hermitian. For example, the linearised equation of motion of a thin-film

single ferromagnetic layer in an external field he is given by:

iω/γ0 he +Ms

−he iω/γ0


my

mz

 =

0

0


A(ω)m̃ = 0

(5.39)

Clearly A ̸= A†. This is important because the eigenvector solutions to a Hermitian eigen-

value problem: a) form a complete basis and b) are orthogonal under the standard inner

product. Condition a) is required for the modes to be able to engender a representation of

the group (see Section 2.6), and condition b) allows the formulation of a simple recipe for

determining the coefficients of this representation. In order to apply group theory to the LLG

equation, it will be necessary to establish these qualities in its solutions.

Intuitively, one should expect to be able to do this as the eigenvalues of the (undamped)

LLG equation represent the oscillations of a real physical system, and hence must be real.

Consequently, it is expected that underneath there should be some Hermitian structure that
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ensures the real nature of the eigenvalues. From this Hermitian structure, completeness and

some notion of orthogonality under a suitable inner product should follow.

Consider the case of two coupled magnetic oscillators within the macropsin approxima-

tion, whose deviation from their equilibrium position is labelled MA(t) = MsAm̃A(t) =

MsAm̃Ae
iωt for layer A, and likewise MB(t) = MsBm̃B(t) = MsBm̃Be

iωt for layer B.

Msi is the saturation magnetisation of layer i. The case of time-dependent single-frequency

solutions is the case that will be relevant to the experimental measurements of synthetic

antiferromagnets in Section 5.4.3 and is the simplest system in which one should expect

symmetry to have a significant effect on the spin-wave properties. The linearised LLG

equation for simple systems is typically calculated via expanding both sides of (5.38) to

linear order in m̃A/B . For more complex systems, consisting of many coupled oscillators or

many terms in the magnetic free energy, Smit and Beljers [96] showed that the linearised

form of (5.38) could be calculated more straightforwardly using the Hessian of the free

energy, similar to standard linearised oscillation problems, with some modifications due to

the definition of the effective magnetic field and the cross product. A short derivation of this

is given in Section 5.3.2. The resulting eigenvalue equation has the form:

ωµIµ = γHµ

I = µ0

iA(MsAVA) 0

0 iA(MsBVB)

 ; A(x) =

 0 x

−x 0

 (5.40)

where µ is a 4-component vector consisting of the transverse harmonic oscillations (at

frequency ωµ) of the two magnetic layers: µeiωµt = (m̃A(t), m̃B(t)) = (m̃A, m̃B)eiωµt, H

is the Hessian of the energy in terms of the transverse magnetic coordinates, and I is a four

by four matrix that originates from the cross product of the magnetisation with the effective

field. In Section 5.3.2 these matrices are evaluated explicitly for a uniaxial SAF.
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Aside from the benefit of its relative ease of computation, the method of Smit and

Beljers reveals explicitly the underlying Hermitian structure of the LLG equation. Unlike the

Hermitian eigenvalue problems familiar from other areas of physics, the form of the LLG

equation is that of a ‘generalised’ eigenvalue problem: equations of the form Ax = ωBx,

where both A and B are Hermitian matrices. In (5.40), I is evidently Hermitian, as is the

Hessian by the definition of its elements and the symmetry of mixed partial derivatives:

(H)ij = (H)ji = ∂2E/∂µi∂µj . Note that because of the conservation of the norm of M ,

it is usually convenient to work in spherical polars, minus the radial component, which is

constant. Should the magnetisation lie in the plane θ = π/2, as is usual for thin-film magnets

without significant PMA, then the components of the Hessian are just Hθϕ = ∂2H/∂θ∂ϕ

etc.. Otherwise, additional factors of 1/ sin θ are required because of the metric in these

coordinates. These are straightforwardly calculated from the definition of the Hessian as

the Jacobian of the gradient of E: H = J ∇E. The Hessian is still symmetric in its indices

regardless, and so retains its Hermitian nature.

Because the Hessian evaluated at a minimum of an energy landscape (from the definition

of an equilibrium magnetic configuration) is positive definite, the eigenvectors of the LLG

equation have the following properties:

1. They form a complete set

2. They are orthogonal under the modified inner product: i.e. µ†Iν = δµν for eigenvec-

tors µ and ν

Equation (5.40) gives an explicit form for I for a uniform k = 0 mode with two magnetic

moments, and this is straightforwardly extended to larger systems with an arbitrary number

of moments and to non-zero k (so long as a classical treatment is still permitted). For an

example of applying the method of Smit and Beljers to non-uniform modes, see [280]. From

a group theory perspective, the main difference between non-zero k modes and uniform

modes is that only the symmetry operations of the k = 0 mode that leave k (a vector, not a
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pseudo-vector like the magnetisation) invariant are allowed in the lower symmetry k ̸= 0

group. Hence, for this mode, the symmetry of the system will be lowered compared to the

k = 0 mode.

Rµν = (det{R}) µ†IRν (5.41)

Compare this with the usual component form for a Hermitian eigenvalue problem: Rµν =

µ†Rν. The additional factor of det{R} in (5.41) accounts for the pseudo-vector nature of

the magnetisation, and consequently operations such as reflections induce an additional sign

change in its components compared with a regular vector. The factor of I originates from the

inner product under which the eigenvectors are orthonormal (after appropriate normalisation).

With this slight modification to the usual procedure of generating the representation of the

group from the eigenvectors, it is possible to inherit all of the wealth of methods developed

for applying group theory to other eigenvalue problems to the linearised LLG equation. This

will allow for a complete analysis of the symmetry-induced behaviour of spin-wave modes.
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5.4.2 Analysing the ferromagnetic resonance modes of antiferromag-

netically coupled oscillators using group theory

Fig. 5.6 Pictorial representation of the resonance modes (a) and some of the symmetry
operations (b) of an antiferromagnet with a uniaxial anisotropy along the x-axis at zero
magnetic field. The two arrows represent the magnetisations, and the cones the area they
sweep out as they rotate. C∞(ϕ) represents a rotation about the x-axis of angle ϕ. σv(δ)
represents a reflection in a plane parallel to the x-axis and at angle δ with respect to the z-axis.
C ′

2(ϕ) represents a rotation of 180 degrees about an axis in the y-z plane at an angle ϕ to
the z-axis. σh represents a reflection in the y-z plane. Resonance modes (c) and symmetry
operation C2, a rotation of 180 degrees about the field direction, (d) for a system of thin-film
antiferromagnetically coupled oscillators when the magnetic field, µ0B, is applied along the
hard-axis or is above the spin flop field. This figure has been reproduced from [268].
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Once how to engender a representation of the symmetry group using the eigenmodes of the

LLG equation has been established, analysing their symmetry-enforced properties follows in

the usual way. In the following section, it is illustrated how it is possible to understand both

the degeneracy of modes and avoided crossing phenomena. Understanding the degeneracy

of the zero-field modes of an antiferromagnet in terms of symmetry has not been reported

before in the literature2.

Degeneracy:

Group theory shows that the degeneracy of a set of resonance modes can be understood as

consequence of the symmetry of the system. This understanding can be used to then show

how or when this degeneracy is lost as a consequence of symmetry lowering (e.g. due to

external magnetic fields, device structure changes).

Coupled oscillators have two unique modes, referred to as Mode 1 and Mode 2 (Figure

5.6a) [284–286]. The terminology ‘optical’ and ‘acoustic’ mode is often employed to describe

these modes [43, 281], in analogy with phonon modes, rather than because their frequencies

correspond to these regimes. Unique identification of these modes across the whole spectrum

is a source of some contention within the community. First consider the case where no

external magnetic field is applied. In a uniaxial antiferromagnet the two magnetisations lie

along the easy-axis, and the two modes, shown in Figure 5.6a, are degenerate at zero field

(Figure 5.7a). In a SAF, the magnetisations still lie along the easy-axis, but now the spectrum

looks radically different, with the degeneracy being removed (Figures 5.7b and 5.7c). This

difference can be understood in terms of the different symmetries that characterise the two

types of antiferromagnetically coupled oscillators.

2Anticrossings were first understood in terms of symmetry in the literature by MacNeill et al. and Liensberger
et al. [42, 43], although this work was performed independently of these studies. An analysis of their methods
for understanding symmetry-induced anticrossings and this one is presented in Section 5.4.4
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Fig. 5.7 Resonance frequencies versus field of an antiferromagnet with an in-plane mag-
netocrystalline uniaxial anisotropy (a), and a synthetic antiferromagnetic with an in-plane
magnetocrystalline uniaxial anisotropy with symmetric (b) and asymmetric (c) magnetic
layers calculated from the LLG equation. The external field, he is normalised relative to the
field at which the two magnetisations align, hsat. The external magnetic field is applied along
the in-plane hard-axis.

For a uniaxial antiferromagnet, the symmetry operations, i.e. the operations that leave the

static configuration of the system invariant, are the same as those of the familiar homonuclear

diatomic molecule and form the symmetry group D∞h. This applies so long as it is possible

to neglect the shape anisotropy as is typical for an AF due to their net zero moment [283]. A

selection of these symmetry operations is shown in Figure 5.6b and their action on the two

modes is summarised in table 5.4.

D∞h C∞(ψ) σv(δ) C ′
2(ϕ) σh

E1g

(
e−iψ 0
−0 eiψ

) (
0 −e−i2δ

−ei2δ 0

) (
0 e−i2ϕ

ei2ϕ 0

) (
−1 0
0 −1

)

Table 5.4 Representations of a selection symmetry operations engendered by the degenerate
eigenmodes of a uniaxial antiferromagnet at zero fields. Note the effect the pseudo-vector
nature of the magnetisation has on the representations of the reflection operator σh. Were the
magnetisation a vector, its modes would engender the representation E1u.

These matrices can be derived by explicit calculation using (5.41), or more intuitively by

visualising how each operation maps the original modes onto themselves/their counterpart.

C∞(ψ) describes an anticlockwise rotation about the easy-axis by an angle ψ and adds a
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phase e−iψ and eiψ to mode 1 and mode 2 respectively. σv(δ) is a reflection in a plane that

contains the easy-axis and makes an angle δ with the z-axis. Following the usual rules

for pseudo-vectors under reflection/inversion, this operation transforms the modes into one

another with the additional phase e−i2δ and ei2δ. C ′
2(ϕ) is a 180 degrees rotation about an

axis lying in the yz-plane at an angle ϕ with the z-axis and again transforms the modes into

each other with the addition of a phase. σh, a reflection in the yz-plane perpendicular to the

easy-axis, transforms the modes into themselves with the addition of a 180 degrees phase.

The additional elements of D∞h, consisting of an inversion operator and improper rotations,

can be calculated similarly. Together, the matrix representations engendered by the modes

form the irreducible representation E1g of the full symmetry group D∞h.

A representation is said to be irreducible when there is no change in basis (that is, it is

not possible to find two new modes in which to form a basis from a linear combination of the

original ones) in which all the matrices that make the group are reduced in a block-diagonal

form (or in the case of a 2-dimensional representation, as in this case, diagonal form). There

is a standard procedure for determining if a representation is reducible or irreducible (see

[122]). However, to those less familiar with these methods, because in a 2-dimensional

representation being reducible is equivalent to being diagonalisable, it may be easier to

instead to think of irreducible representations as those which have non-zero commutators

for at least one pair of matrices. The matrices in Table 5.4 have non-zero commutators for

ψ ̸= nπ and ϕ and δ ̸= nπ/2 and this means that they cannot be simultaneously diagonalised

by a similarity transformation. Consequently, because group theory shows that modes that

transform as an N-dimensional irreducible representation have an N-fold degeneracy, the two

modes must be degenerate at zero field, and hence their degeneracy here may be thought of

as a consequence of the symmetry of the system.

To lift the degeneracy, group theory shows it is therefore necessary to lower the symmetry

of the system such that the 2D irreducible representation of the higher symmetry group
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decomposes into two 1D irreducible representations of the new lower symmetry group.

Equivalently, the symmetry operations with non-vanishing commutators must be removed

from the group.

In a SAF, where the coupled magnets are thin films in the xy-plane and assumed to be

identical, the presence of shape anisotropy leads to C∞(ψ), σv(δ) and C ′
2(ϕ) being symmetry

operations only when ψ = nπ and ϕ and δ = nπ/2. This removes the offending commutators

and hence the the 2-dimensional irreducible representation of the higher symmetry group

splits into two one-dimensional irreducible representations of the new, lower symmetry,

group. Hence, from group theory this induces the splitting of the modes at zero field. There-

fore, it is possible to understand the presence or absence of degeneracy at zero field as a

consequence of symmetry.

Avoided crossings

Groups allow the analysis of anticrossings straightforwardly as a consequence of the sym-

metry of the system. This follows from the Wigner Von-Neuman avoided crossing theorem,

that states that two modes can cross only when they transform as different irreducible

representations of the symmetry group.

In other disciplines, such as in the study of the vibrational modes of complex molecules

or electronic energy levels in crystals, anticrossings are commonly understood via the

Wigner-Von Neuman avoided-crossing theorem, which states that only modes that transform

according to different irreducible representations of their symmetry group may cross. Because

the modes of a coupled magnetic oscillator engender the representation of a group, the Wigner-

Von Neuman theorem still holds. Here the case of a magnetic field applied along the hard-axis

direction or along the easy-axis above the spin-flop value is considered. The two modes of
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a symmetric SAF are shown in Figure 5.6c. The resonance spectra of mode 1 and mode 2

correspond respectively to the continuous blue and dashed red lines in Figure 5.7b.

In a symmetric SAF where the two magnetic layers are equal, C2, describing 180-degree

rotations about the field direction (Figure 5.6d), is the only symmetry operation other than

the identity. The same is true for the field applied along the easy-axis above the spin-flop

value. By considering the behaviour of the two modes in Figure 5.6c under C2, one can see

that they transform as the irreducible representations of the group A2 and A1:

E C2

A1 1 1

A2 1 -1

. (5.42)

Here, E is the identity transformation. Because these two modes transform according to

different representations, from the Wigner-Von-Neumann avoided crossing theorem [225],

they are predicted to cross at a single external field value. However, when the symmetry of

the system is lowered, for example by making the two magnetic layers unequal or by applying

the magnetic field in a direction that does not coincide with a high symmetry direction, C2

is no longer a symmetry operation and the modes must transform according to the same

trivial representation, causing them to hybridise strongly and repel (Figure 5.7c). Note that

this result clearly applied to any symmetry lowing effect that removes C2 as a symmetry

operation. In this way, it has been possible to generalise this phenomenon without the need

to consider the details of the LLG equation for each and any symmetry lowering effect one

might wish to consider. It is satisfactory only to consider if the new device or experimental

configuration will retain C2 as a symmetry element.
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5.4.3 Experimental realisation in synthetic antiferromagnets

In the following section, it is demonstrated experimentally the features predicted by symmetry

by measuring the resonance spectrum via FMR of two synthetic antiferromagnets: one with

identical ferromagnetic layers, and one with disparate ones.

Two structures are measured, Ta[2]/Pt[3]/CoFeB[1.4]/Ru[0.9]/CoFeB[1.4]/Pt[x]/Ta[2]

(all thicknesses in nm), where x = 1 nm (referred to as the single-sided structure) or 6 nm

(referred to as the double-sided structure). The SAF structures were fabricated according to

the procedure detailed in Section 3.2.2 by Dr W. Liao in the group of Prof R. P. Cowburn at

the University of Cambridge. The devices were patterned into 5 µm × 5 µm bars by electron

beam lithography and argon ion milling and electrically contacted on two opposite sides.

The low aspect ratio for the bars is chosen so as not to further lower the symmetry of the

device by introducing additional shape anisotropy terms (the in-plane demagnetisation field

for this geometry is estimated to be ∼ 1 mT, negligible with respect to the other anisotropy

terms). The orientation of the device is such that the in-plane field-induced easy-axis cuts

along one diagonal of the square, 135 degrees from the current flow direction.

Fig. 5.8 (a) Resonance field (Bres) versus frequency for the single ferromagnetic layer
sample. From a fit to the Kittel mode (dashed blue line), a value of 211 mT is obtained for
the effective magnetisation, suggesting that the lower layer in the SAF structures has sizeable
out-of-plane anisotropy. (b) ϕH dependence of the resonance field of the single layer sample.
From a fit of Bres(ϕ) from the Kittel formula, an estimate of the uniaxial in-plane anisotropy
of 3.17 mT is obtained.
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An additional single magnetic layer structure Ta[2]/Pt[3]/CoFeB[1.4]/Ru[0.9]/Ta[2] was

also fabricated under the same conditions and used to characterise the anisotropy terms.

Figure 5.8a shows a measurement of the resonance field versus frequency for the single layer

sample and its associated fit to the Kittel formula:

ω/γ = µ0

√
(Hres +H1)(Hres +H2) (5.43)

where H1 = Ms − H⊥ + Ha cos2(ϕH − ϕE) and H2 = Ha cos(2(ϕH − ϕE)). Ha is in the

in-plane uniaxial anisotropy with an easy-axis at an angle ϕE to the x-axis and H⊥ is the

perpendicular magnetic anisotropy. From this fit, an effective magnetisation of µ0M
eff
s =

µ0(Ms −H⊥) = 211 ± 2 mT was found, significantly lower than the bulk magnetisation of

CoFeB (≈ 1500 mT). From other measurements on similar structures with 4 nm thick layers

of CoFeB, where the PMA is expected to be negligible, the effective magnetisation can be

expected to be around 1200 mT. This reduction relative to the bulk is likely attributable

to a magnetic dead layer near the interface, owing to the sizeable out-of-plane anisotropy.

Consequently, the lower layer in the SAF structures is expected to also have significant

out-of-plane anisotropy, whilst still being an in-plane magnetised sample. Figure 5.8b the

dependence of the resonance field on the angle of the external field ϕH . The fit to the Kittel

formula (5.43) determines that the in-plane uniaxial anisotropy is µ0Ha = 3.17 ± 0.12mT.

Structure µ0∆(M eff
s ) (mT) µ0∆(Ms) (%) J (1) (µJ/m3) J (2) (µJ/m3) µ0Ha (mT)

Single Sided 610 ± 40 7.5 ± 0.6 50.5 ± 0.5 6.7 ± 0.6 3 ± 2

Double Sided 13 ± 9 15.2 ± 1.2 58.6 ± 0.6 12.2 ± 1.0 2 ± 2

Table 5.5 Numerical parameters calculated from FMR and VSM fitting.
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Fig. 5.9 The net magnetic moment measured by VSM and the FMR spectrum for a field
applied along the in-plane hard-axis for the single-sided, (a) & (c), and double-sided, (b) &
(d), structures. In (a) and (b), the blue (red) data set represents the net magnetic moment
when the external field is applied along the easy (hard) axis. Vertical dashed lines correspond
to zero external field. VSM measurement was taken by Dr Z. Sorban of the Academy of
Science of the Czech Republic.

To investigate the effects of symmetry lowering on the dynamic properties of the synthetic

antiferromagnets, the magnetic field dependence of the resonance frequencies was measured

by ST-FMR and the net magnetic moment was measured by vibrating sample magnetometry

(VSM) by Dr Z. Sorban of the Academy of Science of the Czech Republic, as shown in

Figure 5.9. The two plots are fitted simultaneously (continuous line in the figure) via least

squares regression using a custom macrospin simulation of the resonance frequencies of

the SAF verses the external field. The details of this simulation programme are given in

Section 5.3.2. The equilibrium position of the two magnetic moments for a certain value of
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the external magnetic field is found by numerically simulating the LLG equation via a finite

difference method with α ̸= 0 until convergence. Subsequently, the resonance frequencies

are determined numerically by solving the eigenvalue equation (5.40) using the free energy

density derived in Section 5.3.2. The SAFs are modelled as having both linear and biquadratic

exchange, and the magnetisation and PMA are allowed to vary between the layers. The

in-plane anisotropy is assumed to be the same in both layers to within the resolution of the

experiments. This gives an analytic form for energy of the magnetic system:

U = Ue + Uex + Udemag + UA
ani + UB

ani (5.44)

where Ue is the energy of the external field, Uex the exchange field energy, Udemag the energy

due to demagnetisation interactions, and U i
ani the energy from uni-axial anisotropy in layer i.

These terms can be written explicitly as:

Ue = −µ0he · (mAMsAVA + mBMsBVB) (5.45)

where he is the external field, which lies in-plane at an angle ϕH to the x-axis.

Udemag =µ0VA
2 M2

sAmA · NAAmA + µ0VB
2 M2

sBmB · NBBmB + µ0VA
2 MsAMsBmA · NABmB

+ µ0VB
2 MsAMsBmB · NBAmA

(5.46)

here N ij is the matrix that describes the demagnetisation field in layer i due to the magnetic

moment in layer j.

Uex = JAmA · mB + J2A(mA · mB)2 (5.47)
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J and J2 are the exchange constants for the bilinear and biquadratic exchange fields, while A

is the surface area of the bar.

U i
ani = −µ0Vi

2 MsiH
(P )
a(i)

(
mi · Ĥ

(P )
a(i)

)2
− µ0Vi

2 MsiH
(N)
a(i)

(
mi · Ĥ

(N)
a(i)

)2
(5.48)

For the derivation of converting this energy expression into an effective field, and sub-

sequently solving the resultant LLG equation, see Section 5.3.2. The extracted parameters

are summarised in Table 5.5. µ0∆(M eff
s ) and µ0δ(Ms) represent the relative difference

in effective and saturation magnetisation respectively of the top magnetic layer relative to

the bottom one as measured by FMR (effective magnetisation) and the VSM (saturation

magnetisation), J (1) and J (2) are the bilinear and biquadratic exchange constants, while

µ0Ha is the in-plane uniaxial anisotropy. The double-sided sample behaves in a similar

manner to a perfectly symmetric SAF, with no experimentally observable anticrossing. The

similar magnetic properties between the layers imply that C2 remains a symmetry operation,

and hence no anticrossing is measured. In the single-sided structure, it is found that the

out-of-plane anisotropy of the upper magnetic layer is significantly reduced compared to

the lower layer, resulting in a large difference in effective magnetisation that removes C2 as

symmetry operation and results in significant anticrossing.

The strength of this anticrossing is characteristic of the strength of the coupling between

the modes. This is an important figure of merit for devices which rely on the strong hybridi-

sation of modes for information technology devices, such as the conversion of microwave

photons into optical photons [287, 288], and is quantified by the coupling rate g/2π. g/2π

is calculated from half the difference of the largest frequency gap between the two modes

[43], which from figure 5.9c gives g ≈ 2 GHz. Although from this data alone it cannot

be concluded that the system is in the strong-coupling regime, which is defined as when

g > κA & g > κB, where κA/B are the damping rates of the two modes, the large values of

g are suggestive that tuning the out-of-plane anisotropy of the two layers is a viable means
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of generating strong magnon-magnon interactions. PMA can not only be varied by varying

the sample composition but can also be controlled electrically by applying a voltage to a

gate separated from the sample by an insulating layer [289]. This offers the prospect of

an all-electronic means of controlling the magnon-magnon coupling strength. Because the

demagnetisation field and PMA are some of the strongest interactions known in thin-film

ferromagnets, varying them between the layers even further offers the greatest prospect of

boosting the mode coupling.

5.4.4 Comparison with other works

During the course of this study, two works were published that likewise showed that avoided

or anticrossings in magnetic systems could be understood as a result of symmetry-lowering

perturbations. In this Section, their arguments are reviewed and compare them to the

understanding of this phenomenon from a group theory perspective developed here.

MacNeill et al. [43] studied the FMR spectrum of the weak (Néel temperature ≈ 15 K

[290]) antiferromagnet CrCl3 as a function of the out-of-plane angle (θ in Figure 2.1) of

the external field, showing that an anticrossing develops for θ ̸= nπ/2 (for integer n). They

conclude that the out-of-plane external field results in a loss of exchange symmetry between

the layers and that this results in an eigenvalue equation of the form:

∣∣∣∣∣∣∣∣
ω2
a(θ) − ω2 ∆2(θ)

∆2(θ) ω2
o(θ) − ω2

∣∣∣∣∣∣∣∣ = 0 (5.49)

where (5.49) has been written in the basis of the θ = nπ/2 eigenvectors of the LLG equation

that are simultaneously odd (o) and even (a) eigenvectors of the parity exchange operator,

with unperturbed eigenvectors ωo(nπ/2) and ωa(nπ/2) respectively (the parity exchange

operator swaps the two magnetic sublattices). They show that the off-diagonal terms, ∆2(θ),

occur because of the loss of exchange symmetry as the matrix in the linearised LLG equation
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no longer commutes with the exchange matrix, and hence the basis of eigenvectors of the

exchange operator no longer simultaneously diagonalise the linearised LLG equation. They

derive an explicit form ∆, which vanishes when θ = nπ/2, and show that non-zero ∆ leads

to a mode anticrossing by explicitly calculating the new eigenvalues numerically.

Liensberger et al. [42] study a two-lattice ferrimagnet in the colinear state that develops a

weak magnetocrystalline anisotropy non-colinear with a larger uniaxial magnetocrystalline

anisotropy that defines the easy-axis direction. This likewise breaks the rotational symmetry

about the easy-axis. Their subsequent argument follows along the same lines as MacNeill et

al. (i.e. from explicit calculation of the new, lower symmetry eigenvalues).

This approach is advantageous in that the implications of matrix commutation on eigen-

value problems are likely to be familiar to most physicists from other areas such as quantum

mechanics. However, like in the quantum mechanics literature, using groups simplifies the

required calculation, and in this instance approach allows the anticrossing phenomena to be

understood without the need to calculate the dynamic equation of motion or its solutions.

This gives the group theory perspective a certain conceptual elegance, and the requirement

of having to explicitly calculate, solve, and then transform (into the unperturbed eigenvector

basis) the linearised LLG equation can become very involved for even simple coupled mag-

netic systems. Consequently, group theory is generally computationally more straightforward

than explicit calculation.

As a simple illustration of this point, Section 5.3.2 for the terms in the linearised LLG

equation of a uniaxial synthetic antiferromagnet, which already for a relatively simple

coupled system becomes quite unwieldy. Compare the effort required to solve this equation,

transform the resulting eigenvalue equation in the new basis, and then show explicitly that

this results in a sufficiently strong interaction to repel the two modes from each other, with

the computational effort of the arguments in Section 5.4.2, which can be completed in a
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single line and generalised instantly to all other forms of symmetry lowering in this particular

system.

A further benefit of understanding this phenomenon in terms of groups is that it gives a

clear picture of why and when a loss of symmetry will result in an anticrossing. A lowering

of symmetry of the system does not necessitate that two modes may no longer cross: it is

only when they now are members of the same irreducible representation that the Wigner-Von

Neuman avoided-crossing theorem applies. In the cases so far in the literature, which have

all involved antiferromagnetically coupled bimagnetic systems, the arguments in Section

5.4.2 show that the symmetry of the system is sufficiently trivial that any further lowering

will result in an anticrossing. However, should more complex multi-oscillator systems be

pursued in the future, either by macroscopic design or by microscopic structure, as seems

likely given the interest in these strongly coupled magnon-magnon systems, then the effect

of symmetry lowering may be more complex.

5.5 Future work

One of the most interesting applications of group theory to physical problems is determining

the degeneracy of the modes of atoms symmetry alone, i.e. without referencing the equations

of motion at all, only symmetry and their associated conservation laws. This is perhaps

most familiar when applying group theory of the vibrational modes of atoms (or equivalently

systems of masses on springs) [122]. In Section 5.4.2 the degeneracy of the modes of an AF

at zero field is analysed using group theory. However, in doing so the argument began from

the shape of the modes, which in order to know this one must solve the LLG equation at this

point. From there effects like loss of degeneracy can be determined from symmetry breaking

alone, anticrossings etc. but it would be more satisfying if there was no need to use the LLG

equation at all.
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Now that it has been established how to apply group theory to the LLG equation, a similar

procedure should be possible as is done when analysing the degeneracy of the vibrational

modes of atoms. That is, determining the degeneracy of the modes from group theory,

symmetry, and conservation laws alone without ever having to solve the underlying equation

of motion, as is done for vibrational modes in molecules which are clearly a very strong

analog to magnetic oscillators.

5.6 Conclusion

The main result of this chapter is that the classical eigenmodes of the LLG equation may

engender a representation of the symmetry group of the magnetic system. From this, the

effect symmetry on the resonance spectra of coupled magnetic oscillators was shown, with

a particular focus on synthetic antiferromagnets and antiferromagnets. The influence of

symmetry on mode degeneracy and avoided crossings was illustrated experimentally by

performing FMR measurements on symmetric and asymmetric SAFs. The asymmetry in

the structure was tuned by tuning the difference in the PMA between the top and bottom

layers, a novel and powerful way for generating strong anticrossings (coupling rate 2 GHz)

in synthetic antiferromagnets.

Understanding these phenomena in terms of group theory offers an alternative way of

understanding these phenomena from those already presented in the literature. By arguing

entirely from symmetry, the conceptual understanding of these phenomena is enhanced,

bringing the field in line with the larger body of quantum mechanical avoided-crossing

literature. Additionally, it is possible to easily distinguish between true avoided crossing and

splittings that result from symmetry-lowering induced losses of degeneracy.





Chapter 6

Magnetoresistance effects in synthetic

antiferromagnets

Magnetoresistance, the dependence of a magnetic sample’s resistance on the orientation

of its magnetic moment, is one of the oldest known couplings between ferromagnetism

and a charge current. Magnetoresistive effects remain crucial to spintronics, allowing the

state of spintronic devices to be read out electronically. In this chapter, it is shown that the

experimentally realised solutions to Brown’s equation obey the symmetry of the device. This is

use this to devise a method for distinguishing between contributions to the magnetoresistance

in synthetic antiferromagnets.

Additionally, in ferromagnets it has been shown that exchange magnons excited by

sufficiently high current densities and their associated antidamping torques can induce an

asymmetry in the anisotropic magnetoresistance. The excitation of these exchange magnons

is associated with an overcoming of damping in the system, and subsequent coherent self-

oscillations in devices with a nanowire geometry. A current dependent anisotropy in the

magnetoresistance in a synthetic antiferromagnet nanowire is reported here. This suggests

that it may be possible to generate self-oscillating dipolar in these devices. It is proposed that
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this exchange magnetoresistance could be a useful source of unidirectional magnetoresistance

for magnetic device applications.1

6.1 Introduction

Anisotropic magnetoresistance (AMR), the cos2 ϕ dependence of a magnetic sample’s re-

sistance on the angle of its magnetic moment, ϕ, with respect to the current direction, was

discovered by Lord Kelvin in 1856 [291], making it the oldest known interaction between

magnetic ordering and a charge current. Magnetoresistive effects continue to play a central

role in modern spintronics. Giant magnetoresistance (GMR) remains perhaps the field’s

crowning achievement [3], and virtually all spintronic devices rely on some kind of magne-

toresistive effect to read out the resulting state of the magnetisation during operation.

In this chapter, some novel features of the anisotropic magnetoresistance signal in

synthetic antiferromagnets (SAFs) are explored. In Chapter 5, it was shown how symmetry,

or the lack thereof, had major implications for the dynamic resonance spectrum of a synthetic

antiferromagnet. A natural question then to ask is, ‘does the symmetry of a synthetic

antiferromagnet have any implications for its magnetoresistance signal?’ It is found that

in the special case when there is a reflection plane at 135◦/45◦ to the current direction,

the measured AMR signal has a sign change when the external field is reflected in the

symmetry plane, whereas the GMR signal remains unchanged. This provides a simple means

to distinguish the two effects in a sample. Additionally, it is shown that the strength of the

measured AMR signal along the high-symmetry direction is related to the symmetry of the

ferromagnetic layers, vanishing when the two layers are identical.

Measurements of the magnetoresistance at high current densities in narrow bar SAFs are

performed. Similar measurements in Permalloy(Py)/Pt bilayers have revealed an asymmetry

in the AMR signal at high current densities [148] that is induced by the excitation of exchange

1Part of this chapter is published in J. Patchett et al., Phys. Rev. B 105, 104436 [268].
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magnons. These measurements are then repeated, first in Pt/CoFeB bilayers, observing much

the same effect as what was reported in Py, and then in a Pt/CoFeB/Ru/CoFeB/Pt SAF, where

a current dependent asymmetry in the magnetoresistance of a SAF is reported for the first time.

It is proposed that this effect could be a useful source of unidirectional magnetoresistance.

6.2 Symmetry and magnetoresistance

HA EA

Fig. 6.1 A uniaxial SAF with an easy-axis/hard-axis (EA/HA) at 45◦/135◦ to the current
direction. R is a reflection operator in the plane containing the hard-axis and the out-of-plane
direction (translucent orange plane). By applying this reflection operator to the magnetisation
and external field, one obtains a new solution to Brown’s equation at the transformed external
field.

The equilibrium position of a ferromagnet is determined by Brown’s equation [60]:

M × Heff = 0 (6.1)

This equation must be satisfied at all points in space. Intuitively, if one knows a solution

to Brown’s equation for a particular external field, by applying a symmetry operation of

the device to the magnetisation and the external field, one should be able to generate a new

field/magnetisation configuration that is also a solution to Brown’s equation (see Figure 6.1).

The solutions to Brown’s equation are not unique, and whether or not this solution is realised

depends on the history of the magnetisation and the external field. Hence, one can only
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expect to realise this new, symmetry-transformed, solution if the entire hysteresis path up to

that field value is likewise transformed.

In the macrospin picture, this is straightforward to show explicitly. It is possible to

write the effective field in layer i, H i
eff , in the form H i

eff = ΛijMj + hi
e, where Λij is

an operator that describes the contribution of the jth magnetisation to the ith effective field,

and hi
e is the external field in layer i. For a uniaxial SAF, all terms except the biquadratic

exchange are linear in the magnetisation, and so Λij is just a matrix. For instance, the uniaxial

magnetocrystalline anisotropy effective field can be written as a matrix with components:

(Λii
ani)jk = 2K(i)

µ0M2
si

n
(i)
j n

(i)
k (6.2)

where n(i)
j is the jth component of the easy-axis direction in the ith layer, and K(i) is its

anisotropy constant. The biquadratic exchange term has an additional multiplicative factor of

MA · MB that is invariant under any transformation of the magnetisations, and so for the

purposes here can still be treated as a matrix with components:

(Λij
ex2)kl = −2J2

µ0M2
sAM

2
sBti

MA · MBδkl (6.3)

where J2 is the exchange constant, and ti is the thickness of layer i. R is a symmetry

operation of the static magnetic system if it commutes with all Λij , and hence if Mi is a

solution to Brown’s equation at the external field hi
e, then so is RMi at Rhi

e as (RMi) ×

(ΛijRMj +Rhi
e) → (RMi) ×R(ΛijMj + hi

e) = 0, which follows as both Mi and H i
eff

have been transformed by the same operationR, and hence must still be parallel. In Appendix

A, this is shown explicitly for a uniaxial SAF with bilinear and biquadratic exchange fields

in the case of uniform and non-uniform magnetisations. In the non-uniform case, some

of the operators that describe the effective field become integral linear operators (e.g. the

demagnetisation field), but the logic is identical.
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For a square uniaxial SAF with the in-plane easy-axis lying at 45◦ or 135◦ to the current

direction along one of the edges of the square, a symmetry operation, R, is a reflection in the

plane containing the out-of-plane direction and the hard-axis. If the in-plane ith magnetisation

is at an angle ϕ′
i to the easy-axis at field hi

eff , then the symmetry transformed configuration

will be at an angle −ϕ′
i to the easy-axis at the external field Rhi

eff . Consequently, the AMR

contribution to the resistance, r, transforms as follows:

r =
∑
i

cos(2ϕ′
i + 90) →

∑
i

cos(−2ϕ′
i + 90) = −

∑
i

cos(2ϕ′
i + 90) (6.4)

i.e. there is a change in sign of the anisotropic magnetoresistance at the same magnetic field

strength. Conversely, as the angle between the magnetisations is invariant, contributions such

as GMR remain the same. Hence, by looking at the symmetric/antisymmetric component

of the magnetoresistance under a suitable reflection, it should be possible to disentangle the

contributions of different magnetoresistances to the overall resistance. This should allow for

a characterisation of each term’s strength in devices with multiple contributions, or indeed to

confirm the presence/absence of such terms.
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Fig. 6.2 Magnetoresistance data for the single-sided ((a) and (b)) and double-sided ((d) and
(e)) structures when the magnetic field is swept from negative to positive values along different
directions connected by symmetry (in-plane). The magnetoresistance is measured relative to
the resistance at zero external field. Additionally, the magnetoresistance is measured along
the hard and easy axes ((c) and (f)). Inserts: cartoons showing the magnetic field sweep
directions (red and blue arrows) relative to the easy-axis (dotted line).

In order to confirm that the solutions to Brown’s equation predicted by a symmetry

transformation of the entire hysteresis path are the experimentally realised ones, magnetore-

sistance measurements are performed where the external magnetic field is swept at a fixed

angle with respect to the current direction. Figure 6.2 shows the magnetoresistance signal

for field sweeps from for both the single (Figure 6.2a-b) and double-sided (Figure 6.2d-e)

samples from Chapter 5. As shown in Chapter 5, the properties of these two samples differ

substantially, and correspondingly, their magnetoresistance signals for the same field strength

and orientation show very different features. Despite this, as predicted, they both show a clear

antisymmetry in their magnetoresistance signal as expected from an AMR-based magnetore-

sistance. This confirms that the symmetry-transformed solutions to Brown’s equation are the

experimentally realised ones and that AMR is the dominant source of magnetoresistance in



6.2 Symmetry and magnetoresistance 201

these devices. There is no/minimal contribution from GMR as expected for devices with this

structure. It is useful to confirm this when analysing the rectified voltages produced as the

output of ST-FMR experiments.

The above symmetry considerations apply irrespective of the different properties the

two layers might possess. If there exists an additional exchange symmetry between the

layers, then in the special case in which the external field is applied along the easy or

hard-axis, applying the reflection symmetry operation merely exchanges the magnetisations

and leaves the external field invariant. This transformed configuration has the opposite

sign magnetoresistance to the original one. However, because the two layers are identical,

the transformed configuration is indistinguishable from the original one, and hence the

magnetoresistance must be zero for all magnetic field strengths. Figure 6.2c and 6.2f show

the magnetoresistance along the easy and hard axes for the single and double-sided samples

respectively. The single-sided sample, which has very different layer properties, shows a

sizeable magnetoresistance along both axes. In contrast, the double-sided sample has almost

no variation in its resistance along the easy or hard axes, confirming that there is a high

degree of symmetry between both layers as expected from the FMR measurements in Chapter

5. Note that the dominant difference in the FMR measurements was in the strength of the

PMA. So long as this remains below the thin-film demagnetisation field strength, this should

have no impact on the in-plane magnetisation of either layer. However, as PMA is related

to the spin-orbit coupling strength at the interface, a sizeable difference in PMA should

also indicate a significant difference in other transport-related quantities affected by the

spin-orbit coupling, or qualities of the device that influence the spin-orbit coupling (e.g.

AMR, interface-related scattering etc.).
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6.3 Current dependent magnetoresistance asymmetry in

SAFs

6.3.1 Introduction

(a) (b)

Fig. 6.3 (a) Asymmetry in the AMR of a Py/Pt nanowire at high current densities induced
by the self-oscillation of exchange magnons at room temperature. (b) Magnitude of the
asymmetry as a function of DC current at cryogenic temperatures (orange dots). Note that the
magnitude of the resistance asymmetry is reduced compared to that at room temperature at
comparable current densities. Also, the measured microwave power from the dipolar modes
(blue triangles). Figures reproduced from [148].

Langenfeld et al. [148] have demonstrated that in a Py[3]/Pt[4] nanowire (dimensions

500 nm × 6 µm) the anisotropic magnetoresistance develops an asymmetry in the resistance

between the 90◦ and 270◦ (between the current direction and magnetisation: ϕH) directions

at sufficiently high current densities (Figure 6.3). They attribute this to an overcoming of

damping by the current-induced antidamping torques, which causes a dramatic increase in the

population of now self-oscillating exchange magnons (defined as magnons with wavelengths

much smaller than the sample dimensions, whose physics is dominated by the exchange

force). The phenomenology of this effect has not yet been investigated rigorously, but it

is likely to be the results of the magnetic oscillations causing an ‘averaging’ of the AMR

effect that diminishes its size. It should be noted that magnon-induced resistive effects,

such as magnon-electron scattering [292], cannot be responsible as their contribution to the

resistance is both typically too small to explain the size of the observed effects and should be

antisymmetric with respect to inversion of M/J .
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This increase in magnon population causes a reduction in the anisotropic magnetoresis-

tance that is strongest close to when the current-induced spin-accumulation and magnetisation

are antiparallel. Langenfeld et al. [148] show that the onset of this asymmetry in the mag-

netoresistance is correlated with the onset of coherent power generation in the nanowire

due to the self-oscillation of dipolar magnons as the damping in the system is overcome

(whose wavelengths are comparable with the device geometry, and thus capable of producing

a non-zero output microwave power), see Figure 6.3b. Consequently, the observation of such

an asymmetry is a strong indicator that the antidamping torques are capable of overcoming

damping in a magnetic device and sustaining self-oscillations.

In this chapter, a current-induced asymmetry in the AMR of CoFeB/Pt nanowires, and

Pt/CoFeB/Ru/CoFeB/Pt SAF nanowires is reported. These results are analysed from the

perspective of evaluating the feasibility of inducing coherent auto-oscillations in SAFs. The

observation of auto-oscillations in a SAF may be of some physical and technological interest:

as a model system for the heavily theoretically investigated [145] but as of yet experimentally

unrealised antiferromagnet (AF) auto-oscillators, and to open up possibilities of higher

frequency oscillation modes than in single layer ferromagnets and mode multiplexing. In

addition, it is proposed that this effect may be a viable alternative to other unidirectional

magnetoresistive effects for use in two terminal spintronic-switching devices and AMR-based

sensors.

6.3.2 Results

In this chapter, the current dependent magnetoresistance in two samples, a Pt/CoFeB bilayer

structure, and a Pt/CoFeB/Ru/CoFeB/Pt SAF, is measured. The structures of these two

samples are given in Table 6.1 and details of the fabrication procedure can be found in

Section 3.2.3. Following sample deposition, each sample is patterned into 500 nm × 6 µm
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nanowires, whose magnetoresistance is measured using a two-probe magnetoresistance

measurement, as described in Section 3.4.

Synthetic antiferromagnet (Al2Ox)Ta[2]Pt[3]CoFeB[2]Ru[0.9]CoFeB[2]Pt[6]Ta[2]Al2Ox[50]

Single-layer (Al2Ox)Ta[2]Pt[3]CoFeB[4]Ru[0.9]Ta[2]Al2Ox[50]

Table 6.1 (All thicknesses in nm) Structures of the synthetic antiferromagnet and ferromagnet
samples measured in Chapter 6. The thickness of each layer is determined by the sputtering
time multiplied by the measured deposition rate of the sputterer under the same deposition
conditions.

The variations in the magnetoresistance measured will be a small fraction of the overall

resistance of the device, and so it is necessary to ensure that the instrumentation has sufficient

resolving power to measure such signals accurately, and in addition the measurements will

be performed at high current densities where device degradation may become possible. Both

these factor must be accounted for in the experimental procedure.

The accuracy of a Keithley 2400 SMU is quoted by the manufacturer as 0.012% (or 6

and a half significant figures). Using a sourced current value of 3 mA – representative of

the higher end of currents used in the magnetoresistive measurements – for a sample with

a resistance of 1 kΩ, one must use the 10 V range on the Keithley’s input. Combined with

the Keithley’s measurement accuracy of 0.012%, this gives a minimum resolvable resistance

change of 3.6 µΩ — or 1.2 mV. The signal is far in excess of this limit, and so it is not

expected that the resolution of the instrumentation is a significant limitation in resolving the

desired signal.

When performing measurements at high current densities, the sample will heat up and

increase its resistance until it reaches a new stable temperature. This can have a significant

effect on the resistance of the sample. For this reason 1) only relative changes in the

magnetoresistance are meaningful to report, and 2) the sample must be allowed to come into

thermal equilibrium before the measurement can proceed. This second point was achieved
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by applying the desired current to the device and waiting for the absolute resistance of the

sample to stabilise before proceeding to the full measurement. Each magnetoresistance

sweep was then performed three times in secession. If there was any significant change in the

sample resistance over time due to temperature changes, this manifests as a gradient in the

resistance over time and differences between the different sets of data, then the measurement

was discarded and repeated until a repeatable set of data could be obtained.

This final point also enables the detection of changes to the sample’s microscopic structure

caused by the high current densities and heat produced during the experiment: for example,

electromigration. This would appear as an irreversible change in the device’s resistance at

the same current density. As the current measurements were performed from low to high

current density, as a check against this possibility, each sample was measured at a low current

density after the final measurement, and the magnetoresistance recorded and compared with

its resistance at that same current density before the current sweep to ensure that its behaviour

had not changed. If a device was found to have degraded, as it is not possible to when this

degradation began to occur, the data must be thrown out and the measurement repeated on an

equivalent structure with a lower maximum current density.
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Fig. 6.4 (a) AMR of a single CoFeB layer taken at 3 different current densities (width 500 nm)
at 55 mT (in-plane). As the current is increased, beyond a certain threshold the damping
in the system is overcome and a burgeoning population of exchange magnons causes an
asymmetry to develop in the magnetoresistance. This asymmetry is reversed when the current
direction is reversed, confirming that it is related to the current-induced antidamping torque.
(b) Size of the asymmetry as a function of DC current. Beyond around 2 mA, the natural
damping in the system is overcome and an asymmetry in the magnetoresistance that increases
with IDC develops.

Figure 6.4a shows the magnetoresistance of the single-layer nanowire taken at three

different DC currents at a fixed external field of 55 mT. At low current densities, the

magnetoresistance follows the familiar cos2 ϕH dependence. However, at larger current

densities, once the damping in the system is overcome by the antidamping torques, an

asymmetry between the 90◦ and 270◦ directions emerges, reversing with reversed current

direction. This indicates that exchange magnons have been successfully excited as self-

oscillators within the magnetic layer, as was reported in Py [148]. Figure 6.4b shows the

magnitude of this asymmetry as a function of the DC current, showing a sharp onset around

2.5 mA as damping is overcome. Figure 6.5b shows the FMR linewidth as a function of

applied current in the same device, showing a predicted onset of auto-oscillations at around

4 mA. This is obviously in excess of the approximately 2.5 mA threshold shown in Figure

6.4b. However, these measurements were taken at 6 K, where the Gilbert damping of thin

CoFeB/Pt films is typically 2-3 times that at room temperature [293], and is detecting the
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quasi-uniform Kittel mode that is expected to have a larger onset current for self-oscillations

than the exchange modes responsible for the magnetoresistance asymmetry. Figure 6.5b

shows that an onset of current of 2.5 mA at room temperature is quite reasonable.

Fig. 6.5 (a) Vibrating sample magnetometry data for the synthetic antiferromagnet nanowire
sample before patterning at room temperature with an (in-plane) applied field. The SAF has
relatively symmetric layer magnetisations, as shown by the small gap at zero field, and a
saturating field of around 180 mT. (b) FMR linewidth versus DC current in the single-layer
sample, showing a predicted onset of auto-oscillations at around 4 mA.

It is interesting to compare these results with previously reported results in Pt[3]/Py[4]

500 nm × 6 µm nanowires [148] (Figure 6.3). Both samples exhibit a similar onset-current,

and hence current density, of around 2.5 mA. The size of the asymmetry in the CoFeB

sample is reduced compared with Py — around one-quarter of that in Py at 2.8 mA.

Figure 6.6 shows similar magnetoresistance measurements conducted in the synthetic

antiferromagnet nanowires with dimensions of 500 nm × 6 µm. These measurements were

performed at an external field of 230 mT. This field was chosen as it is beyond the saturation

field and so both layers should be aligned parallel to it, like in a ferromagnet. The external

field is considerably in excess of the field used in the signal layer case. However, owing to

the approximately 180 mT external field required to align the two ferromagnetic layers in the

SAF (Figure 6.5a), there should still exist a low-energy band of magnons that are excitable at

realisable current densities. This is because their energies are lowered by their favourable

interaction with the exchange field, as it acts as if it were an opposing magnetic field.
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Fig. 6.6 (a) Magnetoresistance as a function of ϕH for the low-current regime (0.8 mA) and
beyond the threshold current (3.1-3.2 mA). Beyond this current density, a large asymmetry
in the magnetoresistance develops (22% of the AMR coefficient at 3.2 mA), indicative of an
exchange magnon-induced asymmetry. The curves are offset to account for the change in the
sample resistance with Joule heating. (b) At intermediate currents, a small asymmetry that
reflects the symmetry of the exchange magnon magnetoresistance develops. (c) Sign and
magnitude of the asymmetry as a function of current below the threshold current, showing
a linear dependence on current. The origin of this small initial asymmetry is not well
understood. (d) Comparison of magnetoresistance dependence at low and high currents,
showing that the high current case does not also have a decrease in resistance at 90◦, ruling
out magnetoresistive effects with a sinϕH dependence.

Figures 6.6b-d show that a small asymmetry between the 90◦ and 270◦ degree directions

exists even at low currents, appearing to increase linearly with increasing current up to

around 3 mA. One possible explanation for this effect may be an increase in the background

thermal magnon population (before the onset of auto-oscillations) as the damping in the

system is decreased/compensated for. The energy stored in a given magnetic mode scales

as kBT/(Γ − ηJ) [139], where Γ is a mode-dependent quantity that scales loosely with
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the mode frequency (for instance, for a ferromagnetic thin film, the Kittel mode has Γ =

αµ0γ(H + 0.5MS)), J is the current density (and η a constant of proportionality between J

and the antidamping torque), and T the temperature. The nature and strength of this increase

will be device and external condition dependent, as these factors modify the dispersion

relationship and hence Γ for each mode. Consequently, at low J one may see a gradual

increase in the asymmetry due to this thermal magnon background population, followed by a

sharp increase as ηJ approaches Γ. This could be straightforwardly tested by repeating the

experiment as a function of temperature.

Another possible explanation is the anomalous Nernst effect, which, in the case of an out-

of-plane temperature gradient, would produce a voltage perpendicular to the magnetisation

and temperature gradient [294]. Reported values for the Nernst coefficient in [294] Pt/CoFeB

bilayers mean a resistance change of this magnitude could plausibly be produced if the

temperature gradient was large enough. The anomalous Nernst effect, however, should also

produce a relative decrease in the resistance at high current densities compared with the low

current case (i.e. in Figure 6.4a the 3 mA curve should dip below the 1 mA curve at 90◦,

rather than track it exactly). In other words, the anomalous Nernst effect is antisymmetric

with respect to the magnetisation, whereas the observed magnetoresistance is asymmetric. As

this is not observed, it is ruled out as a relevant effect. The same line of reasoning can be used

to rule out unidirectional spin-Hall magnetoresistance (USHMR) [14] and the spin-Seebeck

effect [295], which likewise exhibit R(J ,M) = −R(J ,−M ) symmetry, and are typically

far too small in NM/FM bilayers to explain the magnitude of the observed effect (studies in

Ta/Co bilayers report USHMR coefficients of around 0.002% [14, 296]).

Beyond around 3.1 mA, a sharp increase in the asymmetry is observed (Figure 6.6a). This

sharp increase is indicative of the onset of self-oscillation of exchange magnon modes in the

device. The largest asymmetry was measured at 3.2 mA, with a 22% difference between the

90◦ and 270◦ directions relative to the AMR coefficient. Regrettably, the device is irreversibly
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damaged by Joule heating/electromigration at current densities not much in excess of this,

and so it was not possible to measure particularly far into this regime. A threshold current

density of this magnitude is quite reasonable given the result in the single layer, as although

much of the current density will be shunted uselessly through the additional metallic layers

in the SAF, the thickness of the CoFeB layer is also reduced by half relative to the single

layer — reducing by half the magnitude of the antidamping torque required to overcome the

damping.

The field-like and antidamping torques are characterised in a Pt/CoFeB bilayer in Ap-

pendix B. For a DC current of 1 mA in a 500 nm wide bar with the single-layer structure,

a field-like torque strength of around 1 mT is expected. For a SAF, because some of this

current will be shunted into the additional metallic layers, one can generally expect the

field-like torque experienced by each layer to be less than this. It is clear that the field-like

torque is insufficiently strong to overcome the difference between the external field and the

saturating field (around 50 mT), and hence field-torque induced canting of the magnetisations

cannot explain the asymmetry in the magnetoresistance.

It should be noted that an antidamping torque-induced asymmetry is only possible if

there are asymmetries between the layers themselves. Because the spin-accumulation is

opposite in either layer, it should only be expected to excite a significant population of

exchange magnons in one layer at a time for a given field orientation. If the two layers, and

the current-induced antidamping torques in them, were identical, a symmetrical distortion

from the expected cos2 ϕH dependency would be seen in this configuration of the magnetic

layer. As it occurs, one-half of the magnetoresistance signal remains undistorted at the

experimentally investigated currents. This indicates that the torques are exciting significant

exchange magnons in one layer only, which is not unexpected. The lower layer is expected to

have a significantly higher quality of Pt/CoFeB interface, allowing for superior spin-current

injection and hence a much lower onset current, if self-oscillations can be induced in the top
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layer at all. Consequently, as probing further into the self-oscillating regime, one may see

further distortions in the magnetoresistance as this top layer likewise passes its threshold

current density.

The existence of this asymmetry shows that it is possible to overcome the damping

and induce self-oscillations in SAFs, at least for these short-wavelength exchange modes.

Although exchange modes are unable to generate a net power output, dipolar modes should

be likewise excited at similar current densities if the deleterious effects of the exchange mode

population can likewise be overcome in SAF as in single ferromagnetic layers. It is hoped

that this will eventually lead to the realisation of coherent power generation from magnetic

self-oscillations in SAFs.

6.4 Discussion

The observation of an asymmetry in the magnetoresistance can be considered a form of

unidirectional magnetoresistance. Such effects can be induced either intrinsically in the

ferromagnetic layer itself through the spin-orbit coupling induced by the crystal structure

[297], or extrinsically through the addition of a normal metal layer with strong spin-orbit

coupling via spin-Hall-related effects [14].

Unidirectional magnetoresistances have been intensively researched in recent years

because they offer a simple mechanism for distinguishing between antiparallel states in

ferromagnets using a simple two terminal measurements [14, 298–302]. Additionally, they

offer the possibility of 360◦ sensitivity in AMR-based sensors. The exchange magnon-

induced asymmetry observed here is a potential alternative to such mechanisms. The

advantage of USHMR and other similar mechanisms [303] is that they do not require large

current densities to operate, nor is the timescale for a read operation limited by the speed of

the magnetisation dynamics — and perhaps most crucially do not require an external field.

However, the current densities required to induce an exchange magnon magnetoresistance
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should be no more than those required to flip a memory element via the SOT and should

operate on a similar timescale. The requirement for an external field may also be solved by

the exchange field in SAF, as they are capable of supporting different stable orientations

at zero field at the cost of additional fabricational complexity. In AMR sensors, which

are commonly used for the detection of magnetic fields and as current sensors, an external

magnetic field is already present by definition during operation.

The main weakness of the USHMR is that it is severely limited by the size of the

anisotropy it can generate. Typical USHMR coefficients in NM/FM heterostructures are on

the order of 0.002%, minuscule compared to even the relatively weak AMR coefficient in

CoFeB. This effect has been enhanced in devices utilising topological insulators and their

superior spin-Hall angles, and hence spin accumulation, up to around 1.1% [299], although

this limits the range of useable materials. Because the exchange magnon magnetoresistance

is not a magnetoresistive effect in and of itself, but rather modifies existing magnetoresistive

effects within the device, it may be possible to piggyback on much stronger magnetoresistive

effects than AMR (i.e. GMR, tunnelling magnetoresistance (TMR)) to generate a sizeable

unidirectional magnetoresistance. In this respect, the observation of this exchange magnon

asymmetry in a SAF is an important step, as it opens up the possibility of future work

exploiting this effect in conjunction with GMR and TMR to generate a sizeable unidirectional

magnetoresistance. Furthermore, this mechanism appears conceptually simple to extend to

AF, which the field is looking towards to improve the stability of devices to stray fields and

increase the operation speed of magnetic memories [53] and for which evidence of USHMRs

have not yet been reported.

6.5 Future work

It would be useful to repeat the magnetoresistance measurements at lower temperatures,

where the device should survive longer before succumbing to current-induced degradation
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into the self-oscillating regime. However, given the similarities between the observed

behaviour and that in Py/Pt bilayers [148], and the lack of other mechanisms that produce

the manifestly asymmetric magnetoresistance signal, the evidence presented here is already

fairly conclusive.

It would be interesting to try and observe this effect at zero field. The exchange magnon

magnetoresistance in ferromagnets requires the application of an external field, which for

some applications is a major limitation. However, in a SAF such an effect should be, in

principle, observable at zero field due to the exchange field between the layers and the

energetic barrier between the two stable arrangements of the magnetisations. Because AMR

depends on the square of the magnetisation, the fact the two layers are oppositely aligned

should not result in the effect cancelling out. Note that in the zero-field case, an asymmetric

magnetoresistance between ±J would occur even in the case of a symmetric SAF, as

magnons can only be excited in one layers at a given orientation of the current with respect

to the magnetisation. The challenge will be to design a SAF structure that has an equilibrium

magnetisation direction at zero field perpendicular to the current direction/parallel to the

spin-Hall-induced spin accumulation. In these devices, the shape anisotropy of the bar means

that the magnetisation will attempt to align parallel with the current direction at zero field.

By varying the device geometry/crystalline anisotropies/fixed magnetic layers, it may be

possible to overcome this problem. Here, AFs may prove a natural candidate as they do

not experience shape anisotropy due to the compensated local moments. Additionally, as

highlighted above, a combination of this effect with strong magnetoresistances such as GMR

and TMR may be able to produce a strong uniaxial magnetoresistance.

Reports into unidirectional magnetoresistances typically rely on measurements of the

second harmonic component of the resistance, as measured by an AC current, in order to

subtract out the large AMR background [14]. These measurements still require detailed

analysis in order to rule out a plethora of other effects that can also cause similar signals.
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Consequently, methods for additional, independent, measurements of the unidirectional

magnetoresistance are likely to be of great interest. In principle, the USHMR and AMR

should have different symmetry responses to symmetry transformations of the external field.

For instance, in a nanowire structure, when the field is applied perpendicular to the current

direction, the AMR signal will be even in the magnetic field and the USHMR odd. It would

be interesting to see if it is experimentally feasible to characterise the USHMR from such

a measurement. The main limitation might be the accuracy with which one can calibrate

the angle of the external field with respect to the current direction. The larger the difference

between the two signals that you wish to distinguish, the more precise this would need to be.

6.6 Conclusion

In this chapter, reported a number of novel results relating to magnetoresistance in synthetic

antiferromagnets have been reported. It has been shown that the symmetry of Brown’s

equation can be used to differentiate between magnetoresistance effects and that these

symmetry-transformed solutions are indeed the ones experimentally realised in synthetic

antiferromagnets. It has been shown that current-induced asymmetries can be induced in the

magnetoresistance of synthetic antiferromagnets due to the excitation of exchange magnons,

indicating the damping in the system has been overcome. It is hoped this may lead to the

detection of coherent microwave power output from synthetic antiferromagnets, and as a

possible source of unidirectional magnetoresistance for the readout of two terminal SOT

induced switching devices and in 360◦ AMR-based sensors.



Chapter 7

Conclusion

In this work, ferromagnetic thin-films coupled strongly to other physical subsystems (mag-

netic or otherwise) have been studied, and investigated the effect this coupling has on both

their static and dynamic properties, to both understand the ferromagnets themselves, and the

systems they are coupled to.

In Chapter 4, an attempt was made to detect the presence of spin-triplets, as suggested

by recent experimental reports, in Nb/C60/Cu/C60 heterostructures via spin-pumping FMR

experiments. Instead of detecting the characteristic increase in the Gilbert damping below

the transition temperature, a reduction in the linewidth was found once a substantial hys-

teresis has been accounted for. This has been shown to occur because of the presence of

thermomagnetic avalanches (TMAs) inside the superconducting layers. TMAs should be

energetically forbidden at these film thickness and magnetic fields according to conventional

theory; their presence still requires some further work to understand from a theoretical per-

spective. Nevertheless, their experimental signature is clear, and suggests that the low-energy

muon spin rotation experiments that purported to show the presence of spin-triplets in these

heterostructures, may in fact have been measuring the vortex condensate instead.

In Chapter 5, it was shown how symmetry influences the resonance properties of mag-

netic oscillators obeying the Landau-Lifshitz-Gilbert (LLG) equation. It as shown how the



216 Conclusion

eigenmodes of the LLG equation can engender a representation of the symmetry group of

the systems with some slight modifications from the usual Hermitian eigenvalue problem

case. From there, it is straightforward to inherit all of the mathematical methods developed

for analysing resonance problems using group theory, allowing one to examine symmetry-

enforced degeneracies and symmetry-protected crossings/avoided crossings. These principles

were demonstrated experimentally by measuring the ferromagnetic resonance response of

two synthetic antiferromagnets: one with symmetry layers, the other with asymmetric layers,

by tuning the PMA in the top layer. This enabled the realisation of a device with strong

hybridisation of the two modes.

In Chapter 6, it was shown that the solutions of Brown’s equation obey the symmetry of

the device, and that these are the experimentally realised solutions, so long as the whole hys-

teresis path is likewise transformed. From this, it is possible to establish a simple procedure

to distinguish between contributions to the magnetoresistance based on their transforma-

tion properties under an appropriate symmetry transformation. It was then demonstrated

experimentally that an asymmetry in the anisotropic magnetoresistance can be induced at suf-

ficiently high current densities in synthetic antiferromagnets. This is due to the antidamping

torques in the device overcoming the damping in the system, allowing for the self-oscillation

of exchange magnons. It is hoped that this result may lead to the generation of coherent

microwave power from synthetic antiferromagnets in the near future, and to act as a source

of unidirectional magnetoresistance to aid in the readout of two-terminal spin-orbit torque

induced switching devices and in 360◦ AMR-based sensors.
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V. Caciuc, R. Michel, D. Stalke, S. K. Mandal, S. Blügel, M. Münzenberg, and
J. S. Moodera, “Interface-engineered templates for molecular spin memory devices,”
Nature, vol. 493, no. 7433, pp. 509–513, 2013.

[243] S. Alotibi, B. J. Hickey, G. Teobaldi, M. Ali, J. Barker, E. Poli, D. D. O’Regan,
Q. Ramasse, G. Burnell, J. Patchett, C. Ciccarelli, M. Alyami, T. Moorsom, and O. Ce-
spedes, “Enhanced Spin–Orbit Coupling in Heavy Metals via Molecular Coupling,”
ACS Appl. Mater. Interfaces, vol. 13, pp. 5228–5234, Feb 2021.

[244] J. E. Shoup, D. A. Arena, J. A. Borchers, B. J. Kirby, A. J. Caruana, C. J. Kinane,
S. Langridge, M. Rogers, and O. Cespedes, “Structural studies of magnetic C60/Cu
multilayers,” AIP Adv., vol. 10, no. 2, p. 025312, 2020.

[245] A. Di Bernardo, Z. Salman, X. L. Wang, M. Amado, M. Egilmez, M. G. Flokstra,
A. Suter, S. L. Lee, J. H. Zhao, T. Prokscha, E. Morenzoni, M. G. Blamire, J. Linder,
and J. W. A. Robinson, “Intrinsic Paramagnetic Meissner Effect Due to s-Wave
Odd-Frequency Superconductivity,” Phys. Rev. X, vol. 5, p. 41021, Nov 2015.

[246] M. Alidoust, K. Halterman, and J. Linder, “Meissner effect probing of odd-frequency
triplet pairing in superconducting spin valves,” Phys. Rev. B, vol. 89, p. 54508, Feb
2014.

[247] T. Yokoyama, Y. Tanaka, and N. Nagaosa, “Anomalous Meissner Effect in a Normal-
Metal–Superconductor Junction with a Spin-Active Interface,” Phys. Rev. Lett.,
vol. 106, p. 246601, Jun 2011.

[248] R. Arias and D. L. Mills, “Extrinsic contributions to the ferromagnetic resonance
response of ultrathin films,” Phys. Rev. B, vol. 60, no. 10, pp. 7395–7409, 1999.

[249] O. Cespedes, Personal communication, Jun 2022.

[250] R. I. Salikhov, I. A. Garifullin, N. N. Garif’yanov, L. R. Tagirov, K. Theis-Bröhl,
K. Westerholt, and H. Zabel, “Experimental Observation of the Spin Screening Effect
in Superconductor/Ferromagnet Thin Film Heterostructures,” Phys. Rev. Lett., vol. 102,
p. 87003, Feb 2009.

[251] M. Y. Kharitonov, A. F. Volkov, and K. B. Efetov, “Oscillations of induced magnetiza-
tion in superconductor-ferromagnet heterostructures,” Phys. Rev. B, vol. 73, p. 54511,
Feb 2006.

[252] V. K. Vlasko-Vlasov, F. Colauto, A. A. Buzdin, D. Carmo, A. M. H. Andrade, A. A. M.
Oliveira, W. A. Ortiz, D. Rosenmann, and W.-K. Kwok, “Crossing fields in thin films
of isotropic superconductors,” Phys. Rev. B, vol. 94, p. 184502, Nov 2016.

[253] R. P. Huebener, Magnetic Flux Structures in Superconductors. Berlin, Heidelberg:
Springer-Verlag, 1 ed., 1979.



References 235

[254] K.-R. Jeon, C. Ciccarelli, H. Kurebayashi, L. F. Cohen, S. Komori, J. W. A. Robinson,
and M. G. Blamire, “Abrikosov vortex nucleation and its detrimental effect on su-
perconducting spin pumping in Pt/Nb/Ni80Fe20/Nb/Pt proximity structures,” Phys.
Rev. B, vol. 99, p. 144503, Apr 2019.

[255] I. A. Golovchanskiy, N. N. Abramov, M. Pfirrmann, T. Piskor, J. N. Voss, D. S. Bara-
nov, R. A. Hovhannisyan, V. S. Stolyarov, C. Dubs, A. A. Golubov, V. V. Ryazanov,
A. V. Ustinov, and M. Weides, “Interplay of Magnetization Dynamics with a Mi-
crowave Waveguide at Cryogenic Temperatures,” Phys. Rev. Appl., vol. 11, p. 44076,
Apr 2019.

[256] J. I. Vestgården, T. H. Johansen, and Y. M. Galperin, “Nucleation and propagation
of thermomagnetic avalanches in thin-film superconductors (Review Article),” Low
Temp. Phys., vol. 44, no. 6, pp. 460–476, 2018.

[257] S. L. Wipf, “Review of stability in high temperature superconductors with emphasis
on flux jumping,” Cryogenics (Guildf)., vol. 31, no. 11, pp. 936–948, 1991.

[258] J. E. Evetts, A. M. Campbell, and D. Dew-hughes, “Flux instabilities in hard super-
conductors,” Philos. Mag. A J. Theor. Exp. Appl. Phys., vol. 10, no. 104, pp. 339–343,
1964.

[259] C. González-Ruano, L. G. Johnsen, D. Caso, C. Tiusan, M. Hehn, N. Banerjee,
J. Linder, and F. G. Aliev, “Superconductivity-induced change in magnetic anisotropy
in epitaxial ferromagnet-superconductor hybrids with spin-orbit interaction,” Phys.
Rev. B, vol. 102, p. 20405, Jul 2020.

[260] A.-L. Zhang, W.-Y. Jiang, X.-H. Chen, X.-K. Zhang, W.-L. Lu, F. Chen, Z.-J. Feng,
S.-X. Cao, J.-C. Zhang, and J.-Y. Ge, “Anomalous magnetization jumps in granular
Pb superconducting films,” Curr. Appl. Phys., vol. 35, pp. 32–37, 2022.

[261] W. Braunisch, N. Knauf, V. Kataev, S. Neuhausen, A. Grütz, A. Kock, B. Ro-
den, D. Khomskii, and D. Wohlleben, “Paramagnetic Meissner effect in Bi high-
temperature superconductors,” Phys. Rev. Lett., vol. 68, pp. 1908–1911, Mar 1992.

[262] W. Xu, “Preparing (111)-oriented C60 crystalline films on NaCl substrate,” J. Cryst.
Growth, vol. 220, no. 1, pp. 96–99, 2000.

[263] L. Dresner, Stability of superconductors. New York, Boston, Dordrecht, London,
Moscow: Kluwer Academic Publishers, 1 ed., 2002.

[264] Y. B. Kim, C. F. Hempstead, and A. R. Strnad, “Magnetization and Critical Supercur-
rents,” Phys. Rev., vol. 129, pp. 528–535, Jan 1963.

[265] R. Huebener, R. Kampwirth, R. Martin, T. Barbee, and R. Zubeck, “Critical current
density in superconducting niobium films,” IEEE Trans. Magn., vol. 11, no. 2, pp. 344–
346, 1975.

[266] D. J. Thompson, M. S. M. Minhaj, L. E. Wenger, and J. T. Chen, “Observation of
Paramagnetic Meissner Effect in Niobium Disks,” Phys. Rev. Lett., vol. 75, pp. 529–
532, Jul 1995.



236 References

[267] A. K. Gelm, S. V. Dubonos, J. G. S. Lok, M. Henlnl, and J. C. Maan, “Paramagnetic
Meissner effect in small superconductors,” Nature, vol. 396, pp. 144–146, 1998.

[268] J. P. Patchett, M. Drouhin, J. W. Liao, Z. Soban, D. Petit, J. Haigh, P. Roy, J. Wunder-
lich, R. P. Cowburn, and C. Ciccarelli, “Symmetry effects on the static and dynamic
properties of coupled magnetic oscillators,” Phys. Rev. B, vol. 105, p. 104436, Mar
2022.

[269] F. Bloch, Zur Theorie des Austauschproblems und der Remanenzerscheinung der
Ferromagnetika, pp. 295–335. Berlin, Heidelberg: Springer Berlin Heidelberg, 1932.

[270] T. Holstein and H. Primakoff, “Field Dependence of the Intrinsic Domain Magnetiza-
tion of a Ferromagnet,” Phys. Rev., vol. 58, pp. 1098–1113, Dec 1940.

[271] J. Van Kranendonk and J. H. Van Vleck, “Spin Waves,” Rev. Mod. Phys., vol. 30,
pp. 1–23, Jan 1958.

[272] F. Bloch, “Zur Theorie des Ferromagnetismus,” Zeitschrift für Phys., vol. 61, no. 3,
pp. 206–219, 1930.

[273] V. Cherepanov, I. Kolokolov, and V. L’vov, “The saga of YIG: Spectra, thermodynam-
ics, interaction and relaxation of magnons in a complex magnet,” Phys. Rep., vol. 229,
no. 3, pp. 81–144, 1993.

[274] A. J. Princep, R. A. Ewings, S. Ward, S. Tóth, C. Dubs, D. Prabhakaran, and A. T.
Boothroyd, “The full magnon spectrum of yttrium iron garnet,” npj Quantum Mater.,
vol. 2, no. 1, p. 63, 2017.

[275] V. V. Kruglyak, S. O. Demokritov, and D. Grundler, “Magnonics,” J. Phys. D. Appl.
Phys., vol. 43, p. 264001, Jun 2010.

[276] A. V. Chumak, A. A. Serga, and B. Hillebrands, “Magnon transistor for all-magnon
data processing,” Nat. Commun., vol. 5, no. 1, p. 4700, 2014.

[277] P. Pirro, V. I. Vasyuchka, A. A. Serga, and B. Hillebrands, “Advances in coherent
magnonics,” Nat. Rev. Mater., vol. 6, no. 12, pp. 1114–1135, 2021.

[278] A. V. Chumak, V. I. Vasyuchka, A. A. Serga, and B. Hillebrands, “Magnon spintronics,”
Nat. Phys., vol. 11, no. 6, pp. 453–461, 2015.

[279] A. Barman, G. Gubbiotti, S. Ladak, A. O. Adeyeye, M. Krawczyk, J. Gräfe, C. Adel-
mann, S. Cotofana, A. Naeemi, V. I. Vasyuchka, B. Hillebrands, S. A. Nikitov, H. Yu,
D. Grundler, A. V. Sadovnikov, A. A. Grachev, S. E. Sheshukova, J.-Y. Duquesne,
M. Marangolo, G. Csaba, W. Porod, V. E. Demidov, S. Urazhdin, S. O. Demokritov,
E. Albisetti, D. Petti, R. Bertacco, H. Schultheiss, V. V. Kruglyak, V. D. Poimanov,
S. Sahoo, J. Sinha, H. Yang, M. Münzenberg, T. Moriyama, S. Mizukami, P. Landeros,
R. A. Gallardo, G. Carlotti, J.-V. Kim, R. L. Stamps, R. E. Camley, B. Rana, Y. Otani,
W. Yu, T. Yu, G. E. W. Bauer, C. Back, G. S. Uhrig, O. V. Dobrovolskiy, B. Budinska,
H. Qin, S. van Dijken, A. V. Chumak, A. Khitun, D. E. Nikonov, I. A. Young, B. W.
Zingsem, and M. Winklhofer, “The 2021 Magnonics Roadmap,” J. Phys. Condens.
Matter, vol. 33, p. 413001, Aug 2021.



References 237

[280] M. Grimsditch, L. Giovannini, F. Montoncello, F. Nizzoli, G. K. Leaf, and H. G.
Kaper, “Magnetic normal modes in ferromagnetic nanoparticles: A dynamical matrix
approach,” Phys. Rev. B, vol. 70, no. 054409, pp. 1–7, 2004.

[281] H. J. Waring, N. A. B. Johansson, I. J. Vera-Marun, and T. Thomson, “Zero-field Optic
Mode Beyond 20 GHz in a Synthetic Antiferromagnet,” Phys. Rev. Appl., vol. 13,
p. 34035, Mar 2020.

[282] Y. Shiota, T. Taniguchi, M. Ishibashi, T. Moriyama, and T. Ono, “Tunable Magnon-
Magnon Coupling Mediated by Dynamic Dipolar Interaction in Synthetic Antiferro-
magnets,” Phys. Rev. Lett., vol. 125, p. 17203, Jul 2020.

[283] A. G. Gurevich and G. A. Melkov, Magnetization Oscillations and Waves. Boca Raton:
CRC Press, 1st ed. ed., 1996.

[284] Y. Gong, Z. Cevher, M. Ebrahim, J. Lou, C. Pettiford, N. X. Sun, and Y. H. Ren, “Deter-
mination of magnetic anisotropies, interlayer coupling, and magnetization relaxation
in FeCoB/Cr/FeCoB,” J. Appl. Phys., vol. 106, no. 6, p. 63916, 2009.

[285] X. Xing, M. Liu, S. Li, O. Obi, J. Lou, Z. Zhou, B. Chen, and N. X. Sun, “RF Magnetic
Properties of FeCoB/Al2O3/FeCoB Structure With Varied Al2O3 Thickness,” IEEE
Trans. Magn., vol. 47, no. 10, pp. 3104–3107, 2011.

[286] S. Li, G.-X. Miao, D. Cao, Q. Li, J. Xu, Z. Wen, Y. Dai, S. Yan, and Y. Lü, “Stress-
Enhanced Interlayer Exchange Coupling and Optical-Mode FMR Frequency in Self-
Bias FeCoB/Ru/FeCoB Trilayers,” ACS Appl. Mater. Interfaces, vol. 10, pp. 8853–
8859, Mar 2018.

[287] R. Hisatomi, A. Osada, Y. Tabuchi, T. Ishikawa, A. Noguchi, R. Yamazaki, K. Us-
ami, and Y. Nakamura, “Bidirectional conversion between microwave and light via
ferromagnetic magnons,” Phys. Rev. B, vol. 93, p. 174427, May 2016.

[288] A. Rueda, F. Sedlmeir, M. C. Collodo, U. Vogl, B. Stiller, G. Schunk, D. V. Strekalov,
C. Marquardt, J. M. Fink, O. Painter, G. Leuchs, and H. G. L. Schwefel, “Efficient
microwave to optical photon conversion: an electro-optical realization,” Optica, vol. 3,
pp. 597–604, Jun 2016.

[289] Q. Huang, Y. Dong, X. Zhao, J. Wang, Y. Chen, L. Bai, Y. Dai, Y. Dai, S. Yan,
and Y. Tian, “Electrical Control of Perpendicular Magnetic Anisotropy and Spin-
Orbit Torque-Induced Magnetization Switching,” Adv. Electron. Mater., vol. 6, no. 3,
p. 1900782, 2020.

[290] M. A. McGuire, G. Clark, S. KC, W. M. Chance, G. E. Jellison, V. R. Cooper, X. Xu,
and B. C. Sales, “Magnetic behavior and spin-lattice coupling in cleavable van der
Waals layered CrCl3 crystals,” Phys. Rev. Mater., vol. 1, p. 14001, Jun 2017.

[291] W. Thomson, “XIX. On the electro-dynamic qualities of metals:-Effects of magnetiza-
tion on the electric conductivity of nickel and of iron,” Proc. R. Soc. London, vol. 8,
pp. 546–550, 1857.



238 References

[292] B. Raquet, M. Viret, E. Sondergard, O. Cespedes, and R. Mamy, “Electron-magnon
scattering and magnetic resistivity in 3d ferromagnets,” Phys. Rev. B, vol. 66, p. 24433,
Jul 2002.

[293] G. Lu, X. Huang, S. Fan, W. Ling, M. Liu, J. Li, L. Jin, and L. Pan, “Temperature-and
thickness -dependent dynamic magnetic properties of sputtered CoFeB/Ta bilayer
films,” J. Alloys Compd., vol. 753, pp. 475–482, 2018.

[294] J. Wells, E. Selezneva, P. Krzysteczko, X. Hu, H. W. Schumacher, R. Mansell, R. Cow-
burn, A. Cuenat, and O. Kazakova, “Combined anomalous Nernst effect and thermog-
raphy studies of ultrathin CoFeB/Pt nanowires,” AIP Adv., vol. 7, no. 5, p. 55904,
2017.

[295] K. Uchida, S. Takahashi, K. Harii, J. Ieda, W. Koshibae, K. Ando, S. Maekawa,
and E. Saitoh, “Observation of the spin Seebeck effect,” Nature, vol. 455, no. 7214,
pp. 778–781, 2008.

[296] C. O. Avci, K. Garello, J. Mendil, A. Ghosh, N. Blasakis, M. Gabureac, M. Trassin,
M. Fiebig, and P. Gambardella, “Magnetoresistance of heavy and light metal/ferro-
magnet bilayers,” Appl. Phys. Lett., vol. 107, no. 19, p. 192405, 2015.

[297] J. Železný, Z. Fang, K. Olejnik, J. Patchett, F. Gerhard, C. Gould, L. W. Molenkamp,
C. Gomez-Olivella, J. Zemen, T. Tichý, T. Jungwirth, and C. Ciccarelli, “Unidirec-
tional magnetoresistance and spin-orbit torque in NiMnSb,” Phys. Rev. B, vol. 104,
p. 54429, Aug 2021.

[298] C. O. Avci, J. Mendil, G. S. D. Beach, and P. Gambardella, “Origins of the Unidirec-
tional Spin Hall Magnetoresistance in Metallic Bilayers,” Phys. Rev. Lett., vol. 121,
p. 87207, Aug 2018.

[299] N. H. Duy Khang and P. N. Hai, “Giant unidirectional spin Hall magnetoresistance in
topological insulator – ferromagnetic semiconductor heterostructures,” J. Appl. Phys.,
vol. 126, no. 23, p. 233903, 2019.

[300] C. Lidig, J. Cramer, L. Weisshoff, T. R. Thomas, T. Kessler, M. Kläui, and M. Jourdan,
“Unidirectional Spin Hall Magnetoresistance as a Tool for Probing the Interfacial Spin
Polarization of Co2MnSi,” Phys. Rev. Appl., vol. 11, p. 44039, Apr 2019.

[301] S. S.-L. Zhang and G. Vignale, “Theory of unidirectional spin Hall magnetoresistance
in heavy-metal/ferromagnetic-metal bilayers,” Phys. Rev. B, vol. 94, p. 140411, Oct
2016.

[302] S. Ding, P. Noël, G. K. Krishnaswamy, and P. Gambardella, “Unidirectional or-
bital magnetoresistance in light-metal–ferromagnet bilayers,” Phys. Rev. Res., vol. 4,
p. L032041, Sep 2022.

[303] H. Nakayama, Y. Kanno, H. An, T. Tashiro, S. Haku, A. Nomura, and K. Ando,
“Rashba-Edelstein Magnetoresistance in Metallic Heterostructures,” Phys. Rev. Lett.,
vol. 117, p. 116602, Sep 2016.



References 239

[304] A. J. Newell, D. J. Dunlop, and W. Williams, “A generalization of the demagnetizing
tensor for nonuniform magnetization,” J. Geophys. Res., vol. 98, no. B6, p. 9551,
1993.

[305] M. Hayashi, J. Kim, M. Yamanouchi, and H. Ohno, “Quantitative characterization
of the spin-orbit torque using harmonic Hall voltage measurements,” Phys. Rev. B,
vol. 89, p. 144425, Apr 2014.





Appendix A

Symmetry of Brown’s equation for a

uniaxial SAF

In Chapter 6, it was shown that if a symmetry operation commutes with the set of operators

Λij describing the effective field in layer i due to the magnetisation of layer j, H i
eff =

ΛijMj , then new symmetry-transformed solutions can be constructed from previously

known solutions. Here these operators are listed explicitly. Most of these operators are linear,

and hence will be described by matrices. The only exception of the terms considered is the

biquadratic exchange field, which has an additional mA · mB factor, where mA and mB

are the (normalised) magnetisations of the two coupled magnets of the SAF. However, as

this term is invariant under any orthogonal transformation mi → Rmi, the commutation

relation can still be treated as a matrix commutation relation.

A uniaxial magnetocrystalline anisotropy field in layer i can be expressed by the matrix

with components:

(Λii
ani)jk = 2K(i)

µ0M2
si

n
(i)
j n

(i)
k (A.1)
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where n(i)
j is the jth component of the unit vector in the direction of the easy axis in layer

i, and K(i) is the anisotropy constant that parameterised the strength of the anisotropy

(H(i)
a = 2K(i)/µ0Ms). Included are contributions from the in-plane anisotropy Λii

ani(p) and

out of plane anisotropy Λii
ani(n), where n = (1, 1, 0) and n = (0, 0, 1) respectively (the

current direction between taken as the x-axis, and the z-axis being out of plane as usual).

The demagnetisation fields are expressed using the demagnetisation tensor of Newell et

al. [304], N ij , as H i
demag = N ijMj . N ij represents the demagnetisation field in layer i

due to layer j, and Mi is the (un-normalised, magnitude MS) magnetisation of layer i. The

demagnetisation tensor of a square bar is defined by:

N ii =


δ(i) 0 0

0 δ(i) 0

0 0 1 − 2δ(i)

 (A.2)

N ij =


λ(ij) 0 0

0 λ(ij) 0

0 0 −2λ(ij)

 i ̸= j (A.3)

in the thin-film limit δ << 1. The bilinear exchange field takes the form:

(Λij
ex1)kl = −JA

µ0MsAMsBti
δkl (A.4)

where J is the exchange constant, and ti the thickness of layer i. A positive J corresponds to

antiferromagnetic ordering. The biquadratic term is identical except for an additional factor

of MA · MB. As suggested above, when considering the commutation relations it can be

treat it as a matrix with components:

(Λij
ex2)kl = −2J2

µ0M2
sAM

2
sBti

MA · MBδkl (A.5)
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Positive J2 favours a perpendicular orientation between MA and MB . It is possible therefore

to construct the operators Λij as follows:

Λii = Λii
ani(p) + Λii

ani(n) − N ii (A.6)

Λij = Λij
ex1 + Λij

ex2 − N ij (A.7)

It is straightforward to see that the matrix representing a reflection in the plane containing

the easy/hard axis commutes with all of these operators.

A.1 Non-uniform magnetisation:

Now the considerations made in the previous paragraph are generalised to the case in which

the magnetisation has a spatial dependence. In this case Brown’s equation must be satisfied

at all points in space, i.e. H i
eff (x) × Mi(x) = 0. It ill be shown that if R is a symmetry

operation of the device and Mi(x) is a solution of Brown’s equation for an external field

hi
e(x), then so too must be M ′

i(x) = RMi(R−1x) for hi′
e (x) = Rhi

e(R−1x). Fields that

depend only on the local magnetisation then transform as:

H i′
local(Rx) = RH i

local(x) (A.8)

The same transformation law for non-local effective fields is also required. The only non-

local field considered is the demagnetisation field, which in layer i at the position x is given

by the operator equation:

H i
demag(x) = Λij

demag(x)[Mj(x)] =
∫
Vj

dx′N ij(x − x′) · Mj(x′) (A.9)
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where the integral runs over the volume of magnetic layer j. Using the proposed ansatz

M ′
j(x) = RMj(R−1x), the effect field transforms as:

H i′
demag(Rx) =

∫
Vj

dx′N ij(Rx−x′)·RMj(R−1x′) = detR
∫
R(Vj)

dx′N ij(R(x−x′))·RM (x′)

(A.10)

In the case considered in this report of reflection symmetry along the diagonal of a square

bar, the -1 from detR cancels with the sign change from the change in limits, and, using the

transformation properties of the demagnetisation tensor [304], in particular by considering

which components are even/odd under reflection in the spatial arguments, one obtains

N ij(R(x − x′))R = RN ij(x − x′). Hence H i′
demag(Rx) = RH i

demag(x). Consequently:

H i′
eff (Rx) × M ′

i(Rx) = (RH i
eff (x)) × (RMi(x)) = 0 (A.11)

For all x as required.



Appendix B

Characterising spin-orbit torques

In order to understand the current-induced dynamics in any ferromagnetic system, it is

necessary to characterise the nature of the torques induced in the heterostructure. A current

passing through a ferromagnetic heterostructure can generate both field-like and antidamping

torques. In order to induce an auto-oscillatory state in the ferromagnet, antidamping torques

that are capable of overcoming the native damping in the device will be generated. However,

the field-like torques, although they cannot modify the effective damping, may still have a

non-negligible effect on the resultant magnetisation dynamics. Consequently, in the following

chapter the spin-orbit torques in a Si/SiO2[500]/Ta[2]/Pt[3]/CoFeB[2]/Ru[0.9]/Ta[2] het-

erostructure (thickness of the layers in brackets is in nanometres), patterned into 5 µm×10 µm

bars, ill be characterised. These devices were fabricated by Dr W. Liao in the group of Prof.

R. P. Cowburn at the University of Cambridge.

The sample is a single-ferromagnetic layer, as characterising the spin-orbit torques in a

single layer avoids the complications of the multiple modes and complicated static behaviour

of synthetic antiferromagnets. The sample structure has been chosen to replicate the lower

layer of the synthetic antiferromagnet samples, with 2 nm of CoFeB next to a 3 nm layer of Pt

and a 0.9 nm layer of Ru on top to replicate the interfacial conditions of the lower layer in the

SAF. Naturally, the spin-orbit torques measured in such a structure will be representative of
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the lower FM layer in the SAFs. The top layer, however, will generally experience different

torques due to the degradation in interfacial quality higher up the stack, which is expected to

limit the transparency of the interface to spin currents.

A detailed account of how to characterise the spin-orbit torques is given in Sections 2.2.3

and 3.3.3. To summarise, the rectified voltage due to the spin-diode effect, VSD, has the

following angular dependence:

VSD =Vsym
∆H2

(H −Hres)2 + ∆H2 + Vasym
(H −Hres)∆H

(H −Hres)2 + ∆H2

Vsym =I∆R
2

ω

γ0∆H(2Hres +H1 +H2)
hz sin 2ϕ

=I∆R
2 Asymhz sin 2ϕ

Vasym =I∆R
2

Hres +H1

∆H(2Hres +H1 +H2)
(−hx sinϕ+ hy cosϕ) sin 2ϕ

=I∆R
2 Aasym(−hx sinϕ+ hy cosϕ) sin 2ϕ

(B.1)

Consequently, by measuring VSD via FMR experiments as a function of the angle of the mag-

netisation, ϕ, the angle of the magnetisation with respect to the current direction (assuming

that ϕ = ϕH , the angle of the external field with respect to the current direction), and fitting

it to a combination of symmetric and antisymmetric Lorentzians, the strength of the MW

current-induced torques, heiωt = (hx, hy, hz)eiωt may be determined.

B.1 Rectified voltage as a function of external field angle

By fitting the rectified voltages to (B.1) it is possible to extract Vsym and Vasym as a function

of ϕ, the angle with respect to the x-axis, shown in Figure B.1. These extracted voltages

agree well with the theoretically predicted curves from (B.1), with the exception of the need
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for an additional sinϕ term in both the symmetric and antisymmetric voltages. That is:

Vsym =I∆R
2 Asymhz sin 2ϕ+ ξsym sinϕ

Vasym =I∆R
2 Aasym(−hx sinϕ+ hy cosϕ) sin 2ϕ+ ξasym sinϕ

(B.2)

where ξsym and ξasym are the magnitude of the sinϕ component of the rectified symmetric

and antisymmetric voltage components respectively. The existence of a sinϕ term in the

rectified voltage is not presently well understood. The sin 2ϕ dependence in the regular

terms comes from the derivative of the AMR angle dependence, ∝ cos 2ϕ, and so in order to

generate a sinϕ term, it is necessary to have a magnetoresistance term with a cosϕ angular

dependence.

Such a magnetoresistance would be uncommon, as most magnetoresistance effects

preserve time-reversal symmetry, and hence are even in the magnetisation (which changes

sign upon time-reversal): e.g. AMR, GMR, and SHM [14]. The most common form of

unidirectional magnetoresistance in a ferromagnetic thin film is the anomalous Nernst effect,

which has a sinϕ dependence in its resistance [294] in the presence of an out of plane thermal

gradient. Likewise, other effects such as the unidirectional spin-Hall magnetoresistance also

exhibit a sinϕ dependence [14, 297]. Because the rectified voltage depends on the rate of

change of the magnetoresistance with angle, this would give a cosϕ, not sinϕ, dependence

to Vsym and Vasym.

Whatever its origin, the term is likely to be small, as measurements of the device’s

resistance as a function of ϕ, Figure 6.4 from the main text is consistent with an AMR-like

cos 2ϕ dependence on the magnetic orientation with respect to the current. Consequently, at

present, this term is not well understood. However, so long as the sin 2ϕ dependent terms

can be wholly attributed to AMR and the magnetic oscillations, its presence shall not prevent

computing the strength of the spin-orbit torques as required.
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(a) (b)

Fig. B.1 Fit of the symmetric (a) and antisymmetric (b) components of the rectified voltage
to the theoretically predicted curves (green dashed line) and the predicted curves plus a sinϕ
term (orange solid line). The expected curve plus a sin term produce good fits to the data.
The sin term is attributed to the anomalous Nernst effect. From these plots, the strength of
the SOT-induced effective fields can be determined.

From the extracted values of Vasym and Vsym from Figures B.1b and B.1a, it is possible

to determine hx and hy if the microwave current is known. At GHz frequencies, one needs to

worry about the wavelike nature of the electric and magnetic field, and so determining the

exact microwave current passing through the device is more complicated than at quasi-DC

frequencies. A detailed explanation of a bolometric technique for determining the MW

current in the device is given in Section 3.3.3. Figure B.2 shows the dependence of the device

resistance on the DC current for a range of microwave powers, exhibiting the expected linear

dependence on I2
DC , with an I dependent offset given by:

R =
(
R0 + α

I2

2

)
+ αI2

DC (B.3)

where α is the constant of proportionality that describes the change in resistance due to

the heating caused by current-induced dissipation in the bars. By determining α from the

straight-line fit, one can measure I from the change in the DC offset when the MW power is

turned on/off (Figure B.3). This measurement needs to be repeated for every frequency and

microwave power used.
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Fig. B.2 Device resistance versus microwave power at the source. The resistance depends
linearly on the applied DC power except for a diverging term at low current that occurs
because the instrument measures a non-zero voltage at zero current, Voff . Orange points are
the raw data, and the blue line is a fit to B.3 with an additional Voff/IDC term to account for
the low current divergence.

Fig. B.3 Microwave (MW) current in the device 5µm × 10µm) as a function of microwave
power applied by the source at 5GHz. MW current is calculated by looking at the increase in
DC resistance compared to a reference data set with no applied MW power.

With knowledge of I for a given frequency and microwave power, h can be determined,

see Table B.1. The antidamping torque, which contributes almost entirely to hz, is around

five times larger than the field-like torque, which is itself dominated by hy; i.e. the field

like-torque is mostly of Rashba origins, rather than Dresselhaus (see Section 2.2.3), as

expected for a heavy-metal ferromagnet bilayer. These torques are in line with similar values

reported in the literature [305].
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µ0hy/wI (T/mA m) µ0hx/wI (T/mA m) µ0hz/wI (T/mA m)
129 ± 12 −2.34 ± 0.22 −626 ± 58

Table B.1 Summary of the MW torques divided by the bar width, w = 5 µm, per unit MW
current. For a 1 mA current passing through a 5 um bar, this corresponds to an antidamping
torque of about 3 mT.
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