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Abstract 

 

From medical services, community and social care, organ transplantation and blood supply chains, 

to pharmaceutical innovation, research and development, and manufacturing and distribution, the 

healthcare ecosystem is wide ranging in both its functions and stakeholders. This dissertation aims 

to better understand, evaluate, and address major challenges and inefficiencies in this complex 

system. Through the utilization of operations management concepts, strategies, and 

methodologies, the dissertation derives and offers insights for key decision–makers and 

practitioners.  

 

The first half of the dissertation lays the groundwork by characterizing healthcare supply chain 

management and provides a framework that adapts and applies supply chain thinking to the 

healthcare domain. In the second half of the dissertation, the research focuses in on the 

pharmaceutical industry and, particularly, to examining recent and major trends in clinical 

development: the changing nature of clinical research outsourcing, and the decentralization of 

trials. These trends are assessed by considering the key stakeholders in the ecosystem and the 

intricacies of their interactions. The main chapters are summarized below.  

 

Healthcare supply chains are categorized into four main categories with the primary strategies, 

challenges, and risks as well as the existing research for each category discussed. For each supply 

chain, Chapter 2 details at least one efficient and effective strategy that has been used in practice 

and includes a short discussion on future research.  

 

With a focus on healthcare delivery, Chapter 3 offers a primer on supply chain thinking in 

healthcare, by following a framework that is customer focused, systems based, and strategically 

orientated and that simultaneously considers clinical, operational, and financial dimensions. The 
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goal is to offer an understanding of how concepts and strategies in supply chain management can 

be applied and tailored to healthcare by considering the sector’s unique challenges and 

opportunities.  

 

Pharmaceutical (pharma) companies face substantial financial consequences from clinical trial 

overruns. To offer an analytical perspective on how pharma managers’ choice of outsourcing 

relationship type with contract research organizations (CROs) can affect clinical development 

timelines, Chapter 4 explores strategic partnerships (characterized by a pharma company's 

commitment of future business to CROs) and transactional arrangements (one–off but potentially 

repeated engagements). The problem is formulated as a three–stage game between a pharma 

company and CRO. The when and how of strategic partnerships are investigated through the 

characterization of the conditions under which a pharma company should pursue a strategic 

partnership with a CRO rather than engage in a transactional arrangement, and in detailing the way 

that these relationships unfold.  

 

The COVID–19 pandemic exposed the vulnerabilities of a conventional site centric clinical trial 

design and spurred the adoption of decentralized clinical trials (DCTs), trials wherein recruitment 

and data collection are not restricted to one centralized location. There has been a growing interest 

in understanding how DCTs can mitigate existing challenges in clinical development, particularly 

regarding sponsor, site, and participant burdens. Chapter 5 provides an overview on DCTs, 

emphasizing how they fit into and alter the current clinical development landscape. The chapter 

puts forward a conceptual framework that employs systems thinking to evaluate the impact of trial 

decentralization on the ecosystem through a reiterative assessment of stakeholder pain points.  
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Chapter 1 

 

General Introduction 

 
1.1 Motivation 

 

I have always had a profound curiosity towards the healthcare and pharmaceutical industries. 

Throughout the past four years, I have been able to explore the business realm of healthcare 

through my research. The choice of topic for this dissertation was motivated by the increasing 

complexity of managing healthcare ecosystems. Complexities prevail in the various actions and 

activities that are required to ultimately deliver quality care to patients and they may exacerbate 

and pose significant challenges to practitioners and decision–makers. To wade through such 

complexities, one needs to carefully consider the many interacting elements of the ecosystem. This 

is achieved through systems thinking which refers to the ability to take a “whole system” 

perspective when thinking about problems and their solutions (Behl and Ferreira 2014). The essays 

in the dissertation follow this overarching approach in attempting to tackle major issues in 

healthcare. The initial half of the dissertation studies the wider healthcare ecosystem and the main 

challenges and risks faced by different healthcare supply chains. Building on the concepts and 

learnings of the first two chapters, the second half of the dissertation focuses specifically on the 

pharmaceutical industry and explores two cases where recent developments (the changing nature 

of outsourcing relationships and trial decentralization) have complicated critical stakeholder 

decisions for clinical development.     

 

Several inherent factors contribute to the difficulty in managing healthcare ecosystems. Unlike 

most typical goods and services, healthcare can be a sensitive subject as the health of a human 

being is at stake. Not surprisingly, both the healthcare and pharmaceutical industries are highly 

regulated. Operating under the guiding principle of “do no harm”, stakeholders tend to express a 

degree of risk aversion and sometimes resist change. Although healthcare is co–productive in 

nature and patients are the ultimate consumers of healthcare services, they delegate their healthcare 

“purchasing decisions” to healthcare providers. These “purchases” are paid for by third parties 
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(such as insurance providers or the government). Such delegated decision-making and third–party 

financing can lead to inefficiencies, power imbalances and information asymmetries. Further 

complicating matters is the fact that healthcare is a merit good (a type of good which, when 

consumed, provides external benefits (economicsonline.co.uk)) and a credence good (a type of 

good with qualities that cannot be observed by the consumer after purchase (investopedia.com)). 

Stakeholders may thus find it difficult to quantify and assess the value or utility of healthcare 

services. This has wide-ranging consequences for performance metrics, incentive mechanisms and 

payment methods in healthcare.  

 

Perhaps one of the greatest challenges to healthcare is the fact that the world’s population has been 

increasing and aging. The number of people aged 65 and over is growing three times faster than 

the number of people under 65 (Charlesworth and Johnson 2018). Consequently, countries are 

spending a significant proportion of their gross domestic product on healthcare. There is also a 

rising burden of disease as more individuals are living with a chronic disease and, globally, one in 

three adults lives with more than one chronic condition (Hajat and Stein 2018), such as arthritis, 

diabetes, and mental illness. Chronic diseases deteriorate individuals’ health, reduce life 

expectancy, and degrade quality of life. Care for the chronically ill is also costly; in the United 

States, chronic disease accounts for nearly 75% of aggregate healthcare spending (Raghupathi and 

Raghupathi 2018). Therefore, the need to contain costs while ensuring quality care is evident. 

Unfortunately, a well–documented inefficiency in healthcare is the pervasiveness of fragmented 

care. Fragmentation in healthcare systems is costly, leading to wastes (e.g., duplication of services) 

and unrealized value in care delivery. For instance, as life expectancy increases, addressing 

fragmentation between medical services, community and social care will become critical to the 

holistic management of patient needs (National Collaboration for Integrated Care and Support 

2013). Systems thinking and supply chain management lend themselves as natural approaches for 

assessing and combating fragmentation in healthcare systems.   

 

The healthcare industry has also been grappling with the challenges of tackling health inequalities 

(which are avoidable, unfair, and systematic differences in health between different groups of 

people (Williams et al. 2022)) and increasing diversity in healthcare research and delivery. Patients
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have also become more vocal in expressing their demands, preferences, and expectations (for 

instance, increased expectations of greater convenience of care (Sommer et al. 2018)). This has 

led to a heightened focus on patient centricity (an approach that seeks to treat the patient rather 

than the disease) and patient engagement (the effort and movement to amplify and address patient 

voices) in healthcare. Such efforts have given rise to trends like moving the sites of care closer to 

patients’ homes and the decentralization of clinical trials. The flexibility and convenience of these 

models may also impact patient compliance and adherence, thereby improving the quality of care 

(Sommer et al. 2018, Van Norman 2021). Aside from improvements in the care provided, patient 

experience, accessibility and representation, these shifts may offer potential cost advantages. 

However, such models place new demands and pressures onto existing systems and stakeholders, 

and the impact of their deployment needs to be carefully assessed through a systems approach.  

 

Another trend changing the healthcare landscape is the advancement and increased industry uptake 

of healthcare technologies. Furthermore, the COVID–19 pandemic has helped improve attitudes 

toward digital health solutions and has heightened stakeholder comfort levels with digital 

technologies. According to research by McKinsey, telehealth utilization in 2021 was 38X higher 

than before the pandemic. The analysis also shows that 58% of physicians continue to view 

telehealth more favorably now than they did before COVID–19, and 40% of consumers believe 

they will continue to use telehealth compared to just 11% using telehealth prior to the pandemic 

(Bestsennyy et al. 2021). These shifts are accompanied by growing industry investments in 

developing and bolstering IT infrastructure. According to Grand View Research, the global digital 

health market (valued at USD 175.6 billion in 2021) is projected to grow at a compound annual 

growth rate of 27.7% by 2030 (Grand View Research 2022). The proliferation of electronic health 

records, wearable technologies, and online healthcare platforms have also generated large amounts 

of data. The surge in data availability, in conjunction with growing computer power, has allowed 

healthcare analytics tools, such as AI and machine learning, to play an expanding role in the 

advancement of healthcare. However, the growing utilization of healthcare technologies and health 

data has raised questions regarding data security, the interpretability, accuracy, use and value of 

data, and the interoperability of systems, among others. Moreover, the emergence of and growing 

demand for new stakeholders (e.g., technology vendors) and new stakeholder roles (e.g., data 

scientists) involved in health research and healthcare provision calls for systems thinking in
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1 The WHO estimates a projected shortfall of 10 million health workers by 2030 (WHO 2022).  

2 Over the last five decades, health spending in the US has increased from 353 USD per person in 1970 to 12,531 USD 

in 2020 on a per capita basis (Kurani et al. 2022).  

3 Research from the Tufts Center for the Study of Drug Development found that the average number of distinct Phase 

II and III protocol procedures increased 44% since 2009, and the average number of investigative sites conducting 

such phases increased 33% from 2009-2012 to 2017-2020 (GlobeNewswire 2021). 

4 According to another study from the Tufts Center for the Study of Drug Development, FDA approved drugs and 

biologics spent 89.8 months, on average, in clinical trials between 2014 and 2018 as compared to 83.1 months, on 

average, between 2008 and 2013 (Passut 2020).  

5 In 2019, the pharmaceutical industry spent 83 billion USD on research and development, 10X what it spent per year 

in the 1980s (Congressional Budget Office 2021). 

 

 

 

assessing the impact of digital transformation in healthcare.   There are many other challenges 

faced by healthcare systems; a healthcare workforce crisis1, ever–increasing healthcare 

expenditure2, rise in clinical trial complexity3, longer clinical trial timelines4, and rising R&D 

costs5, to name a few.  

 

All these factors and recent developments complicate the management of healthcare systems. The 

broader healthcare ecosystem encompasses various subsystems (such as healthcare delivery and 

pharmaceuticals) and many different stakeholders, each with their own attributes, goals, 

constraints, and risks, which play a unique but interrelated role. Employing operations 

management strategies and methodologies, the dissertation studies major challenges in health 

systems, while addressing and building on several central themes.  

    

1.2 Central Themes 

 

Systems thinking 

 

A system is a group of interacting or interdependent elements forming a unified whole (Merriam–

Webster 2022). These elements can be “people, processes, information, organizations, and 

services, as well as software and other systems, that when combined, have qualities that are not 

present in any of the elements themselves” (Royal Academy of Engineering et al. 2017). A key
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6 During the COVID-19 pandemic, I became familiar with system dynamics and, alongside other academics, employed 

the methodology to better understand the state of the pandemic and to forecast bed capacity demand for trusts in the 

East of England. The work was conducted to support and inform decision-making in regional health systems. 

7 A recent and relevant application of systems thinking is the “Engineering Better Care” framework co-developed by 

the Royal Academy of Engineering, the Royal College of Physicians, and the Academy of Medical Sciences. This 

systems approach framework considers four interrelated perspectives (people, systems, design, and risk) to evaluate 

health and care design and improvement initiatives through an iterative and systematic way (Royal Academy of 

Engineering et al. 2017). 

 

 

component of a system is that a system is not simply a collection of its individual elements, but 

rather, it is more than the sum of its parts (Meadows 2008). Systems thinking is thus the ability to 

take a “whole system” perspective when thinking about problems and their solutions (Behl and 

Ferreira 2014). Since the coining of the term by Barry Richard in 1987, “systems thinking” has 

taken on various definitions (see Arnold and Wade (2015) for a review of the literature). Many 

different systems thinking tools have emerged (e.g., root cause analysis, behavior over time graphs, 

and system dynamics6, to name a few; see Monat and Gannon (2015) for a discussion of tools). 

One can thus better understand complex problems by considering interconnectedness and 

interrelationships through systems thinking (Sterman 2000).  Consequently, systems thinking has 

been applied in numerous domains, including healthcare7.  

 

Supply chain management 

 

A supply chain (SC) is a “network of organizations that are involved, through upstream and 

downstream linkages, in the different processes and activities that produce value in the form of 

products and services in the hands of the ultimate consumer” (Christopher 2016, p. 13). Supply 

chain management is the “management of upstream and downstream relationships with suppliers 

and customers in order to deliver superior customer value at less cost to the supply chain as a 

whole” (Christopher 2016, p. 3). Every supply chain is a system of organizations, materials, 

resources (including human capital), activities, information, and finances that help move a product 

or service from suppliers to end customers/consumers while optimizing end–to–end efficiency and 

effectiveness. As a result, to match customer requirements with supply constraints, supply chain 

management, as a management strategy, is characterized by a systems approach (i.e., considers 

the organizations in the SC as an end–to–end, integrated entity), a strategic orientation (i.e., aligns 
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the intra– and interfirm goals and capabilities with those of the SC), and a customer focus (i.e., 

focuses on customer value as the key driver of the supply chain’s activities) (Mentzer et al. 

2001).Although historically healthcare SCs have typically been associated with the procurement 

and logistics of healthcare supplies and services (see de Vries and Huijsman (2011) and Kim and 

Kwon (2015) for a reviews on the management of healthcare supplies), the dissertation adopts a 

broader definition of healthcare supply chain management: the management of people, processes, 

information and finances to deliver medical products and  services to consumers, with the aim of 

improving clinical outcomes and patient and provider experience, while controlling costs (Berwick 

et al. 2008, de Vries and Huijsman 2011).  

 

Outsourcing and collaboration 

 

Research in the dissertation also relates to operations management work in outsourcing. On a broad 

level, this line of work has explored incentives and contracting between an outsourcer and 

contractor(s) and examines how clients can use various contract terms and levers to influence 

contractors’ efforts. In the context of service outsourcing, literature has evaluated commonly 

employed industry contracts. Research has looked at how to design outsourcing contracts to ensure 

timely and quality services from providers. For instance, Zhang et al. (2018) examine a service 

provider's optimal pricing and operational strategy under two commonly used pricing schemes 

(hourly–rate contract and two–part tariff) in an environment characterized by double–sided 

asymmetric information. Feng et al. (2019) solve for the optimal outsourcing contract that 

minimizes the client's total cost and show that the optimal contract depends on the relationship 

between the service provider's capacity and quality costs.  

 

Closely adjacent to this literature is a substantial amount of research on project management of 

outsourced work. This line of research investigates various incentive schemes that a client or 

project manager can use to reduce the completion time of outsourced projects by influencing 

contractors’ determination of their work rates. For instance, Bayiz and Corbett (2005) derive the 

first–best, optimal fixed price and linear incentive contracts for parallel and serial tasks. Kwon et 

al. (2010) consider the impact of contracts with delayed payments on suppliers' work rates while 

Vairaktarakis (2013) analyzes manufactures' subcontracting strategies so as to minimize their 
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overall completion time. Chen et al. (2015) propose an incentive contract for serial stochastic 

projects and compare it to a fixed payment contract, a lower–bounded payment contract, and a 

dynamic contract, as well as two payment timing options. Kwon et al. (2010b) consider channel 

coordination across contracts in project supply chains by examining nonlinear contracts and 

demonstrate that time–based and cost–sharing contracts can coordinate the project, while Chen 

and Lee (2017) show that channel coordination can be achieved via a delivery schedule–based 

contract. Dawande et al. (2019) derive optimal contracts between a principal and multiple agents 

for parallel and sequential projects, and the simplicity of their contracts illustrates that complex 

contracts are not necessary for maximizing contracts. Our work also relates to collaboration in 

projects. Many knowledge intensive projects such as research and development of pharmaceuticals 

are characterized by an uncertain timeline and outcomes, necessitate a flexible scope, and often 

require co–production between a client and service provider. With collaboration, both parties take 

actions (for instance, by exerting costly effort or risk sharing) to achieve an outcome (such as 

expediting the completion time of a project). Take, for example, Rahmani et al. (2017) who 

characterize the collaborative work dynamics between a client and a vendor working to complete 

a project with a finite deadline. The authors demonstrate various effects on the level of effort 

exerted by both parties based on how much progress has been made, how close the deadline is, 

and how close the project is to completion. They also examine the issue of free riding. In a similar 

vein, Song et al. (2021) study gaming in collaborative risk–sharing partnerships for joint projects 

and discuss mitigation strategies to incentive issues.  

 

Incentives and performance–based contracting 

 

Across many manufacturing and service industries, performance–based contracting (PBC) has 

been employed to govern buyer–supplier relationships. A characterizing feature of PBC is tying 

the supplier's payment to performance–based metrics. A notable example is Roll Royce's Power–

by–the–hour model whereby compensation for aircraft maintenance services is tied to engine 

availability (hours flown). Selviaridis and Wynstra (2015) provide a comprehensive overview of 

the PBC literature spanning various disciplines. PBC is gaining increasing traction in the 

healthcare sector. Operations management literature has evaluated various reimbursement 

schemes designed to induce desired performance. Examples include Zhang et al. (2016) and 
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Andritsos and Tang (2018) who examine pay–for–performance (P4P) reimbursement schemes 

such as the Hospital Readmission Reduction Program in the U.S. under which hospitals are 

penalized for excess readmissions, Adida and Bravo (2019) who analyze business–to–business 

P4P contracts for healthcare referral services and Jiang et al. (2012) who examine PBC to account 

for access to care in outpatient services. 

 

Pharmaceutical research and development and clinical trial design 

 

Operations management literature has also addressed stakeholder interactions in pharmaceutical 

research and development. For example, partnerships between small biotechnology firms and 

pharmaceutical companies are vital for healthcare innovation and R&D. Usually, small 

biotechnology firms are financially constrained and seek out partnerships with large 

pharmaceutical companies to gain access to funding, capacity, and capabilities. Literature has 

explored the relationships between a biotechnology firm (innovator), typically responsible for the 

R&D of a drug, and a pharmaceutical company (marketer) engaged with the marketing and sales 

of a drug post–approval. Savva and Scholtes (2014) analyze and compare three contractual 

arrangements in this setting: co–development, licensing, and co–development with opt–out 

options. Bhattacharya et al. (2015) study pharmaceutical R&D contractual arrangements burdened 

by various agency issues. Crama et al. (2017) analyze the role of options as well as control rights 

in R&D collaborations. Xiao and Xu (2012) utilize a stylized model of an R&D alliance to explore 

royalty contract revision, while Taneri and De Meyer (2017) empirically study the choice of 

alliance structure in biopharmaceutical alliances. Researchers have extensively studied 

relationships between biotechnology firms and pharmaceutical companies in pharmaceutical 

R&D. Operations management scholars have also looked at relationships between pharmaceutical 

firms. For instance, Tian et al. (2021a) analytically study the conditions under which two 

pharmaceutical firms should collaborate rather than compete in the development of new drugs. It 

is worth noting that our research broadly relates to the considerable operations management 

literature that aims to improve the efficiency of trials through clinical trial design. To name a few, 

several recent works explore optimal patient recruitment to address trial timeline delays (Kouvelis 

et al. 2017, Tian et al. 2021b), utilization of surrogate outcomes to improve clinical trial design–



1.3 Summary of the Results and Contributions  9 

 

 

making and to speed up trials (Anderer et al. 2021), and flexible trial approval policies that account 

for trial duration and likelihood of completion (Bravo et al. 2021).  

 

1.3 Summary of the Results and Contributions 

 

Chapters 2 through 5 were written as standalone papers and can be read as such. All four chapters 

relate to and address one or more of the central themes discussed in the preceding subsection. 

Together, they from a unified dissertation on managing healthcare ecosystems.  

 

In Chapter 2, to advocate for further involvement of supply chain management scholars in the 

healthcare domain, we categorize healthcare supply chains into four main categories. We then 

outline the key challenges, risks, and existing research for the supply chain. By detailing effective 

and efficient supply chain strategies that have been employed in practice, we also demonstrate the 

research potential of supply chain management to healthcare operations researchers. With this aim, 

we discuss our expectations of the major future developments in healthcare supply chains and 

potential research avenues.  

 

In Chapter 3, we incorporate and build on the categorization and learnings from Chapter 2 and 

examine how supply chain thinking can be used in healthcare. We put forward a framework that 

aims to address the main challenges prevalent in healthcare services through a supply chain 

perspective. We contribute to the literature by offering readers a way to systematically think about 

how supply chain strategies and concepts can be applied and tailored to healthcare to achieve 

outcomes such as improving the quality of care and patient experience, while decreasing costs.  

 

In Chapter 4, we characterize the conditions under which a pharmaceutical company should pursue 

a strategic partnership with a contract research organization rather than engage in a transactional 

arrangement and detail the way these relationships unfold. To the best of our knowledge, the 

relationships between contract research organizations and pharmaceutical firms have not been 

explored before. Thus, our research makes an important first step into analyzing research and 

development contractual relationships between pharmaceutical sponsors and their outsourcing 

partners. By examining a simple performance–based contract to govern relationships, we embark 



1.3 Summary of the Results and Contributions  10 

 

 

on studying the effectiveness of PBC in the industry and assess whether such contracts can affect 

clinical trial duration. In doing so, our research adds to the growing operations management 

literature on PBC in healthcare. Alongside contractual incentives, we investigate what the client 

can actually do to assist its contractor in managing duration. We contribute to the co–production 

literature by evaluating the role of client transparency and commitment. 

 

In Chapter 5, we examine the impact of clinical trial decentralization adoption by pharmaceutical 

companies, clinical trials sites and patients. Our focus lies on how decentralization alters the 

current clinical development landscape. We propose a conceptual framework that employs systems 

thinking to evaluate the impact on key stakeholders through an assessment of pain points. The 

framework provides decision makers and practitioners a systematic and reiterative way to identify 

pain points and assess possible solutions through the implementation of decentralized elements. 

We contribute to the literature on systems thinking and clinical trial design by offering a 

methodical way of uncovering and alleviating obstacles arising from the adoption of new 

operational models (e.g., trial decentralization).
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Chapter 2 

 

Healthcare Supply Chains 

 
2.1 Introduction 

 

Historically, healthcare supply chains have commonly been associated with the procurement and 

logistics of healthcare supplies and services. However, recent developments in healthcare render 

this understanding too narrow. This chapter broadens the definition of supply chains in healthcare 

ecosystems by using concepts from traditional supply chains and supply chain management. The 

chapter groups healthcare supply chains into four main categories: health services, pharmaceutical, 

special health services, and health humanitarian supply chains. Next, the chapter discusses the key 

strategies, challenges, and risks as well as the existing research for these categories. The chapter 

concludes with a short discussion on future research. 

 

Christopher (2016) defines a supply chain (SC) as a “network of organizations that are involved, 

through upstream and downstream linkages, in the different processes and activities that produce 

value in the form of products and services in the hands of the ultimate consumer” (13). The author 

defines supply chain management (SCM) as the “management of upstream and downstream 

relationships with suppliers and customers in order to deliver superior customer value at less cost 

to the supply chain as a whole” (3). It is clear from these definitions that every SC is a system of 

organizations, materials, resources (including human capital), activities, information, and finances 

that help move a product or service from suppliers to end customers/consumers while optimizing 

end–to–end efficiency and effectiveness. As a result, to match customer requirements with supply 

constraints, SCM as a management strategy is characterized by a systems approach (i.e., considers 

the organizations in the SC as an end–to–end, integrated entity), a strategic orientation (i.e., aligns 

the intra– and interfirm goals and capabilities with those of the SC), and a customer focus (i.e., 

focuses on customer value as the key driver of the SC’s activities) (Mentzer et al. 2001). This
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definition of SCM can easily be extended to healthcare supply chains (hSCs). Healthcare supply 

chain management is the management of people (such as patients, providers, purchasers, and 

payers), processes, information, and finances to deliver medical products (pharmaceuticals, 

medical devices, and health aids) and services (curative, preventive, rehabilitative, and palliative 

care) to consumers and to enable the flow of patients in the care system, all in the pursuit of 

enhancing clinical outcomes and user experience, while controlling costs (de Vries and Huijsman 

2011). 

 

In recent years, the world’s population has been increasing and aging. Consequently, countries are 

spending a significant portion of their gross domestic product on healthcare. There are well–

documented inefficiencies in healthcare delivery, leading to wastes. Therefore, the need to contain 

costs while ensuring quality care is evident. Improved SCM lends itself as an opportunity to deliver 

effective and affordable healthcare. 

 

The remainder of the chapter is organized as follows. We group hSCs into four main categories: 

health services, pharmaceuticals, special health services, and health humanitarian supply chains. 

Because of space considerations, we refer the reader to Oloruntoba and Gray (2006), Ertem, 

Buyurgan, and Rossetti (2010), and Wagner and Thakur–Weigold (2018) for a discussion on 

humanitarian supply chains and to Parvin et al. (2018) for an application in healthcare. We discuss 

the key strategies, challenges, and risks as well as the existing research for the remaining 

categories. For each hSC, we provide at least one efficient and effective SC strategy that has been 

used in practice. We close each section with a short discussion on future research. The chapter 

ends with several concluding remarks. Two caveats are worth mentioning. Because of our 

familiarity with the healthcare systems in the United States and the United Kingdom, our 

descriptions of hSCs are predominantly based on the context of these two countries. Also, there 

exists a large body of operations management literature in the realm of healthcare. For the sake of 

brevity, we discuss only a few academic papers for each supply chain. 
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Health Services Supply Chains 

 

We subcategorize health services SCs into medical, community and social care, workforce, 

reimbursement, and supplies and equipment supply chains. 

 

2.2 Medical Supply Chains 

 

Medical care provision takes place across primary, secondary, and tertiary care. Primary care refers 

to the first healthcare point of contact for patients (e.g., general practitioners [GPs], pharmacists). 

Secondary care encompasses hospital, clinic, or community care (e.g., planned operations, 

emergency care), while tertiary care refers to highly specialized treatment (e.g., neurosurgery). 

Patients flow across primary, secondary, and tertiary care in several ways. We note that patient 

flows can refer to either patient “pathways” or patient “journeys” and it is important to distinguish 

between the two. Patient or clinical pathways are standardized plans of care for patients with a 

particular diagnosis. Patient journeys refer to how patients proceed through healthcare systems; 

Trebble et al. (2010) outline how to employ process mapping to capture and examine a patient 

journey. 

 

At a high level, a typical patient flow begins with patients first visiting their GPs. Aside from GPs, 

other primary care providers include pharmacies, optometry, and dental services. After consulting 

with a primary care provider, patients can subsequently be referred to a hospital. Patients visiting 

hospital outpatient clinics do not require a bed and thus differ from inpatients who are admitted to 

a hospital. Patients who have a prearranged date to stay in a hospital are considered elective 

admissions. Alternatively, patients can also present to a hospital’s emergency department (ED), 

via ambulance or walk–in, as nonelective patients. After being seen by a healthcare provider, ED 

patients are either discharged (to go home, to community care, etc.) or admitted to the hospital. 

Inpatients may require surgery in operating rooms, need to stay in intensive care units, or need 

further treatment and rehabilitation in various wards.
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Figure 2.1 depicts a broad and simplified version of typical patient flow for a patient episode, 

which is typically initiated by a referral or admission and is ended by a discharge. Several remarks 

are in order for Figure 2.1. First, within the hospital, different patients visit different departments, 

and within one admission stay, a patient may switch between wards multiple times. Second, one 

can identify various flows within each department. For example, when a patient visits the ED, they 

are first triaged by medical staff (often a nurse). The patient may then undergo medical tests, 

receive physician consultations, and be administered medications and treatments. Finally, the 

patient is discharged or admitted. Third, patients can be transferred from one hospital to another. 

 

 

Figure 2.1 A simplified and broad overview of the medical supply chain. 

 

Unlike traditional SCs, patients rather than materials or products flow through different stages of 

this hSC, within and across care facilities. Therefore, a critically important task is to accurately 

move patients between stages in a timely and efficient manner. Otherwise, patient safety, health 

outcomes, and experience can become compromised, and resources may be wasted. System 

coordination plays a vital role in hospital operations. Bretthauer et al. (2011) show that one of the 

key reasons for poor performance at EDs is bed blocking (in which patients who need to be 

admitted occupy limited ED beds as a result of bed unavailability in wards). A further instance of 

bed blocking, or delayed transfer of care, occurs when (mainly elderly) patients stay in the hospital 

for excessive periods because of a lack of space in community care. Another difficult task is patient 

routing within hospitals. In some cases, patients are routed to nonpreferred wards because of bed 

shortages in preferred wards. These outlier patients may need to be transferred to appropriate wards
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later. Stylianou, Fackrell, and Vasilakis (2017) report that 10 percent of admitted patients are 

outliers. Delayed transfer of care and outlier transfers may result in patients receiving delayed 

treatment and an increase in patients’ length of stay, which also has economic ramifications. 

Freeman, Robinson, and Scholtes (2018) show that quality of care is improved if departmental 

routing is consistent, that is, if the same types of patients are served in the same department, and 

that consistent referral is particularly beneficial for the most complex patients (emergency patients 

with multiple comorbidities). 

 

Lu and Lu (2018) empirically study the interhospital patient routing decisions in the case of 

patients suffering from acute myocardial infarction. The authors uncover the determinants of 

transfer destinations and show that the hospital relationship (when the two hospitals are affiliated 

with the same hospital system) plays a larger role than the distance between the two hospitals and 

the quality of the receiving hospital, which has negative implications on readmission rates. Wang 

et al. (2018) examine how scheduling can be improved between two service providers involved in 

preoperative care who often reside in separate clinics. The authors propose a coordinated 

scheduling policy that takes into account system profit from both services, patient waiting time, 

and clinic overtime. These results have strong implications, especially in the face of policy 

initiatives to reduce readmission rates and waiting time. Inefficiencies such as delayed transfer of 

care and patient outliers illustrate that patient SCs are prone to fragmentation. Care fragmentation 

threatens health outcomes, patient experience, and continuity of care. To overcome the lack of 

coordination between providers and ensure timely and appropriate patient flow, new care models 

such as integrated care initiatives are receiving growing attention. We refer the reader to NHS 

Improvement (2017) for a series of case studies describing various initiatives UK trusts have 

undertaken to improve patient flow. Researchers should, therefore, direct their efforts in analyzing 

what these models mean for system capacity, scheduling, and patient routing decisions from an 

SCM perspective. There is a wealth of operations management literature regarding scheduling 

carrying implications for individual hospitals. Expanding this research in a multihospital context 

or across stakeholders (e.g., capacity management between hospitals and nursing homes) has the 

potential to simultaneously build on hSC research and address fragmentation in healthcare.
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2.3 Community and Social Care Supply Chains 

 

The provision of community care occurs in residential settings (such as patient’s homes, 

community centers, and schools). Community care captures a diverse set of services ranging from 

adult care (e.g., district nursing and palliative care), therapy services (e.g., physiotherapy, 

occupational therapy, and speech and language therapy), preventative services (e.g., sexual health 

and smoking cessation clinics), and health promotion services (e.g., school nursing and health 

visiting) to specialist services such as offender healthcare (Charles 2019). In England, community 

care accounts for one pound in every ten pounds spent by healthcare commissioners, with district 

nursing, health visiting, and midwifery care accounting for the largest cost, and providers include 

the National Health Service (NHS), general practice, private providers, local authorities, charities, 

social enterprises, and community interest companies (Gershlick and Firth 2017). Community care 

services offer care and support for patients with long–term conditions and complex health needs 

and play a role in assisting individuals to live independently in their homes. Community care 

workers coordinate care with other health services (such as GPs and hospitals) and social care 

providers. With an increase in the prevalence of chronic diseases, demand for community care is 

likely to rise. However, a growing shortage in key parts of the workforce will make it difficult to 

meet demand. For instance, between 2010 and 2018 the total number of NHS nurses working in 

community health services fell by 14 percent while the number working in acute adult health 

increased by 9 percent (Charles 2019). Reinforcing community–based care is particularly 

important, especially in the face of a growing focus to bring care closer to patients’ homes as well 

as to relieve pressure from other parts of the healthcare system (NHS England 2013). 

 

Social care is the provision of care and support to individuals requiring assistance in daily activities 

such as cooking, cleaning, and personal hygiene. These needs arise as a result of age, illness, 

physical disability, or mental health. The number of people aged 65 and over is growing three 

times faster than the number of people under 65 (Charlesworth and Johnson 2018). There is also a 

rising burden of disease as more individuals are living with a chronic disease and many are affected 

by more than one condition. The report also highlights an increasing trend of younger adults who 

live with a disability. As life expectancy increases, the cost of care for disabled persons is rising. 
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Social care for people of working age is now costing public bodies about as much as that for older 

people (NHS Digital 2017, Bottery et al. 2018). 

 

A representative social care SC based on the UK system is shown in Figure 2.2. In England, local 

authorities are responsible for public funds directed to social care services and the commissioning 

of care. Eligibility depends on both needs and financial means assessment (Bottery et al. 2018). 

Unlike public spending on health, expenditure on social care has been falling since 2009–10 

(Charlesworth and Johnson 2018). Currently, a large portion of care is privately paid for, with no 

cap on the amount that individuals must pay out of pocket (King’s Fund 2018). 

 

 

Figure 2.2 A representative social care supply chain in the UK context. 

 

Providers of social care consist of private, for–profit, or nonprofit entities, providing residential 

care or domiciliary care (i.e., care at individuals’ homes). These organizations include residential 

care homes, nursing homes, and specialist colleges providing personal care and accommodation 

(King’s Fund 2018). Perhaps surprisingly, the workforce involved in social care is larger than that 

of the NHS (Charlesworth and Johnson 2018). The sector faces high turnover rates, and it is 

projected that there will be an increased need for staff to meet the rising demand for social care 

(Bottery et al. 2018; King’s Fund 2018). Relatives, friends, and neighbors also provide a large
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 portion of care, termed informal care. This often results in carers having to partially, or entirely, 

leave the labor force. 

 

There has been a decrease in publicly accessed social care in the United Kingdom since 2009 and 

it is speculated that this has put a greater strain on informal care (Charlesworth and Johnson 2018). 

Additionally, individuals with unmet social needs may be ending up in hospitals or relying more 

heavily on GPs. A portion of delayed transfer of care can be attributed to social care because 

awaiting a home care package is still the number one reason for delayed hospital discharge (Bottery 

et al. 2018). Another key challenge brought about by public budget cuts is that it has become more 

expensive for individuals who privately pay for services as providers have engaged in cross–

subsidization between rates charged to publicly and privately funded individuals (Charlesworth 

and Johnson 2018). 

 

Technology has changed and continues to change the way healthcare and social care organizations 

operate. Lu, Rui, and Seidmann (2018) empirically investigate the effect of information technology 

adoption on staffing and resident admissions in US nursing homes. In this industry, there is high 

competition across providers, payment is both private and public, and quality is mainly determined 

by nurse staffing policies. On the one hand, the authors show that automation leads to an increase 

in staffing levels in low–end nursing homes because it makes care providers more productive (a 

complementary effect). On the other hand, nurse staffing levels decrease after automation in high–

end homes. This is because technology may serve as a substitute for labor since the marginal 

benefit of providing additional quality (in a high–end nursing home) is relatively low. Notably, it 

is shown that increased automation decreases admissions of less profitable residents (those paid 

for by Medicaid). 

 

As the population grows and ages, there is an increasing demand for social care as well as 

healthcare. Care models that integrate social and healthcare provision play a key role in ensuring 

patient centricity and the holistic management of patient needs (National Collaboration for 

Integrated Care and Support 2013). Thus, future research should examine the interaction between 

the two sectors. There has also been a push toward bringing care as close to patients’ homes as 

possible. A 2013 report by the NHS England outlines the elements required to transform urgent 
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and emergency care services in England and bring care closer to patients’ homes (NHS England 

2013). The report highlights the fact that improving technologies allow for the management of 

many problems in a patients’ home or local community that would have required hospital 

admission in previous years. The report also advocates for the support and promotion of self–care 

by the NHS. Individuals, especially those with long–term conditions, can become experts in their 

problems. With the proper information and advice (e.g., through accessible and reliable telephone 

services), patients can become capable of managing many problems themselves or with the help 

of friends and family. Shifting care from hospitals to patients’ homes has the potential to improve 

the quality of care (e.g., eliminate the risk of hospital infections), patient experience, and comfort, 

as well as reduce costs. The Buurtzorg model of care or neighborhood care emerged and operates 

in the Netherlands. Under this model, nurse teams are responsible for a few dozen patients in a 

particular area. Nurses act as health coaches for patients and their families by offering advice and 

advocating preventative care. In addition, nurses also provide some care themselves or elicit the 

services of other providers (Brindle 2017). A brief by the Royal College of Nursing discusses the 

success of this community care program as well as how it may be adapted to a UK context (Royal 

College of Nursing 2016).  

 

2.4 Workforce Supply Chains 

 

Healthcare staff such as doctors, nurses, and therapists are arguably the single most important asset 

to hSCs. Jointly with social care, jobs in the healthcare sector account for over 10 percent of total 

employment in many countries belonging to the Organisation for Economic Co–operation and 

Development (Organisation for Economic Co–operation and Development 2016). The NHS 

employs over a million people. However, it has been reported that there is a current shortfall of 

one hundred thousand staff, and this may take a toll on waiting lists, patient care, and staff 

experience (Beech et al. 2019). This also seems to be the case for social care, with one in ten social 

workers’ roles vacant (Health Foundation 2018). Beech et al. (2019) warn that there should be 

collaborative workforce planning between the two sectors, because the NHS can have significant 

“gravitational pull” on social care staff.
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The supply of clinical workforce depends on the inflow of trained doctors and nurses. The inflow 

depends on annual quotas for the admission of medical students, postgraduate training places for 

general medicine, and reliance on foreign–trained workers. Retention of professionals is another 

important criterion. For example, policies regarding pension and retirement age as well as 

measures enacted to reduce student attrition (e.g., through funding) and retain professionals (by 

changing working conditions) can alter the outflow of healthcare workers. 

 

The workforce has been changing and new healthcare roles have emerged as part of innovative 

workforce management. Physician associates (PAs), medically trained generalists who work under 

the supervision of doctors, have patient lists, and perform diagnostic and therapeutic procedures. 

However, they have a limited scope of practice (e.g., they are unable to prescribe or request x–rays 

or computed tomography scans) (NHS England 2019). The role appeared in the United States fifty 

years ago and in the early twenty–first century 100,000 PAs work in both primary and secondary 

care in the country. In comparison, there are 350 practicing Pas and another 550 in training in the 

NHS (NHS England 2019). A study conducted by the National Institute for Health Research has 

demonstrated the impact of PAs in hospitals (National Institute for Health Research 2019). The 

PAs support the workloads of clinical teams and contribute to team continuity (e.g., by inducting 

new junior doctors). This allows doctors to tend to more complex patients and attend training. In 

addition, PAs were found to positively impact patient flow and experience. To ensure patient 

continuity of care and to alleviate the GP shortage in primary care, the Department of Health and 

Health Education England has expressed an interest in the recruitment of more PAs into primary 

care (NHS England 2019). 

 

Not only are roles arising, but also traditional job boundaries are gradually blurring as workers 

perform more and more tasks formerly executed solely by professionals higher up in the healthcare 

hierarchy (Oxtoby 2009). According to Oxtoby (2009), “pharmacists are screening, nurses are 

prescribing, GPs are specializing, and consultants are increasingly taking on managerial roles.” 

Blouin and Adams (2017) discuss the role pharmacists play in healthcare delivery (in assuring 

appropriate medication therapy management), healthcare access (by providing a variety of services 

as one of the most accessible health professionals), and public health (such as facilitating
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appropriate prescription opioid use, providing increased access to immunizations, and contributing 

to disaster response by administering medication, education, and care for individuals). 

 

Taken together, it is clear that the dynamics (e.g., the types and number of workers) of the 

workforce inflow are evolving. Policy makers can also influence the geographic distribution of 

medical workers. In certain countries like Canada, there is a significant shortage of doctors in rural 

areas. The Organisation for Economic Co–operation and Development (2016) outlines various 

ways in which this may be addressed, including financial incentives, the use of telemedicine, 

regulations (e.g., restrictions to set up practice in adequately supplied areas), and competency 

transfer from doctors to nurses. It is also important to note that nonclinical staff (such as 

receptionists, accountants, and information technology specialists) also constitute a portion of the 

healthcare workforce. 

 

The management of the inflow and outflow of healthcare workers underlies SCM of the healthcare 

workforce. Currently, there is a severe shortage of human resources in healthcare, with an 

estimated 17.4 million healthcare workers missing from the global medical sector (Medical 

Futurist 2018), which has put pressure on healthcare personnel to do more with less. We caution 

that SC improvements should focus on system–wide changes rather than simply increasing 

expectations from the workforce. The human resource crisis may lead to opportunities for process 

optimization in healthcare. In addition, as in many other sectors, technological advancements are 

influencing the healthcare workforce. Technologies such as artificial intelligence and telemedicine 

may help ease the burden on healthcare providers. For instance, artificial intelligence may facilitate 

more accurate diagnosis, assist in decision–making, and execute repetitive or bureaucratic tasks so 

that clinicians can concentrate their efforts on value–adding activities (Medical Futurist 2018). 

Although wider adoption of health technologies has the potential to ameliorate the human resource 

shortage, many questions arise regarding the ethics, implementation, and feasibility of applying 

various technological advancements in healthcare delivery. Further exploration is required 

concerning the opportunities and challenges of new technologies to health providers. 



2.5 Reimbursement Supply Chains  26 

 

 

2.5 Reimbursement Supply Chains 

 

Financing is an important part of healthcare services, and the reimbursement of healthcare 

providers has been, and continues to be, a subject of debate and research interest. Different 

countries have different reimbursement systems. Some countries, like England, have a universal 

healthcare system in which residents have free access to healthcare, which is paid for by 

government general taxation. In the United States, Medicare and Medicaid are federal and state 

programs that offer coverage to elderly and low–income individuals, respectively. The remaining 

population is either privately insured or uninsured. Many countries employ hybrid systems in 

which payers may be central and local governments, insurance companies, employers, charity 

organizations, relatives, and patients themselves. Patients receive healthcare services from 

providers (such as hospitals, clinics, and physicians), who are accordingly reimbursed by payers. 

Many different reimbursement schemes have been evaluated in the literature. These schemes range 

from block contracts and fee–for–service payments, which have been used in the past, to recently 

introduced diagnosis–related group–based and/or performance–based prospective payment 

schemes based on bundles, outcomes, and values. Jiang, Pang, and Savin (2012) review some of 

these popular contracts. It is worthwhile to note that capitation has recently regained attention 

because this payment scheme facilitates the reimbursement of integrated care (e.g., accountable 

care organizations) without the use of complicated and segmented contracts. 

 

Adida and Bravo (2019) explore the issue of coordinating referral services in a business–to–

business context in which managing organizations (requesters, who are financially responsible for 

the care patients receive) refer patients to third–party providers when advanced care is needed. 

Both requesters and providers can exert effort to decrease further costly interventions. The authors 

show that social welfare can be improved under a penalty contract relative to a fee–for–service 

contract. Calsyn and Lee (2012) discuss alternatives to fee–for–service payments in healthcare and 

present several case studies outlining recent reform projects in the United States. For example, in 

2002, the Centers for Medicare and Medicaid Services implemented the hospital readmissions 

reduction program, which lowers payments to hospitals with excess thirty–day readmissions. The 

program supports the national goal of improving healthcare for Americans by linking payments to 

the quality of hospital care (Joynt et al. 2016).
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As new care models become increasingly focused on system coordination and integration, 

reimbursement is fundamental in ensuring cooperative behavior. Furthermore, there is a need to 

ensure the seamless transition of reimbursement schemes theoretically proposed in the literature 

into practice. 

 

2.6 Supplies and Equipment Supply Chains 

 

This SC focuses on the procurement, logistics, and inventory management of supplies and the 

purchase, operation, maintenance, and repair of medical equipment. We refer the reader to de Vries 

and Huijsman (2011) and Kim and Kwon (2015) for reviews on the management of healthcare 

supplies and provide a short discussion on equipment SCs. 

 

The sophistication and cost of medical equipment, and consequently its maintenance, continue to 

escalate. An equipment breakdown can have substantial consequences such as risk of injury or 

death to the user or the patient, inappropriate therapy, or misdiagnosis (World Health Organization 

2011). Therefore, equipment must be properly maintained to ensure its safety and reliability. In 

addition, equipment failures impact equipment availability, which, in turn, can adversely affect 

care quality, patient wait times (Cruz and Rincon 2012), and hospital financials. Maintenance and 

repair of medical equipment require financial, physical (e.g., testing and calibration tools), and 

human resources. Maintenance services can be preventative (which seek to reduce the failure rate 

of equipment) or corrective (which restore the function of equipment that has already failed) and 

various services can be executed in house, by the original equipment manufacturer or a third–party 

provider (World Health Organization 2011). 

 

With an external maintenance provider, value is coproduced (Karmarkar and Roels 2015) because 

operational performance depends on both the operator handling of the equipment and the 

maintenance effort on the part of the provider. Recently, Chan, de Véricourt, and Besbes (2019) 

empirically examine the two contract types for the provision of maintenance services of medical 

imaging devices. Using sales and service data on 712 computed tomography and magnetic 

resonance imaging scans sold to 441 hospitals by a large original equipment manufacturer in a 

major Organisation for Economic Co–operation and Development country, the authors find that
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1 As suggested by Professor Stefan Scholtes, another way to subcategorize pharmaceutical SCs is into two separate 

categories: (1) the activities prior to the expiration of a pharmaceutical’s market exclusivity period and (2) the activities 

following the expiration of market exclusivity. This is due to the fact that the innovation, research and development 

as well as the marketing processes for branded drugs are very different than those of generic drugs.  

moving from a basic pay–per–service plan to a fixed–fee, full protection plan reduces reliability 

(increases failure rate by 33 percent) and increases service costs. The authors caution against the 

prevailing view that providers should assume more equipment failure risk. It is suggested that this 

may lead to incentive effects that lower the operator’s level of care. Chan, de Véricourt, and Besbes 

(2019) show that although both contract schemes are used in practice, a pay–per–service plan 

significantly improves operational performance metrics over a fixed–price full–protection plan. 

 

The operational performance of medical equipment (e.g., the failure rate) is largely determined by 

the client’s decisions, such as the training of operators (Jain, Hasija, and Popescu 2013). This is 

particularly evident in developing countries where the overarching reliance on external vendors 

for maintenance services (Cruz and Rincon 2012) and out–of–service equipment (Malkin and 

Whittle 2014) is attributed to the absence of properly trained staff. Malkin and Whittle (2014) 

examine a program offered by Engineering World Health that served to train biomedical 

technicians in Rwanda. The researchers demonstrate that nearly twice as much equipment was out 

of service at hospitals where technicians had not been trained compared to hospitals where 

technicians had completed one year of training. Operators may also lack the material resources to 

handle maintenance activities on their own. It has been reported that original equipment 

manufacturers deny other organizations access to documentation and products such as online 

diagnostics programs to create barriers to competition (Blumberg 2004). This suggests that more 

collaborative arrangements between manufacturers and operators as well as greater support offered 

by original equipment manufacturers have the potential to improve the operational performance of 

equipment. Thus, we encourage researchers to examine how more value can be achieved in 

medical equipment SCs in developing countries. 

 

Pharmaceutical Supply Chains 

 

We subcategorize pharmaceutical SCs into two: (1) innovation and research and development and 

(2) manufacturing and distribution supply chains1. 
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2.7 Innovation and Research and Development Supply Chains 

 

Drug discovery and development is a long and costly process that can take on average, ten to 

fifteen years and cost $2.6 billion (PhRMA 2016). To gain regulatory (e.g., Food and Drug 

Administration in the United States) approval, potential medicines move through preclinical 

testing and several phases of clinical trials. Human testing commences at phase 0, where 

pharmacodynamics and pharmacokinetics (i.e., how a drug affects an organism and how an 

organism affects a drug, respectively) are determined. Drug safety is evaluated in phase 1, efficacy 

is assessed in phase 2, and both are confirmed in phase 3 on a large scale. Phase 4 studies or 

postmarketing surveillance studies are conducted after a drug has been approved. The sponsoring 

firm, typically a pharmaceutical company, along with collaborators involved in conducting trials, 

needs to engage multiple test sites (often in various locations) and recruit, treat, and test hundreds 

or even thousands of volunteers. A large portion of R&D expenditure goes toward clinical trials. 

DiMasi, Grabowski, and Hansen (2016) estimate the mean expenses for phases 1, 2, and 3 to be 

$25.3 million, $58.6 million, and $255.4 million, respectively. Costs of R&D have rapidly 

escalated since the 1970s (DiMasi, Grabowski, and Hansen 2016). This has been the result of 

larger and more complex trials, a greater focus on chronic diseases, and high failure rates for drugs 

(less than 12 percent of candidate medicines going into phase 1 are subsequently approved) 

(PhRMA 2016). To shorten development times and contain costs, pharmaceutical firms have 

undertaken a variety of measures such as mergers and acquisitions, downsizing in–house 

development efforts, and instead outsourcing R&D activities (Rafols et al. 2014). The outsourcing 

of clinical trials to contract research organizations has caused such organizations to flourish into a 

multi–billion–dollar industry (Betcheva and Erhun 2018). Other entities involved with the conduct 

of trials include academic institutions, hospitals, biotechnology companies, research institutes, 

government agencies, and nonprofits, among others. 

 

The pharmaceutical R&D SC is better depicted by an ecosystem of various entities that provide 

different resources and capabilities (see Figure 2.3). For instance, academic institutions and 

biotechnology firms provide basic research, expertise, and technologies, while pharmaceutical 

firms offer funding and capacity for full–scale clinical development. Relationships between 

entities range from purely transactional to more integrated partnerships involving risk and revenue
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sharing (such as joint ventures among large pharmaceutical companies). Partnerships between 

small biotechnology firms and pharmaceutical companies are vital for healthcare innovation; see 

Savva and Scholtes (2014) and Bhattacharya, Gaba, and Hasija (2015). 

 

 

 

Figure 2.3 Pharmaceutical innovation and research and development supply chain.  

Note: We refer the reader to PhRMA (2016) for a more comprehensive representation of this SC. 

 

Motivated by the lack of operational decision support research in the context of clinical trials, 

Kouvelis, Milner, and Tian (2017) seek to provide insights as to how sponsoring firms or 

administering contract research organizations can determine when and how many test sites should 

be opened and the number of patients to enroll over time. The problem is modeled under a dynamic 

program that has the objective of maximizing the net present value of a drug. Trial costs, drug 

quality, interim analyses of clinical results, the likelihood of approval, and the expected 

commercial value after approval are considered in the formulation. The authors characterize the 

optimal policy as a series of thresholds on both decision variables. 

 

Advancements in technology and artificial intelligence provide opportunities for personalization, 

efficiency, and alignment in pharmaceutical SCs. For example, Healx (a Cambridge–based tech 

venture) focuses on drug development for rare diseases in the emerging field of personalized 

medicine (Kavadias, Ladas, and Loch 2016). Rare diseases are often ignored by pharmaceutical 

companies because of their small market potential and expensive drug development process. To 

remedy this, guided by a pharmacology team, Healx uses its proprietary artificial intelligence–

based tool (Healnet) to identify and repurpose existing drugs to treat rare diseases. Healx partners 

closely with patient groups to understand the clinical need and disease information. Quality curated 

data are then fed into Healnet to predict treatments, which are subsequently reviewed by expert 
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pharmacologists. This results in a faster and cheaper approach to developing treatments for rare 

diseases (Healx 2019). 

 

2.8 Manufacturing and Distribution Supply Chains 

 

Narayana, Pati, and Vrat (2014) present a systematic review of research on pharmaceutical SCM. 

The authors identify four key customer healthcare needs for pharmaceuticals—availability, access, 

affordability, and safety—and discuss how research has analyzed the final value delivered to 

customers through the SC. They go onto suggest that research has traditionally focused on 

efficiency improvements and that there is an emerging interest in process analysis and technology 

implementation. Figure 2.4 provides a simple depiction of a representative pharmaceutical 

manufacturing and distribution SC. 

 

    

Figure 2.4 A representative pharmaceutical manufacturing and distribution supply chain. 

Note: We refer the reader to Narayana, Pati, and Vrat (2014) for a more comprehensive 

representation of this supply chain. 

 

Privett and Gonsalvez (2014) prioritize the top ten global pharmaceutical SC challenges. Shortage 

avoidance is among the ranked. Drug shortages are both costly (since alternative therapies must 

be sought) and lead to social welfare loss in terms of suboptimal patient outcomes. Jia and Zhao 

(2017) study how to minimize shortages for generic sterile injectable drugs, which possess 

particular characteristics rendering them vulnerable to shortfalls. These drugs have small profit 

margins, making them unattractive to manufacturers. Producers thus allocate low capacity toward 
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such drugs. Worse still, because of demanding storage environments, holding these drugs is costly. 

The authors model the hSC composed of a manufacturer, a group purchasing organization, the 

government, and a healthcare provider and show that a price increase combined with a strong 

failure–to–supply clause leads to a Pareto improvement that is effective in addressing shortages. 

Another prevalent area of research is the role of intermediaries. For example, see Kouvelis, Xiao, 

and Yang (2015) on research on the pricing and formulary decisions of pharmacy benefit 

manufacturers and Burns and Lee (2008), Hu, Schwarz, and Uhan (2012), and Saha, Seidmann, 

and Tilson (2019) for the analysis of the role of group purchasing organizations. 

 

There has been a shift toward value–based healthcare in the pharmaceutical industry. In particular, 

payers have increasingly employed outcome–based contracting with pharmaceutical companies. 

This purchasing strategy ties reimbursement to patient outcomes (i.e., companies are paid more 

when medicines work well). It is important to note that this type of reimbursement scheme relies 

on having the appropriate supporting technology and processes in place (i.e., the ability to 

accurately measure/monitor patient outcomes). Industry analysts and researchers have brought up 

various benefits and drawbacks of this reimbursement scheme. However, more work is needed to 

thoroughly evaluate the ramifications of this payment scheme for different stakeholders such as 

manufacturers, payers, and patients. 

 

Special Health Services Supply Chains 

 

We subcategorize special health services SCs into blood, organ transplantation, and vaccine supply 

chains. 

 

2.9 Blood Supply Chains 

 

Donated blood and blood products are used in the treatment of various conditions (such as anemia) 

and in blood transfusions for patients undergoing surgery or those who have suffered an injury. 

Figure 2.5 presents a representative blood SC resembling a diagram from Fontaine et al. (2009). 

In their paper, the authors discuss several distinguishing features of blood SCs. Blood cannot be 
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manufactured and can only originate from donors, which constrains supply. There is a lead time 

to blood utilization, because donated blood must undergo screening tests and needs to be processed 

before it can be transfused. Furthermore, the short shelf life of blood products (cryoprecipitate 

[cryo], plasma, red cells, whole blood, and platelets have a shelf life of one year, one year, up to 

forty–two days, twenty–one to thirty–five days, and five days, respectively [American National 

Red Cross 2020]) contributes to significant wastes resulting from outdated units. Last, mismatches 

between supply and demand frequently occur, leading to excess inventory (unused blood) or 

shortages. Several researchers have explored improvement opportunities in the collection, as well 

as the inventory management and allocation, of blood. Chung and Erhun (2013) consider supply 

contracts for blood with two periods of shelf life (“young” and “old” units). The authors 

demonstrate the channel coordinating conditions for three commonly employed industry contracts. 

For a thorough analysis of blood SCs, readers are referred to Pierskalla (2005). 

 

Figure 2.5 A representative blood supply chain. 

 

Ayer et al. (2019) state that because of the importance, limited supply, and perishability of blood 

products, effective management of blood collection is critical for high–quality healthcare delivery. 

The authors examine the cryo collection. They formulate a mathematical model to identify when 

and from which sites cryo should be collected such that weekly collection costs are minimized 

while at the same time ensuring that a weekly target is met. The authors’ proposed collection model 

has since been implemented at the American Red Cross’s largest manufacturing facility and the 

American Red Cross has realized significant benefits as a result of the implementation. 

 

Regional blood banks supply hospitals in their service areas. Because of the scarcity of blood, it is 

common for regional blood banks to have to ration blood products among the hospitals they serve. 

Because of this supply uncertainty, hospitals tend to overorder to ensure a larger share of the 

rationed supply. Paul, Rajapakshe, and Mallik (2019) argue that overordering causes an increase 

in spoilage, which ultimately imposes a cost on the SC as well as a social welfare loss. They 
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demonstrate that a shortage–subsidy contract, which offers a per–unit subsidy for every unit of 

shortage experienced by a hospital, induces uninflated ordering by hospitals. 

 

The management of blood, from collection to transfusion, is a critically important and often 

challenging undertaking. However, there is an extensive body of literature on the SCM of 

perishable products. Therefore, we underscore the potential to apply learnings and strategies from 

other sectors, such as the food industry, in the management of blood SCs and vice versa. 

 

2.10 Organ Transplantation Supply Chains 

 

Each year, hundreds of thousands of patients around the world wait for organs but only a fraction 

are lucky enough to undergo transplantation and many die each day waiting for a transplant 

because of a large gap between supply and demand. Organs can be removed for transplantation 

from living or deceased donors. Countries follow different policies (e.g., opt–in and opt–out 

policies) and the impact these policies have on donation rates has been a subject of great interest 

for researchers and policy makers. Exacerbating the shortage issue, not all organs donated are 

viable for use. Furthermore, in some cases, viable organs are wasted because of inefficiencies in 

the organ transplantation process caused by the level of coordination required across parties 

involved, such as ED units and intensive care unit staff (Barrow 2012). In addition, donated organs 

need to be matched to patients based on many factors, such as blood type, body size, and patient 

availability. Concerning living donor donations, Glorie et al. (2014) describe kidney exchanges in 

cycles, which allow multiple donors to donate their kidneys and multiple patients to receive 

kidneys that are compatible with their medical conditions. Unlike blood donations, organ 

donations require simultaneity to prevent organ donors from reneging after their intended recipient 

has received a transplant from another donor. Because of this simultaneity, the length of cycles is 

limited to the number of logistically feasible simultaneous transplants. A typical closed organ SC 

is one in which each station has an incompatible pair composed of a donor and a recipient. To form 

compatible matches, each patient receives an organ from the paired donor of another patient in a 

cyclic manner. Other organ SCs may have very different structures depending on the allocation 

mechanisms in place. For example, Su and Zenios (2006) discuss a kidney SC that is characterized 

by n transplant queues corresponding to n candidate types. Aside from simultaneity, another issue 
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concerning organ SCs is that there are significant disparities in the wait time and access to organs 

across geographical areas. To alleviate geographic inequality in the US context, Ata, Skaro, and 

Tayur (2017) propose the utilization of affordable jet services to enable patients to list in multiple, 

and possibly distant, donation service areas. 

 

Altruistic or nondirected donations from living donors have also gained ground. NHS Blood and 

Transplant reports that since a change in the law a decade ago (permitting donors to give their 

organs to people they have never met), more than five hundred people have helped save the life of 

a stranger (NHS Blood and Transplant 2016). Altruistic donations can potentially multiply the 

number of recipients benefitting from each donation because they can link several pairs of 

incompatible donor and recipient pairs to form a donation chain. This domino effect works through 

the initiation of a chain of matches (an altruistic donation is matched to a recipient who has a 

willing but incompatible donor; consequently, the incompatible donor can give their organ to the 

next compatible recipient, and so on [Montgomery et al. 2006]). Researchers have evaluated organ 

exchange cycles and chains and have addressed the question of whether transplants should be 

performed simultaneously or nonsimultaneously. The severe shortage in available organs for 

transplantation is a clear catalyst for future research that aims to improve the obtainment, the 

matching of donors and recipients, and the allocation of organs. 

 

2.11 Vaccine Supply Chains 

 

One vaccine supply chain that is frequently studied in the operations management literature is the 

influenza vaccine SC. Influenza spreads rapidly around the world in seasonal epidemics and carries 

considerable financial and human implications (such as lost productivity). Vaccination protects 

against infection. In addition, it provides a positive externality, because vaccinated individuals 

decrease the infection risk of their close contacts, thus reducing the impact of outbreaks (Arifoglu, 

Deo, and Iravani 2012). Vaccine SCs resemble traditional SCs, with a key difference being that 

healthcare providers (such as hospitals and clinics) assume the role of retailers. Vaccine SCs 

exhibit two specificities: uncertain demand because of the unpredictability of flu prevalence and 

uncertain production yield arising from the biological composition of the vaccine. Further 

complicating matters, vaccine manufacturers do not decide on the composition of their vaccines.



2.11 Vaccine Supply Chains  36 

  

Instead, an external committee determines the composition. For example, in the United States, the 

Vaccines and Related Biological Products Advisory Committee makes recommendations to the 

Food and Drug Administration about the annual vaccine composition in February or March of each 

year for the upcoming flu season that begins the following October (Dai, Cho, and Zhang 2016). 

Long lead times arise because of the complexity of vaccine production. 

 

From a committee’s perspective, Cho (2010) presents research to aid the decision between 

retaining the current virus strain, changing to a new strain, or deferring the decision. The choice to 

retain the current strain leads to lower production yield uncertainty, but at the same time runs the 

risk of being less effective should a new virus strain spread. Conversely, the choice to defer the 

decision offers the benefit of acquiring more information, thus reducing the risk that the wrong 

strain will be pursued. However, delaying the decision can result in a supply shortage. Cho (2010) 

offers an optimal threshold policy concerning the committee’s decision. Dai, Cho, and Zhang 

(2016) analyze contracting in the influenza vaccine SC, where there is a trade–off between late 

and early vaccine production. The authors show that a properly designed buyback and late rebate 

contract can not only coordinate the SC but also allow for flexibility in the division of profits. 

 

The idiosyncrasies of the vaccine SC have attracted substantial attention from operations 

management and SCM researchers. In recent years, there has been a rising interest in employing 

various data such as social media and online activity to forecast flu outbreaks. Predicting influenza 

activity can shed light on when healthcare practitioners can expect to see a rise in demand for their 

services. This, in turn, can assist providers in making operational decisions such as staffing. An 

example of this is Google Flu Trends, which monitored and analyzed Google search queries to 

estimate flu prevalence. The project was abandoned within a few years following issues related to 

the accuracy of predictions. With the growing popularity of big data, the Google Flu Trends case 

shows that caution is warranted. Researchers have pointed to “big data hubris”—the “assumption 

that big data are a substitute for, rather than a supplement to, traditional data collection and 

analysis”—to the downfall of Google Flu Trends (Lazer et al. 2014). Lazer et al. (2014) promote 

a focus on an “all data revolution” rather than a “big data revolution,” one in which data from 

traditional and new sources are used to provide a deeper and more comprehensive understanding 
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of the world (Lazer et al. 2014). Future research should, therefore, aim to incorporate and combine 

various analytic tools and approaches to guide decision–making. 

 

2.12 Concluding Remarks 

 

The global population is on the rise and aging. There is an increasing burden of disease brought 

about by the prevalence of chronic conditions. Many individuals are living with multiple 

comorbidities and have complex needs. As a result, the healthcare sector faces serious clinical, 

operational, and financial challenges. To manage the population’s health needs, great efforts are 

required for health maintenance, as well as for the prevention, diagnosis, and treatment of diseases. 

Well–functioning SCs underpin effective and efficient healthcare delivery. Therefore, how SCs 

are designed, operated, and managed carries importance for individuals’ health status, life 

expectancy, and quality of life. For each discussed hSC, we have proposed avenues for future 

research. In the current landscape, we feel three key research areas have the potential to establish 

the provision of timely, high–quality, accessible, and equitable healthcare at a lower cost 

(Betcheva, Erhun, and Jiang 2020): shifting the focus of care from treatment to prevention, shifting 

care closer to patients’ homes, and shifting from broad treatment to personalized/precision 

medicine. Research in these areas will need to focus on new models of care, new reimbursement 

schemes, and emerging health technologies and innovations. We refer the reader to Keskinocak 

and Savva (2020) and KC, Scholtes, and Terwiesch (2020), who discuss these research 

opportunities, among others, in their contemplation of the future of healthcare operations. We also 

refer the reader to Betcheva, Erhun, and Jiang (2020) for a framework that enables supply chain 

thinking in healthcare: a customer–focused, systems based, and strategically orientated approach 

that simultaneously considers clinical, operational, and financial dimensions, as well as a 

discussion on supply chain strategies that can be applied and tailored to healthcare by considering 

the sector’s unique challenges and opportunities. 

 

We foresee significant developments in hSCs in the future. In particular, we anticipate changes in 

the resources (including the workforce), the processes, and strategies, as well as the infrastructure 

of hSCs. It is reasonable to expect that more sophisticated medical technologies and devices will 

continually emerge with the rapid advancement of technology. This necessitates a workforce with 
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technical capabilities, and clinician training should reflect this. New technologies and innovations 

also offer significant opportunities for healthcare provision in the developing world. As an 

example, take organizations like Zipline that are delivering medical products (such as blood and 

medication) using drones. Furthermore, robotics and digital technologies are increasingly entering 

healthcare systems. This offers the potential to address staff shortfalls. For instance, physicians 

spend a portion of their time performing mundane tasks such as computer entries. Through 

automation and the downshifting of tasks to lower–tier personnel, physicians’ time is protected for 

activities that add more value toward patient care. Technologies, such as artificial intelligence, are 

also supporting clinical decision–making. 

 

With a focus on the patient as a whole, we expect care delivery to aim attention at health 

maintenance rather than the treatment of disease. Such a shift will require more meaningful patient 

involvement and a sense of responsibility for one’s own health. This shift needs to be facilitated 

by healthcare providers, who should promote self–care by ensuring information and support are 

available and accessible. We also note that technology, such as wearable devices, can enable self–

monitoring. Devices and developments in telemedicine can also change the infrastructure of hSCs. 

As care moves closer to patients’ home, we envision that the Internet of things will take on a 

greater presence in healthcare delivery with a lesser amount of a patient’s care to be delivered in 

hospital settings. 

 

Furthermore, technology is altering how hSC members communicate and collaborate (Betcheva, 

Erhun, and Jiang 2020). Electronic data sharing allows providers to make collective decisions on 

shared information. To gain more value from increased connectivity, communication platforms 

should be integrated, and data should be standardized across providers. This ensures that 

professionals access the same data and speak the same language. Moreover, data quality should be 

bolstered by improving the richness and accuracy of entries. The wealth of patient data will also 

facilitate developments in personalized medicine and data driven (clinical and operational) 

decision–making. We note that more research is required on how to best utilize the accumulation 

of data. In addition, dealing with issues regarding confidentiality and data protection becomes key 

in ensuring patients’ and providers’ trust. 
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Overall, in managing the population’s increasing healthcare needs, future hSCs need to promote a 

focus on health maintenance, pursue a holistic and collaborative approach to healthcare, and foster 

a tech–forward and innovative mindset. 
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Chapter 3 

 

Supply Chain Thinking in Healthcare: 

Lessons and Outlooks 

 
3.1 Introduction 

 

A supply chain (SC) is a “network of organizations that are involved, through upstream and 

downstream linkages, in the different processes and activities that produce value in the form of 

products and services in the hands of the ultimate consumer” (Christopher 2016, p. 13). Supply 

chain management (SCM) is the “management of upstream and downstream relationships with 

suppliers and customers in order to deliver superior customer value at less cost to the supply chain 

as a whole” (Christopher 2016, p. 3).  

 

Since the term was coined in the early 1980s, SCM has risen to prominence and, with decades of 

theoretical and practical wisdom attached to it, it is now the backbone of business. With a marked 

focus on the interactions between stakeholders, the wealth of acquired SCM knowledge provides 

a unique opportunity to understand, evaluate, and improve complex ecosystems such as healthcare 

systems. This, of course, begs the question: How can we adopt well–known strategies from more 

traditional SCs to healthcare ecosystems? For example, how can we replicate Amazon’s customer 

obsession in building patient– and provider–centric care delivery? How can Zara’s lean and agile 

SCs, which satisfy their functional and innovative product needs, respectively, show us how to 

separate routine and complex care in hospitals? How can we extend the partnership model that 

enabled P&G to be a “part of Walmart” to promote integrated care through performance 

improvement and benefit sharing?
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3.1.1 Supply Chain Thinking in Healthcare: A Framework 

 

At the core of efficient and effective SCM is supply chain thinking, which includes three key 

aspects: a customer focus, a systems approach, and a strategic orientation (Mentzer et al. 2001). A 

customer focus ensures that the creation of customer value is the key driver of the SC’s activities. 

A systems approach views the organizations in the SC as an end–to–end, integrated entity while 

each individual organization’s strategic orientation aligns the intra– and interfirm goals and 

capabilities of the organization with those of the SC. Yet, as we will discuss in Section 3.1.4, 

healthcare faces unique challenges that sometimes deviate from the difficulties found in other 

ecosystems. For instance, a stark difference emerges from the fact that because their health is and 

their lives are potentially at stake, patients, who are the end consumers in healthcare SCs (hSCs), 

have distinct vulnerabilities, needs, and demands compared with customers of other goods and 

services. This also calls for simultaneous consideration of the clinical, operational, and financial 

dimensions of any healthcare research or practical initiative. That is, one can broadly conceptualize 

healthcare SCM (hSCM) as the adaptation of supply chain thinking within the realm of healthcare 

(Figure 3.1).  

 

Figure 3.1 Healthcare SCM requires a customer focus, systems approach, and strategic orientation 

(Mentzer et al. 2001) with simultaneous consideration of clinical, operational, and financial 

implications. 

 

The clinical dimension ensures that any move from a more traditional model to a hSCM model 

does not diminish the safety, outcomes, or experiences provided to end users. Any action or change 
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1 Discussions in the medical community highlight the importance of jointly considering these factors. For example, 

Berwick et al. (2008) emphasize the triple–aim of healthcare as enhancing clinical outcomes and user experience while 

controlling costs. Similarly, despite its popularity, Dartmouth Atlas (2019) has become controversial in debates for 

ignoring factors such as outcomes and illness severity and only focusing on cost in their efficiency measures (Bach 

2010). 

 

within a healthcare system should be motivated and guided by the needs and requirements of 

patients. However, the clinical dimension does not only include individual patients but also the 

patient–clinician interaction, which is the principal transaction in healthcare. Therefore, whenever 

hSCM is adopted, it is also important to account for its consequences for clinicians’ work, morale, 

and job satisfaction. Failing to do so can lead to burnout and reduce the most basic supply factor– 

clinician time (Betcheva et al. 2019, Charles 2019). The operational dimension comprises the 

technologies and care models that enable operationalization of the transformation. In considering 

this dimension, decision makers must ask whether the right information and resources are in the 

right place and applied at the right time to ensure care is provided in the most effective and efficient 

way. For example, this entails determining which providers treat which patients and when (points 

of care), where (e.g., in hospitals, in outpatient clinics, at home), and how (e.g., surgery, physical 

therapy) treatment takes place. Finally, due consideration of the financial dimension ensures the 

cost–effectiveness of the improvement and requires creation and placement of appropriate 

incentives. For instance, provider reimbursement has become particularly important to the 

effective functioning of new care delivery models, such as accountable care organizations (ACOs). 

Only when a transformation creates a simultaneous win–win–win in the clinical, operational, and 

financial dimensions can we expect it to be successfully implemented and sustained in healthcare 

ecosystems.1 Healthcare SCM can be instrumental in achieving this win–win–win. 

 

3.1.2 Healthcare Supply Chain Management: A Broader View 

 

Historically, hSCs have commonly been associated with the procurement and logistics of 

healthcare supplies and services. However, recent developments in healthcare render this 

understanding too narrow. For example, new ways of thinking, as illustrated by widespread 

technology adoption, a focus on integrated care delivery, and an emphasis on aligning stakeholder 

interests through new reimbursement schemes, have primed healthcare management for the 

introduction of broader SC concepts. In addition, the complexity in the interactions across
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healthcare stakeholders and the siloed nature of care delivery create an opportunity to understand, 

evaluate, and improve this inefficient ecosystem in a systematic, holistic manner. Thus, following 

the path of traditional SCs, which have expanded the scope of purchasing to the prevailing view 

of SCM (Kraljic 1983), hSCM, as we define it, has a much broader scope than the usual 

procurement– and logistic–focused definition. In adopting this broader view, we define healthcare 

supply chain management as the management of people, processes, information, and finances to 

deliver medical products and services to consumers, in the pursuit of enhancing clinical outcomes 

and user experience, while controlling costs (Berwick et al. 2008, de Vries and Huijsman 2011, 

Betcheva et al. 2019). Within our definition, people can refer to patients, providers, purchasers, 

and payers while processes can include patient flow, clinical development, and blood collection 

and distribution. Information can take the form of diagnoses, treatment plans, patient generated 

data, and so on, whereas finances can comprise costs, payments, and reimbursements. Medical 

products can include pharmaceuticals, medical devices, and health aids, whereas services can 

encompass curative, preventive, rehabilitative, and palliative care. As the end goal of this supply 

chain, healthcare delivery (i.e., the provision of healthcare services including, but not limited to, 

the prevention, diagnosis, treatment, and management of illness) hinges on the joint efforts of and 

interactions between various stakeholders. Table 3.1 lists these stakeholders, including 

organizations and individuals, and Figure 3.2 provides a high–level representation of the 

interactions between stakeholders.  

 

Table 3.1 hSC Organizational and Individual Stakeholders (The King’s Fund 2013, PhRMA 

2016). 
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As the recipients of healthcare, patients, for the most part, interact exclusively with care providers: 

they consult with their primary care physicians, receive treatment from nurses and doctors within 

and outside of hospitals, and obtain prescription medications from pharmacists. To perform their 

duties, care providers need access to pharmaceuticals, supplies, equipment, and ancillaries. 

Stakeholders, such as pharmaceutical companies, medical, diagnostic, and surgical device 

manufacturers, and blood centers, among many others, interact with care providers (often through 

intermediaries such as group purchasing organizations) to ensure the provision of such products 

and services. Policymakers govern these interactions. For instance, the Food and Drug 

Administration in the United States regulates the testing, manufacturing, and marketing of drugs. 

Interactions between stakeholders are facilitated by both payers (which provide finances) and 

support services (which provide information). That is, a multitude of different entities enable care 

providers to execute their functions. We can categorize these entities into various SCs (such as 

health services and pharmaceuticals), all of which play unique, interrelated roles in care delivery. 

We refer readers to the supplemental material for a categorization of hSCs and a synopsis of 

research for each hSC subcategory and to Betcheva et al. (2019) for details of the main challenges 

and risks faced by different hSCs. 

 

 

 

Figure 3.2 Schematic of the interactions between stakeholders and the flow of people, processes, 

information, finances, and products and services in the hSC.
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3.1.3 Supply Chain Thinking: Exemplars 

 

Numerous examples demonstrate that, with supply chain thinking, healthcare organizations can 

decrease costs and improve the quality of care by uncovering, quantifying, and addressing 

inefficiencies. Driven by a mission to eradicate unnecessary blindness in India and to provide 

healthcare for all, the Aravind Eye Care System (motivated by McDonald’s food assembly lines) 

fully aligns its delivery systems with its strategy. With a focus on patients, the utilization of a 

systems approach (e.g., the creation of a hub–and–spoke ecosystem through the use of 

telemedicine) and a strategic orientation (e.g., Aurolab, Aravind’s manufacturing arm, was 

established to manufacture intraocular lenses at high volume in order to decrease costs), Aravind 

delivers cataract care in India at 1% of the cost of cataract care in the United Kingdom’s national 

health service (NHS) (Vickers and Rosen 2011).  

 

By combining the elective orthopedic services of five district hospitals into one high–volume 

excellence center, Finland’s Coxa Hospital provides a one–stop shop for patients in a site purpose–

built around the main patient pathways. Coxa is able to achieve high clinical (e.g., low infection 

and revision rates), operational (e.g., fast procedure turnaround time, high operating room 

utilization), and financial outcomes (cost savings passed onto consumers in the form of lower 

prices) as a result of standardization coupled with high volumes, information sharing (e.g., cross 

organizational shared electronic health records (EHRs) and transparency of surgeon–level 

performance data) (Dowdeswell and Vauramo 2009, Gov.uk 2010, Coxa 2017), and incentive 

mechanisms that align patients’ goals with operational capabilities (such as reimbursing patients 

for avoidable complications).  

 

Over the course of more than 15 years using principles drawn from the famous Toyota Production 

System, the Virginia Mason Production System (VMPS) was established by Virginia Mason 

Health System (Virginia Mason 2019). With a focus on the entire system, the inclusion of patients 

and their families in the transformation and the alignment of stakeholder expectations around 

Virginia Mason’s shared vision have all become essential to the success of the continuously 

changing and learning environment of VMPS. VMPS improves quality and safety, reduces the
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burden of work for team members, and decreases the cost of providing care (Virginia Mason 

Medical Center 2010, Kenney 2011).  

 

The benefit of supply chain thinking in healthcare has also been recognized in the academic 

literature. Recently, Dai and Tayur (2020) have argued that “the field of healthcare operations 

management (HOM) … has started to look beyond point–level operational improvements and 

examine the interactions of multiple entities, shifting our gaze onto the healthcare ecosystem” (p. 

1). Their paper (which uses ecosystem to describe what we refer to as healthcare SC) focuses on 

reviewing methodological tools commonly used in HOM and on classifying research problems. In 

contrast, we aim to provide an understanding of how broader SCM concepts and strategies can be 

applied and tailored to healthcare by considering the sector’s unique challenges and opportunities, 

and we also offer guidance to practitioners and possible research directions for the hSCM 

community. Our goal, in other words, is to provide a primer on supply chain thinking in healthcare. 

We therefore do not present a detailed literature review; we refer readers to Keskinocak and Savva 

(2020) and KC et al. (2020) for thorough reviews of the healthcare operations literature from a 

modeling point of view and an empirical point of view, respectively.  

 

Our paper further contributes to the existing literature by building on the work of Green (2012) 

and Pinker (2012). Green argues that the growing availability of operational, financial, and patient 

data paves the way for HOM researchers to work with healthcare providers to establish evidence–

based healthcare. Pinker further develops this argument by encouraging more ambitious goals and 

a wider range of research opportunities for HOM researchers. In this paper, we shift the focus to 

the interactions and relationships among a multitude of entities in healthcare ecosystems and 

anchor our framework in supply chain thinking. We broaden the scope of hSCM and advocate for 

further involvement of SCM scholars in the healthcare domain. 

 

3.1.4 Challenges in Healthcare Delivery 

 

Similar to traditional SCs, challenges such as variability, inflexibility, and waste (Cachon and 

Terwiesch 2009) are commonly observed in hSCs, making their management taxing. In addition, 

compared with SCs in other ecosystems, management of hSCs sometimes presents unique
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difficulties. In Table 3.2, we provide an overview of the main clinical and public health, 

operational, and financial challenges in hSCs. We discuss these challenges in greater detail in the 

supplementary material. Table 3.3 displays commonly used reimbursement methods and the main 

criticisms of each method. We note that, although the healthcare sector is focused on the treatment 

of disease in individuals, it simultaneously plays a central role in the domain of public health. 

Public health focuses on measures related to the prevention (reducing the incidence of ill health), 

protection (preventing the spread of communicable disease), and promotion (enabling people to 

lead healthier lifestyles) of health (Royal College of Nursing 2020). A closely related approach, 

population health, aims to improve health outcomes and reduce health inequalities across an entire 

population by addressing social, cultural, political, economic, commercial, and environmental 

determinants of health (Buck et al. 2018, Lovell and Bibby 2018). An aging population, rising 

prevalence of chronic disease, and widening health inequalities highlight the need for effective 

joint functioning of healthcare delivery and public health. Studying the public health component 

of healthcare ecosystems would create an opportunity to deliver care at a lower cost and would 

lead to a better understanding and more accurate characterizations of the longer–term outcomes of 

care delivery.
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Table 3.3 Payment Methods in Healthcare. 

 

 

3.2 Supply Chain Strategies in Action in Healthcare Supply Chains 

 

SC strategies are the core of SCM. In deploying SC strategies, organizations need to consider their 

capabilities (e.g., capacity, flexibility, quality, speed), the features of the products and services 

they offer (e.g., functionality versus innovativeness), and the nature of supply and demand (e.g., 

volume, predictability). SC strategies should also align with the organizational strategy. For 

instance, healthcare entities whose mission is to increase access to care might pursue strategies 

that allow for economies of scale. There are numerous strategies used in SCM, such as integration, 

efficiency, responsiveness, process improvement, lean/six sigma, diversification, and outsourcing, 

and they are used to match demand and supply and to manage capacity, inventory, infrastructure, 

and so on. We proceed with a discussion of several SC strategies that are either commonly used in 
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or have a high potential to be applied to healthcare. We offer examples of organizations and 

systems that have successfully used these approaches to further their mission and goals, and we 

also highlight some of the challenges associated with certain strategies. 

 

3.2.1 Coordination and Integration 

 

Coordination refers to the organization of operations and processes of multiple interdependent 

entities, which enables effective joint work (Erhun and Keskinocak 2011). It is typically achieved 

when there are mechanisms in place that allow SC partners to consider each other’s constraints, 

actions, and objectives in order to improve collective performance. Integration takes coordination 

one step further. In an integrated SC, connectivity between individual organizations is increased 

and silos are eliminated so that the SC operates as one cohesive entity. The level of integration 

may vary from loosely integrated, in which participating organizations have some degree of 

incentive alignment, to fully integrated, under which a firm owns and manages its own SC.  

 

Information sharing can facilitate both coordination and integration. In the retail industry, the 

partnership between P&G and Walmart provides a notable example of how both firms used 

interorganizational information systems to their mutual benefit. Vendor managed inventory, a 

strategy that required Walmart to share its sales and inventory data with P&G, allowed P&G to 

make replenishment decisions for Walmart. This resulted in enhanced service levels and reduced 

inventories across the SC. Walmart’s disclosure of point of sale data facilitated improved customer 

focus by permitting the partners to engage in better category management (Grean and Shaw 2002). 

In contrast, healthcare systems tend to be far less cohesive, which is in part, because many current 

policies and approaches addressing performance measurement and payment reform focus on 

individual providers (Fisher et al. 2007). Yet, such approaches that target specific entities rather 

than the system as a whole risk further reinforcing fragmented patient care and discouraging 

coordination across providers. The lack of coordination and integration between generalist and 

specialist medicine and the lack of integration among social care, healthcare, and mental health 

hamper health outcomes, patient experience, and continuity of care.
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Researchers have made multiple efforts to improve coordination and integration in care delivery. 

At the strategic level, Groene and Garcia–Barbero (2001) models for integrated care. At the clinical 

level, Campbell et al. (1998) review the development of integrated care pathways for a specific 

clinical condition. Recently, two team–based patient–centered care models, the patient–centered 

medical home and perioperative surgical home, have been introduced with the goal of facilitating 

standardization, coordination, and transitions throughout the primary care continuum and the 

perioperative continuum, respectively (Hoff et al. 2012). ACOs are another possible solution to 

this challenge, as they integrate multiple healthcare organizations such as physicians’ offices, 

hospitals, mental health services, and community and social care jointly into one unit. Designed 

as a population–level model, the underlying goal of an ACO is to improve the health of a given 

population by coordinating all of the population’s healthcare needs, from birth to death.  

 

While these integration initiatives focus on breaking down barriers and encouraging coordination 

between various healthcare providers and between healthcare and other services (e.g., community 

care), there is no one–size–fits–all model of integrated care. For developers of any initiative, it is 

critical to consider the context in which it will exist (i.e., different care settings and stakeholder 

perspectives) (Shaw et al. 2011). From a hSCM perspective, the particularity of context raises 

many interesting questions about capacity, scheduling, and contracting. For instance, within 

particular settings, one can consider: How can providers/services pool resources to ensure 

coordinated care? Which patients should flow across providers, and how and when should they do 

so? How should patient appointments be scheduled? A deep knowledge of the patient population 

is therefore necessary in order to reap the benefits of integration. Other key enablers of successful 

integration include rich data and an effective IT infrastructure, as well as standardized data 

collection protocols across organizations (Cox et al. 2016).  

 

3.2.2 Standardization 

 

Standardization, a process that ensures consistency across units, is another SC practice 

implemented in healthcare. Products, supplies, materials, equipment, processes, tasks, and 

services, among other things, can be subject to standardization, which yields multiple benefits. 
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Because standardization removes variability, it establishes consistent quality and increased 

productivity. Goods standardization can facilitate mass production that, in turn, can enable 

economies of scale. Furthermore, limiting the product selection can lower inventory costs. For 

instance, McDonald’s achieves cost savings by offering the same menu of food items globally. In 

combination with careful adaptations to tailor products to local tastes, the company’s consistent 

offerings have reinforced its brand image. Similarly, Southwest Airlines attains significant 

efficiencies through the use of a standardized fleet. Using a single type of aircraft has allowed the 

company to realize savings from training and maintenance costs and through its flexibility in 

scheduling (as both the fleet and the staff operating the aircraft are essentially interchangeable). 

 

In healthcare, a leading example of a system that has improved quality and access to services while 

also lowering costs through standardized processes is Narayana Health, a chain of multispecialty 

hospitals in India. To enhance the efficiency of cardiac surgery, Narayana applies a production–

line approach to surgical care, which relies on minutely detailed protocols for clinical tasks and on 

narrowly scoped task assignments to facilitate task downshifting by preventing dangerous errors 

(Erhun et al. 2019). Multiple surgeries can be performed consecutively because surgeons execute 

the tasks that only they are qualified to perform while, concurrently, other clinicians prepare the 

next patient for surgery. This allows surgeons to quickly move on to the next prepped patient 

(Taylor et al. 2017). At Narayana, each surgeon performs 400–600 procedures a year; the average 

U.S. surgeon performs 100–200 (Govindarajan and Ramamurti 2013, Erhun et al. 2019). This 

higher volume improves surgeon productivity and reduces costs. Another example of value 

obtained from standardized processes and specialization is Canada’s Shouldice Hospital. For more 

than 70 years, this Ontario hospital has maintained a singular surgical focus on inguinal hernias. 

Although general surgeons do not perform more than 20 hernia surgeries a year, on average, 

Shouldice surgeons perform five to six surgeries a day (The Economist Intelligence Unit 2016). 

As a result of this hyper–specialization, the hospital has achieved a 99.5% success rate at a billing 

cost 50% less than other general hospitals in the province (The Economist Intelligence Unit 2016). 

 

Healthcare providers have also relied on standardization in procurement. Standardized supplies 

and equipment lead to cost reductions stemming from volume discounts. Standardization in
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purchasing also eliminates the extra time and effort needed to elicit, tailor, and cater to individual 

preferences. For example, Seattle Children’s Hospital realized savings of 20% per case in supply 

costs after implementing standardized preference cards for laparoscopic appendectomy (Avansino 

et al. 2013). 

 

3.2.3 Efficiency vs. Responsiveness 

 

One popular SCM framework is Fisher’s matrix (Fisher 1997), which ensures that the process used 

for supplying products (i.e., the SC type) is well suited to the products’ characteristics: functional 

products require efficient SCs whereas innovative products require responsive SCs. For example, 

fast fashion necessitates a responsive SC. Zara, a champion in this regard, caters to rapidly 

changing demand through its highly agile SC, which incorporates information integration (i.e., 

constant feedback between stores and designers and daily analysis of sales and customer opinions) 

and delayed differentiation production processes (e.g., the purchase of undyed fabrics to be 

subsequently dyed according to color trends). Moreover, Zara can also accommodate demand for 

its functional products through its efficient SC practices that minimize cost; for example, consumer 

staples such as plain white t–shirts are produced in lower–cost markets with long lead times. 

 

In healthcare, the pharmaceutical SC offers several examples of supply chain efficiency. Civica 

Rx, a hospital–led not–for–profit generic drug company, is a good example of an efficient SC. 

With the goal of decreasing costs and increasing availability of generic drugs, seven healthcare 

systems and about 500 U.S. hospitals have joined forces and committed to buying a fixed portion 

of their drug volumes from Civica Rx with a take–or–pay contract (Betz 2018). Civica Rx, in turn, 

has engaged in a long–term manufacturing and supply contract with Hikma, a contract 

manufacturer, to eliminate uncertainty in the generic drug supply and prevent drug shortages 

(Civica Rx 2019). Similarly, Healx, a U.K. biotechnology company, uses its proprietary artificial 

intelligence (AI)–based tool (Healnet) to identify and repurpose existing drugs to treat rare diseases 

(Kavadias et al. 2016), thus providing a faster and lower–cost approach to the discovery and 

development of rare disease treatments—an often–neglected segment of the industry.
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Efficient care delivery is a hallmark of many world–renowned specialty healthcare facilities 

including Shouldice Hospital and Aravind Eye Care. Because these providers have a narrow 

surgical focus on routine procedures (inguinal hernias in the case of Shouldice and cataract 

surgeries in the case of Aravind), they can apply the principles of lean management and 

standardization to reduce costs. Conversely, nonspecialized general hospitals and hospitals’ 

emergency departments are two examples of responsive care delivery. These facilities are designed 

to be flexible and agile in satisfying unpredictable demand (e.g., the diagnosis and treatment of 

complex patients with multiple comorbidities). It is possible for healthcare organizations to take 

advantage of both lean and agile strategies. For instance, leagile is a hybrid SC strategy that applies 

either a lean or an agile approach, as is most appropriate, to different stages of the SC (Agarwal et 

al. 2006). Hybrid strategies have also been used in a Swedish healthcare setting, where Aronsson 

et al. (2011) provide illustrative examples of how patient flow in a multi provider SC consisting 

of primary care, secondary care, and social services can be decomposed into several lean and agile 

subsystems. 

 

A note of caution is in order when it comes to studying efficiency through hyper–specialization. 

Although hyper–specialization in operations may result in improved patient outcomes and 

decreased costs, it is not always the best model when viewed in light of a system. For one, 

healthcare is burdened with reimbursement distortions. As a result, and as discussed in Shactman 

(2005), specialty hospitals may cherry pick more profitable specialties and more profitable (i.e., 

less complex) patients. Conversely, general hospitals that pool services (Section 2.4) can use 

revenue from their profitable specialties to cross–subsidize the unprofitable services they are 

required to provide. Furthermore, general hospitals can cross–subsidize care for the poor and 

uninsured by catering to a variety of patients. Overall, service line design deserves further analysis, 

especially through the lens of supply chain thinking. 

 

3.2.4 Pooling vs. Focused Operations 

 

Pooling refers to the action of redesigning areas of the SC (by aggregating demand, resources, 

products, and capacity) to either reduce uncertainty or to hedge against uncertainty to mitigate its 

consequences (Cachon and Terwiesch 2009). Diminished demand variability allows for a lower 
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level of safety stock. Moreover, a consolidated product inventory decreases shortage and 

obsolescence risk. Thus, demand and product pooling enable better inventory management. 

Pooling can also result in cost savings. For instance, location pooling can reduce warehousing 

costs, whereas goods batching can lower transportation costs. Last, pooling can improve service: 

for example, to reduce customer wait times, some call centers pool call types rather than 

designating specific agents for specific customer call types. 

 

There are many examples of pooling in different stages of the hSC. Consider, for example, 

procurement. At the hospital level, different specialties and departments may share the same 

procurement center for pharmaceuticals, supplies, and devices. Moreover, a growing number of 

hospitals engage in pooled procurement, routing their spending through intermediaries like group 

purchasing organizations. These intermediaries consolidate the purchase quantities of multiple 

hospitals to leverage larger purchasing volume, thus obtaining better prices than individual 

hospitals that purchase directly from manufacturers. In the vaccine market, UNICEF’s Supply 

Division, the Pan American Health Organization, and the Gulf Cooperation Council Group 

Purchasing Program pool orders from low– and middle–income countries and procure products on 

their behalf (Bare 2015). Pooling is also used for production (e.g., the use of hospital labs, x–ray 

machines, magnetic resonance imaging machines, and operating rooms by different 

units/specialties), inventory (e.g., the use of the same warehouse by various departments of a 

hospital/s), and fulfillment (e.g., cross–provider use of a single, centralized appointment booking 

system). One emerging example of resource pooling is shared medical appointments, in which 

patients receive provider consultations in the presence of other patients with the same or a similar 

condition and which have been shown to improve outcomes and patient satisfaction while reducing 

waiting times and costs (Ramdas and Darzi 2017). Last, pooling is used in healthcare financing. A 

wide range of public and private agencies (such as national ministries of health, health insurance 

firms, and nongovernmental and community–based organizations) pool funding from various 

sources (such as taxes, insurance contributions, and external funding) to reimburse providers for 

individuals’ healthcare (World Health Organization 2019). 

 

As useful as pooling can be, it may not be an ideal strategy in certain situations. Studying 

operational performance within a hospital, Song et al. (2015) compare a pooled queuing system to 
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a dedicated queuing system. The authors find that a patient’s average wait time and length of stay 

are longer when physicians are assigned patients under a pooled queuing system with a fairness 

constraint compared with a dedicated queuing system with the same fairness constraint. The 

question of pooled versus focused service lines therefore deserves further analysis with a 

simultaneous consideration of clinical, operational, and financial dimensions. Other recent 

inquiries into the uses and limitations of pooling include studies by KC and Terwiesch (2011), 

Christensen et al. (2017), Jiang and Sodhi (2019), Kuntz et al. (2019), and Freeman et al. (2020). 

 

3.2.5 Incentive Mechanisms 

 

The essence of a strategic orientation in SCM is aligning the intra– and interfirm goals and 

capabilities with those of the SC. Incentive mechanisms are financial or nonfinancial measures 

that encourage individuals (e.g., regulators, payers, hospitals, physicians, and patients) to 

undertake particular actions necessary for such an alignment. Disincentives and penalties, which 

deter individuals from performing certain actions, can also serve as alignment mechanisms. 

 

In healthcare, to improve the distribution of human resources and match demand with supply, 

countries such as the United States and Canada have introduced incentive programs (student 

stipends and loan forgiveness, as well as compensation) to encourage physicians to train and work 

in underserved areas (i.e., rural or remote places) (Fedyanova 2018). Physicians can also be 

incentivized by nonfinancial means such as the use of internal transparency initiatives (e.g., letting 

colleagues see each other’s performance data motivates them to improve patient experience; Lee 

2015). 

 

In addition to altering physician behavior, incentive mechanisms are used to promote healthy 

behaviors in individuals and to emphasize prevention. For instance, many employers and insurance 

companies (such as UnitedHealthcare and Kaiser Permanente) offer their employees and members 

various fitness and wellness programs, including discounts for gym memberships and activity 

trackers, as well as weight management, nutrition counseling, and tobacco cessation services.
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At a higher level, incentive mechanisms can be used to encourage proper management actions. In 

traditional SCs, incentives are often used to induce information sharing to reduce or eliminate 

inefficiencies like the bullwhip effect. Similar approaches have been used in healthcare, where bed 

blocking, caused by a lack of available ward beds, is a common source of inefficiency and one of 

main drivers for overcrowding in emergency departments (Bretthauer et al. 2011). Nonemergency 

wards also often have bed blocking when elderly patients, although clinically ready to be 

discharged, continue to occupy hospital beds because community care and social care spaces are 

unavailable (Bottery et al. 2018). Bed blocking not only leads to resource misuse, but it can also 

prevent timely treatment. Incentivizing information sharing between upstream and downstream 

providers (e.g., between emergency departments and hospital wards and between hospitals and 

community care) can facilitate appropriate and advance planning that prevents or alleviates bed 

blocking. Another example of information sharing relates to hospital discharge summaries sent to 

patients’ primary care physicians. Because poor communication threatens patient safety and 

continuity of care (Boddy 2019), improving the timeliness and accuracy of discharge summaries 

can help ensure that primary care physicians have the information they need when they need it. 

This can prevent the duplication of effort (such as repeated tests) and enhance patient care and 

patient and physician experience. 

 

Reimbursement schemes are another example of incentive mechanisms that have been used to 

induce appropriate treatment behavior from providers. Pay–for–performance (P4P) is a payment 

model that encourages healthcare providers to meet certain performance measures through the use 

of financial (dis) incentives (Table 3). One notable example of P4P is the Hospital Readmissions 

Reduction Program (HRRP), which was implemented by the Centers for Medicare and Medicaid 

Services in 2002 to further the national goal of improving healthcare by linking payment to quality 

of care (Joynt et al. 2016). Under HRRP, hospitals with excess 30–day readmissions face payment 

penalties of up to 3%. The program has generated debate surrounding the extent to which it reduces 

readmissions: Zuckerman et al. (2016) find readmission trends consistent with hospitals 

responding to incentives, Zhang et al. (2016) show that HRRP’s benchmarking mechanism can 

lead to an increase in the number of non–incentivized hospitals (which opt to pay penalties rather 

than reducing readmissions), and Ody et al. (2019) argue that HRRP has had no effect on 

readmission reduction or that its effect has been overstated. Chen and Savva (2018) suggest that 
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the reduction in readmissions attributed to HRRP may be caused in part by higher observation bed 

use, whereas Wadhera et al. (2018) find HRRP to be associated with post discharge mortality 

among patients hospitalized for heart failure and pneumonia. Andritsos and Tang (2018) show that 

P4P (i.e., HRRP) is more effective than fee–for–service (FFS) or bundled payment in reducing 

readmissions when patients’ efforts are considered using a coproduction model. 

 

Another performance metric commonly targeted and investigated by regulators and researchers is 

patient wait times, which may result in diminished health outcomes when they are too long. 

Patients may also endure other, often overlooked, consequences such as wages forgone while 

waiting for treatment and decreased quality of life because of increased pain and suffering (Barua 

et al. 2018). In their study within a public healthcare system, Guo et al. (2019) examine the impact 

of the reimbursement policy on social welfare, the revisit rate, and wait times. They show that 

when the patient pool is large, a bundled payment scheme dominates an FFS scheme in terms of 

higher social welfare and a lower revisit rate, but the FFS scheme prevails in terms of a shorter 

wait time. However, in a less–congested system, the bundled payment scheme outperforms the 

FFS scheme in all three measures. In a different setting, one where regulators are interested in 

incentivizing both cost and wait time reduction, Savva et al. (2019) examine yardstick competition 

in the hospital industry. The authors present a scheme that modifies the transfer payment of the 

standard cost–based yardstick competition, and they show that if the regulator has prior knowledge 

of providers’ average wait times, the scheme can significantly improve system efficiency. 

 

These examples demonstrate how incentive mechanisms can be used to change individual and 

institutional behavior to improve patient outcomes and experience, as well as provider 

performance. However, well–intentioned incentive mechanisms sometimes result in perverse 

incentives and unintended consequences (as the debate on the effectiveness of HRRP 

demonstrates). Thus, stakeholders (such as policy makers) should take great care to preempt any 

ramifications for the hSC whenever they introduce new incentive mechanisms, as well as to 

evaluate, assess, and amend existing mechanisms. 
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3.3 Redesign of Healthcare Supply Chains Using New Care Models 

 

Numerous care models have recently been introduced in various national and regional healthcare 

systems. In this section, we discuss three notable trends that shift care from treatment to prevention, 

from hospitals and clinics to primary care and patients’ homes, and from broad treatment 

approaches to personalized/precision medicine. These trends build on all three dimensions of 

hSCM. They reinforce the customer focus as they attempt to maximize patients’ overall health and 

quality of life and enhance treatment outcomes. In combination with new health innovations such 

as digital health, AI, and blockchain (Table 3.4), these changes are reinventing care delivery 

through a systems approach by becoming key drivers of integrated care models, such as ACOs and 

value–based healthcare. Finally, through recently introduced reimbursement schemes (Table 3.3), 

these new trends aim to align the shifting goals and priorities of stakeholders.
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3.3.1 Shifting the Focus of Care from Treatment to Prevention 

 

Globally, one in three adults lives with more than one chronic condition (Hajat and Stein 2018), 

such as arthritis, diabetes, and mental illness. Chronic diseases deteriorate individuals’ health, 

reduce life expectancy, and degrade quality of life. Care for the chronically ill is also costly; in the 

United States, chronic disease accounts for nearly 75% of aggregate healthcare spending 

(Raghupathi and Raghupathi 2018). Prevention is gaining traction as an essential measure in 

tackling this burden. 

 

Bauer et al. (2014) describe the strategies employed by the Centers for Disease Control and 

Prevention (CDC) to reduce the preventable burden of chronic disease: (1) epidemiology and 

surveillance to monitor trends and inform programs; (2) environmental approaches that promote 

health and support healthy behaviors (e.g., zoning regulations that encourage walking and cycling); 

(3) health system interventions to improve the effective use of clinical and other preventive 

services (e.g., improvements in controlling high blood pressure); and (4) community resources 

linked to clinical services that sustain improved management of chronic conditions. 

 

Several remarks are in order concerning these strategies. First, in addition to facilitating 

epidemiology and public health surveillance, data emerging from new health information 

technologies can be combined with advanced analytical methodologies such as econometrics and 

machine learning algorithms to assess the effectiveness and efficiency of newly established care 

and prevention models (Moore et al. 2010, Perreault et al. 2010). 

 

Second, a vast array of organizations is naturally involved in the design and delivery of various 

laws, policies and environmental approaches, including governments, employers, the private and 

voluntary sectors, and the media, as well as health, community, and social care entities (Alderwick 

et al. 2015, Lovell and Bibby 2018). Supply chain thinking suggests that, to further the goal of 

reducing the occurrence of chronic disease, these entities need to engage in stronger collaboration 

(i.e., a systems approach) driven by the overarching goal of enhancing prevention (i.e., a strategic 

orientation). As such, process redesign may enable improvements in care delivery. For example,
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Thompson et al. (2018) introduce the notion of temporal displacement of care and show that the 

use of information technology and analytics can lead to value creation in the hSC (better clinical 

outcomes and lower cost) when early, preventive services displace later–stage, high–cost 

interventions for the chronically ill. 

 

Last, relating to CDC strategies (3) and (4), it has been argued that, because general practitioners 

have accumulated knowledge of and established rapport with individual patients and their families, 

general practice is in a unique position to play a proactive role in emphasizing prevention and 

improving population health (Thorlby 2013; see, for example, the Gesundes Kinzigtal model in 

Germany, Hildebrandt et al. 2010). This suggests that a shift from treatment to prevention may 

need to coincide with a shift from secondary care (e.g., hospitals and clinics) to primary care (e.g., 

general practices) and care at home, which we discuss in the following section. 

 

3.3.2 Shifting Care Closer to Patients’ Homes 

 

The second emerging trend in handling the prevalence of chronic disease is that the site of care is 

moving closer to patients’ homes. Aside from potential cost advantages, this shift may offer 

improvements in the quality of care and patient experience. One model that incorporates such 

change is the primary and acute care system (PACS), which was recently proposed by the NHS 

and which aims to move care out of the hospital through the formation of a single entity responsible 

for delivering the full range of primary, community, mental health, and hospital services. Built on 

principles of patient–centricity and integrated care, PACS is a noteworthy example of supply chain 

thinking in healthcare. In terms of how such integrated care models should be developed, Collins 

(2016) points to the importance of defining how the proposed model will be governed, the 

organizational form it will take, and how risks will be shared. 

 

The localization of care may also be aided by technologies such as telemedicine, wearable devices 

that facilitate remote monitoring, and online platforms that allow some types of care to take place 

in patients’ homes. Examples of organizations adopting such technologies include Onduo, a 

Verily–Sanofi joint venture providing diabetes patients with tools, coaching, and clinical support 

through a virtual care program; Roche’s mySugr, which enables patient centered digital diabetes
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management; and 111.inc, a Chinese platform that provides online consultations and e–

prescription services through a network of medical professionals, as well as online pharmacy 

services for retail and business customers. Online health communities (OHCs), such as 

PatientsLikeMe, bring together groups of patients, professionals, or a mixture of both using 

communication technologies like blogs, chats, and forums. Accessible primary care (e.g., general 

practitioners and pharmacists) and afterhours services (e.g., NHS 111, an online/telephone service 

for urgent medical problems), can serve as alternatives to hospitalization. Organizational processes 

can also enable self–care. An internationally recognized community care model, the Buurtzorg 

model of care, uses teams of nurses who are responsible for a few dozen patients in a particular 

area, promoting continuity of care. Nurses act as health coaches by training patients and their 

families in self-care and by emphasizing preventive health measures (Brindle 2017). 

 

In addition to a rising chronic disease burden, the growing and aging population poses a major 

challenge. Worldwide, the population aged 65 and over is increasing faster than any other age 

group (United Nations 2019). Typically, elderly patients have a number of interrelated chronic 

health and social issues. Although a shift to prevention and to providing care closer to home may 

make significant strides in addressing these issues, “medicines and care pathways have been 

designed based on evidence from large populations and, although clinicians do their best to tailor 

this to the needs of individuals, we still have a broad–spectrum approach to treatment” (Roche 

2018, p. 2). The clash between this broad–spectrum approach and complex patient conditions 

points to the necessity of considering patients’ unique characteristics and needs, which leads us to 

personalized medicine. 

 

3.3.3 Shifting from Broad Treatment to Personalized/Precision Medicine 

 

Personalized medicine is a broad term that refers to a departure from one–size–fits–all, population–

based strategies to tailored interventions centered on individuals. The narrower term precision 

medicine is typically used to refer to treatments targeted to the needs of individual patients on the 

basis of –omics (e.g., genomics, proteomics) data (Ayer and Chen 2018). Personalized medicine 

promises more successful outcomes through determining which treatments will be most effective 
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2 Mass customization has been used in various industries including auto manufacturing (customers can choose vehicle 

attributes such as the engine size and interior), apparel (products come in various patterns and colors), and the PC 

industry (the most well–known example being Dell, where customers can select the desired processor, storage, etc.). 

Minvielle et al. (2014) develop a framework for managing customization in healthcare. On a broad level, the key 

factors of the framework relate to categorizing patients, the technical and human factors in the service delivery (i.e., 

ensuring the necessary IT, developing provider service skills, and improving patient self–management) and 

assessment (i.e., whether the service met patients’ needs and was financially sustainable). 

 

for which patients by factoring in individual differences in genes, demographics, and lifestyle 

(Jameson and Longo 2015a, b), as well as through improved patient assessment, diagnosis, and 

prognosis (Hamburg and Collin 2010). Moreover, with the use of diagnostic technologies, 

personalized medicine can play a role in prevention by detecting ill health before symptoms 

appear, paving the way for preventive interventions that are similarly personalized. 

 

One SC strategy that may grow in importance for healthcare is mass customization,2 which 

combines flexibility (allowing firms to provide customers with individualized, custom–made 

products and services) with low unit costs achieved through mass production (Minvielle 2018). 

Mass customization will allow healthcare organizations to respond to both the growing number of 

chronically ill patients who require a sophisticated combination of long–term care and to patients 

who are becoming more vocal in expressing their demands, preferences, and expectations. Such a 

strategy would facilitate increased attention to patient centric care (that seeks to treat the patient 

rather than the disease) and the growing focus on improving the quality of care and patient 

experience. Mass customization can lead to quality improvement by enhancing outcomes and 

patient satisfaction (e.g., through tailoring clinical decision making to individuals’ needs). 

Furthermore, identification of the most appropriate treatment, in addition to personalized follow 

up and better patient adherence, can lead to cost savings from unnecessary treatments/actions. 

 

Another fundamental aspect of customized care, one which has also been facilitated by advances 

in technology, is categorizing patients. Healthcare organizations and researchers can now segment 

large patient populations into smaller groups based on characteristics such as genetic profile 

(Gandhi et al. 2013). Moreover, Volpp et al. (2018) note that defining behavioral phenotypes and 

expressed patterns of behaviors (from clinical data and everyday monitoring via wearable devices 

and social media footprints) can give providers a systematic approach to identify which patients
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 to target for which interventions. The authors suggest that such improved patient targeting can 

help the healthcare sector derive more value from currently available treatments instead of 

spending more to develop new medical technologies. For instance, behavioral, social, and 

environmental data can be used to determine approaches that facilitate better adherence to existing 

efficacious treatments. AI is another technology that is being used to successfully apply and 

advance personalized medicine, with the NHS being one case in point. The U.K. government has 

announced plans to allocate £250 million for a national AI laboratory, in addition to offering five 

million people a free personalized health report based on their DNA (Neville 2019). For more 

information on the application of AI, we refer readers to a recent Roche report outlining a long–

term framework of how advances in digital technologies, genomic profiling, and machine learning 

can revolutionize personalized healthcare from the patient journey to wider population health 

(Roche 2018); to Roden et al. (2008), who developed a deidentified DNA biobank linked to an 

electronic medical record system with the intent of discovering genotype–phenotype relationships 

that can enable personalized medicine; and to Yu et al. (2016), who use machine–learning methods 

to predict the prognosis of lung cancer patients, thereby advancing precision oncology. 

 

3.4 Research Opportunities and Concluding Remarks 

 

It is our hope that this paper provides readers with a better understanding and appreciation of the 

importance of hSCM, which we broadly define as the management of people, processes, 

information, and finances to deliver medical products and services to consumers. As described in 

Table 3.2, a number of factors, including information asymmetries, ambiguous and disparate 

valuations of healthcare, lack of accurate costing information, perverse incentives resulting from 

payment structures, and siloed services, make the adoption of hSCM an onerous task. Although 

healthcare systems can make strides in improving their operations through applying the various 

lessons learned over decades of SCM and supply chain thinking, hSCM will only yield significant 

value if tools, strategies, and approaches are tailored or created to address the challenges and 

opportunities unique to healthcare. 

 

Integration is key for healthcare moving forward, both within the healthcare sector and across 

social and community care and public health. These sectors impact one another; for example, the 
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healthcare sector faces delayed transfers of care because of inadequate community care, 

individuals with unmet social needs may end up relying more heavily on primary and secondary 

care, and all sectors exert gravitational pull on each other’s workforce. Models that address these 

issues through integration and collaboration should be a topic of interest for practitioners and 

researchers, who may ask questions like: What is smart integration? From a systems perspective, 

which providers should provide which services, and when? Consequently, how should their 

processes be aligned? How can information technologies (such as the flagging systems used in 

Toronto’s Mount Sinai Hospital, which allow primary care, home care, emergency, and inpatient 

care providers to effectively communicate geriatrics patients’ needs; Mount Sinai Hospital 2016) 

improve interprofessional, collaborative care for complex patients? Should providers be 

incentivized and rewarded for collaboration? If so, how should the risks and benefits be shared? 

At a higher level, how should primary, secondary, tertiary, community, and social care 

organizations be reorganized, individually and collectively? In addition to engaging with these 

questions, any potential healthcare model needs to incorporate the impact of behavioral aspects 

such as patient engagement and provider receptiveness of patient preferences on the clinical, 

operational, and financial dimensions of care. 

 

One key point we can take away from this overview of supply chain thinking in healthcare is that 

a better understanding of the value of preventive models closer to home is essential for healthcare 

delivery. More evidence quantifying the spillover and longitudinal effects of public health 

initiatives is needed to address the investment challenge for prevention discussed in Table 3.2. For 

insights into this new area of research, we refer the reader to Marshall et al. (2018) for a description 

of The Social and Economic Value of Health research program funded by the Health Foundation, 

which will examine the complex, multidirectional relationship between individual health and 

socioeconomic factors using innovative statistical methods and varied data sources (notably, 

genetic data). In addition, the cost impacts, workforce consequences, and the social impacts on 

patients and carers resulting from the reorganization of care delivery should be studied. Such 

redesign also raises other questions. How can we use online, reliable resources and telemedicine 

to enable easy access to care? How can we carefully integrate these resources with more traditional 

care delivery methods while avoiding unintended consequences? (For instance, Bavafa et al. 2018 

show that e–visits trigger more primary care office visits, which come at the expense of fewer new 
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patients accepted by physicians.) How can we design incentive mechanisms and payments (such 

as the Gesundes Kinzigtal model) that encourage early prevention rather than remaining passive 

until treatment is necessary? Such shifts in care require identifying susceptible patients early on;  

therefore, how can we use data and predictive modeling as an integral part of the design of care 

delivery models? 

 

The proliferation of EHRs, health technologies, and online healthcare platforms have generated 

large amounts of data. The surge in data availability, in conjunction with growing computer power, 

has allowed healthcare analytics tools, such as AI and machine learning, to play an expanding role 

in the advancement of healthcare. For example, machine learning is now used to inform diagnosis 

(Miotto et al. 2018), make predictions (Finlay 2018), develop prescriptive treatment algorithms 

(Jameson and Longo 2015a, Champagne et al. 2018), reduce readmissions (Liu et al. 2018, 

Queenan et al. 2019), and objectively evaluate physicians (Foster et al. 2018) (see Guha and Kumar 

2018 for an overview of how big data analytics has been applied in the healthcare domain and for 

a roadmap of future research). Moreover, health information exchanges, facilitated by technologies 

like blockchain (Babich and Hilary 2020), may lead to more efficient hSCs by minimizing 

transaction costs and wastes (e.g., fraud, counterfeits). 

 

There are, however, concerns regarding the accuracy and security of data, as well as the feasibility, 

cost, interoperability, and operational complexity of new ITs. Complexity can also hinder the 

adoption of various trends in healthcare, such as personalized/ precision medicine. Moreover, as 

the availability of data and healthcare analytics capabilities both increase, hSC members (such as 

clinicians) are faced with an expansion in decision algorithms (e.g., treatment options) (Jameson 

and Longo 2015a), which amplifies the uncertainty challenge facing healthcare. To manage this 

complexity, stakeholders will need to establish best practices for gathering, interpreting, and 

utilizing data. Improving data interpretability, in particular, can facilitate the development of 

effective strategies for managing uncertainty. Therefore, we encourage researchers to consider 

questions such as: How can stakeholders make use of data to advance health; which 

methodologies, tools, and data should be applied, and to which contexts? Which stakeholders, and 

what actions, play a role in ensuring data protection? (For example, should patients own and 

control their own health data and records?) How can data be optimally integrated across systems 
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and stakeholders in the hSC and which processes need to be put in place to establish this? How 

can we best enable adoption of new technologies and approaches and overcome resistance to 

change? Accordingly, how can the value that new technologies create for hSCs be determined, 

measured, and shared? 

 

In this paper, we have taken a high–level view to discuss how supply chain thinking (Figure 3.1) 

provides an opportunity for healthcare to understand, evaluate, and improve its complicated and 

often inefficient ecosystem. A more focused view of hSCs may lead to opportunities to adapt or 

develop SC frameworks from other domains for the healthcare context. For example, frameworks 

such as the supply chain operations references (SCOR) model may be adapted to concentrate on 

the evaluation of particular hSCs, such as pharmaceutical SCs. Additionally, in Tables 3.3 and 3.4, 

we present many challenges and opportunities for payment mechanisms and healthcare 

technologies, respectively, and in an appendix, we offer a categorization of hSCs and a synopsis 

of research for each hSC subcategory. The challenges, opportunities, and references we provide 

may spur potential ideas for future research. 

 

The complexities and inefficiencies found in hSCs put hSCM in a leading position to improve the 

provision of healthcare. It is only when an improvement initiative concurrently satisfies the 

clinical, operational, and financial dimensions that we expect to see hSCM offer considerable 

value. Meeting this requirement may prove to be a rewarding (but by no means easy) feat, making 

hSCM a promising field for researchers, practitioners, and policy makers. We believe that the 

complexity in managing hSCs offers opportunities for important and impactful research avenues 

involving key SC strategies such as coordination and integration (e.g., new care models), mass 

customization (e.g., the rise in precision medicine), and incentives (e.g., emerging reimbursement 

schemes). 

 

“There is a change in the air,” Roy Lilley wrote in his popular healthcare blog nhsManagers.net 

on September 10, 2019. He offers a slightly cautious take on how SCM can be used in healthcare, 

emphasizing the extraordinarily complex and challenging environment of care delivery. We 

believe that the hSCM framework described in this paper can contribute to the future success of 

healthcare delivery. More importantly, new research in line with supply chain thinking will
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3 The occurrence of global SC disruptions and failures is not new. For example, the 2011 Tohoku earthquake and the 

tsunami that followed disrupted semiconductor, high–technology, and automotive SCs, in some cases leading to plant 

closures of up to six months. Geographical concentration of SCs made it challenging for many semiconductor 

companies to cope with the disruption (Schorpp et al. 2020). When Boeing launched the production of its 787 

Dreamliner in 2007, the company promised to do it in record time. However, Boeing’s issues in managing their SC 

led to a launch delayed by a number of years (Tang et al. 2009). In 1995, Apple faced high customer interest for its 

new Power Macs but could not satisfy demand because of limited inventory, which ultimately resulted in an order 

backlog reaching $1 billion at one point. As a result of deploying the incorrect SC strategy, Apple lost its market 

position (Digest SC 2006). Healthcare executives should therefore be aware of such deficiencies in SCM, which 

provide significant learning opportunities to curtail the potential of falling into similar pitfalls. 

advance healthcare management and expose research opportunities, which might not only help 

address inefficiencies we observe in healthcare delivery but also provide insights relevant to 

traditional SCs. 

 

3.5 Epilogue: COVID–19 Pandemic and Healthcare Supply Chains 

 

As we were wrapping up this paper, global SCs,3 including healthcare SCs, have been thrown into 

disarray and scrutiny by an infectious respiratory disease called COVID–19. The disease, which 

is believed to have started in Wuhan (China) in November 2019, has quickly spread to other parts 

of the world and was declared a pandemic by the World Health Organization on March 11, 2020. 

Countries around the world have responded to the disease with varying degrees of actions, ranging 

from social distancing to quarantines and lockdowns. As of April 25, more than 2.9 million cases 

have been reported across the world, with more than 202,500 resulting in death 

(https://www.worldometers.info/coronavirus/). 

 

There are still a lot of unknowns about the origin, progression, infectivity, and treatment of the 

disease, as well as what the next 12–18 months will bring. Vaccinations against the disease are 

currently under development, but none are yet approved, and it may take many months for a 

vaccine to be rolled out to market. 

 

Despite earlier epidemics, such as severe acute respiratory syndrome (SARS), Middle East 

respiratory syndrome (MERS), and H1N1 influenza, as well as various calls over the years 

regarding the possibility and the crippling impact of such a future pandemic, global hSCs were 



3.5 Epilogue: COVID-19 Pandemic and Healthcare Supply Chains            79 

 

 

caught underprepared by the COVID–19 pandemic. COVID–19 created a surge demand in medical 

SCs, increasing the need for infrastructure (e.g., hospital beds, intensive care unit (ICU) beds, and 

ventilators), workforce (e.g., doctors, nurses, and carers), and supplies (e.g., oxygen). National and 

regional health systems are competing for limited resources such as face masks, medications, 

personal protective equipment (PPE), medical equipment, and test kits. On the supply side, global 

SCs are experiencing difficulties in the production and distribution of such items, with delivery 

times growing longer (Bloomberg 2020). Despite some countries relaxing their restrictions, 

production facilities are not working at full capacity. Transportation disruptions complicate the 

delivery of products across regions and countries. Worse still, competition for logistics is 

exacerbated by many people now relying on online shopping because of movement restrictions. 

Shortages are further complicated by national and international regulations on PPE and test kits. 

For instance, many suppliers and buyers are waiting for national (such as FDA) and international 

(such as Conformité Européenne) certification for newly developed products so that they may be 

able to produce and distribute them. 

 

To create much needed capacity, governments and healthcare organizations have been learning 

from each other to develop and promote prevention strategies that flatten the curve, that is, reduce 

the speed of disease spread (Cyranoski 2020, Mattiuzzi and Lippi 2020) while researchers have 

sprung into action to develop models to support intervention decisions (Imperial College London 

2020, Kaplan 2020). In the United Kingdom, the NHS quickly reacted to the increase and 

anticipated increase in demand by undertaking multiple measures, such as canceling nonurgent 

surgeries and discharging all hospital in–patients who were medically fit to leave (NHS England 

and NHS Improvement 2020). The government called out to car manufacturers to produce at least 

20,000 ventilators. With ventilators, regular patient beds can be repurposed so that patients can 

receive respiratory support outside of ICUs (e.g., hospital wards or even nursing homes). In order 

to increase the capacity of medical staff and better control for the potential workforce reduction 

because of COVID–19 infections (especially given the lack of sufficient and quality PPE), recently 

retired professionals were called back to work, and some final year medical students have been 

allowed early registration so that they can join the hospital workforce. Strategies for the sourcing 

of PPE for health personnel warrants mention. A call by the Journal of the American Medical 

Association for ideas addressing the impending PPE shortage received more than 100,000 views 
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and generated more than 250 comments. Livingston et al. (2020) summarize the proposed 

strategies that include the reuse of PPE, importing PPE from international suppliers, reclaiming 

PPE from other industries, repurposing items into PPE, rationing the allocation via regional 

coordination, reducing patient contact through various measures, and canceling nonessential 

services that require PPE, among many others. 

 

Despite these reactive actions, there were also several missteps in the early phases of the pandemic. 

The number of infections and deaths in many countries could have been scaled down through 

appropriate interventions such as broad testing of symptomatic and asymptomatic populations, 

better contact tracing and isolation of susceptible patients, earlier social distancing and lockdown 

measures, protecting health professionals through access to PPE, increased coordination between 

healthcare delivery, public health, community care, and social care; and by coordinating and 

commencing planning and procurement activities much earlier. These steps would have shifted the 

focus from treatment to prevention and would have more effectively flattened the curve. In a sense, 

hSCs had a common ailment of traditional SCs, where managers are more successful in their 

reactive planning rather than their proactive planning. Careful planning reduces the need for dire 

reactive actions. For example, measures such as calling retired healthcare workers back to the 

workforce have been met with both praise and some criticism. With proper planning, the course 

of action would have been more effective if returning workers were ensured adequate PPE. The 

need for former workers could have been curtailed had there been proper and timely workforce 

planning. 

 

However, as is the case with any major disruption, COVID–19 has created opportunities for 

innovation in hSCs and has started to advance the adoption of new care models discussed in 

Section 3.3. Given the difficulty of controlling the disease without effective treatments and a 

vaccine, pharmaceutical and biotech companies have ramped up development efforts. Universities 

and research laboratories are using technologies, such as three–dimensional printing and AI, to 

help produce supplies and assist in triage and supply allocation decisions, while companies have 

used users’ location data to shed light on responses to policies. The pandemic is triggering and 

accelerating the implementation of telemedicine, which not only brings treatment and care closer 

to patients’ homes but also increases service efficiency by pooling remote resources. Moreover,
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1 This subchapter reflecting on the ideas in “Supply Chain Thinking in Healthcare: Lessons and Outlook” was written 

based on an interesting discussion with Professor Stefan Scholtes and Professor Tinglong Dai. I thank them for their 

suggestions and insights which are conveyed in this subchapter.   

 

telemedicine safeguards patients and medical staff from infection. In the United Kingdom, more 

than 80% of primary care patients are now being managed through digital care. Researchers have 

already started thinking about how AI can be used to measure “an individual’s clinical risk of 

suffering severe outcomes” to guide personalized care and resource allocation, if not for COVID–

19, for future pandemics (Evgeniou et al. 2020). 

 

The COVID–19 pandemic has reminded us of the importance of being adaptive in our approach 

in the application of supply chain thinking and provides many opportunities for the future of 

hSCM. As health systems around the world emerge from the pandemic, hSCs will need to consider 

the follow–on consequences such as the toll on mental health (in particular, that of frontline 

workers) and effects of cancellations to nonessential services. The COVID–19 crisis calls for the 

formulation of long–term contingency plans and supply chain thinking in hSCs. 

 

3.6  A Reflection 

 

Following the publication of the paper that Chapter 3 is based on, I continued to consider how SC 

thinking applies to healthcare, especially in light of recent developments such as the COVID-19 

pandemic. Sparked by a conversation with prominent HOM scholars1, I contemplated the value of 

hSCM, reflecting on questions such as 1) how is healthcare supply chain management different 

from healthcare management? 2) how can SCM and OM researchers contribute to making 

impactful changes to hSCs? And 3) How can improvement initiatives be successfully implemented 

and sustained in hSCs? This subchapter aims to shed light on these important questions.  

 

The popularity of “supply chains” and “supply chain management” skyrocketed during the 

COVID-19 pandemic as a result of the many crises that shook global SCs. More and more 

companies and individuals looked towards traditional SC concepts and solutions to address 

challenges faced in their businesses. While the increased awareness in SC thinking bolsters the 

interest in and the audience of our research, it also runs the risk of reinforcing the usual 

procurement– and logistic–focused definition of SCM.  Chapter 3 adopts a broader definition of
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2 SC thinking differs from systems thinking as systems thinking is only one aspect of SCM. Systems thinking comes 

into play in that SCM as a philosophy considers all the entities in a SC as one integrated system. SCM, however, is 

further characterized by a customer orientation, i.e., the activities of the SC are focused on creating value for the 

customer. SCM is also characterized by a strategic orientation, i.e., the goals and capabilities of all the entities in the 

SC should be aligned to the goals of the overall chain to create value, or “expand the pie”, and avoid wastes and 

inefficiencies in the chain (Mentzer et al. 2001). In other words, a strategic orientation helps to coordinate the SC. As 

previously discussed, healthcare SCM combines SC thinking with a simultaneous consideration of clinical, 

operational, and financial dimensions. 

 

hSCM as the management of people, processes, information, and finances to deliver medical 

products and services to consumers, with the aim of improving clinical outcomes and patient and 

provider experience, while controlling costs (Berwick et al. 2008, de Vries and Huijsman 2011). 

In doing so, the research extends SC thinking beyond a prevailing view centered around the 

procurement and logistics of healthcare supplies and services. While stepping outside of the 

traditional boundary of the discipline, the definition admittedly falls short of being precise and 

informative. This definition bares resemblance to a more general definition of “healthcare 

management” which is “the practice of providing leadership, management, and direction to 

organisations that provide healthcare services and to different units within those organisations and 

is centered on three main concepts: effectiveness, efficiency, and equity” (EHMA 2023).  

 

During our discussion, we converged towards a more informative view of hSCM. As echoed 

throughout the dissertation, healthcare is a complex system. Thus, SC thinking2 in healthcare is a 

way to decomplexify the healthcare system so that it can be managed. Consequently, a hSC is a 

subsystem of the broader, more complex, healthcare system and can be manageable if the 

following two characteristics hold: (a) it is sufficiently simple so that it can be optimized as a 

subsystem (in other words, a standalone SC), and (b) this optimization does not create spillovers 

to the remaining system.  

 

To illustrate the revised definition, the subsequent paragraphs discuss the drivers of complexity in 

healthcare and the various impetuses for change in healthcare systems. Pertaining to the first 

characteristic of the definition, the role of modelling research in optimizing hSCs is discussed. 

Relating to the second characteristic, the importance of empirical analysis in evaluating spillovers
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is also considered. Finally, the subchapter discusses how hSCM can be used to create impactful as 

well as sustainable improvements in hSCs. 

 

What makes healthcare so complex?  

 

Healthcare is an inherently complex system. “No other industry or sector has the equivalent range 

and breadth—such intricate funding models, the multiple moving parts, the complicated clients 

with diverse needs, and so many options and interventions for any one person’s needs. The various 

combinations of care, activities, events, interactions, and outcomes are, for all intents and purposes, 

infinite” (Braithwaite 2018). Chapter 1 of the dissertation discusses some of the issues that 

contribute to the difficulty of managing healthcare systems. Readers are referred to Section 1.1 for 

an overview. However, several factors are reiterated and further introduced as drivers of 

complexity in the healthcare system.  

 

The healthcare system is comprised of many components such as staff, patients, finances, 

information, goods, and services, etc. Due to the large number of these elements and a degree of 

unpredictability of their interactions, the behavior of the healthcare system is hard to predict and 

therefore difficult to manage (Braithwaite 2018). There is a wide range of stakeholders across the 

different hSCs (Table 3.1), each with their own attributes, goals, constraints, and risks, which play 

a unique but interrelated role. 

 

Stakeholder actions are guided by different incentives. “Health professionals, for example, focus 

on payment for services and autonomy. Care facilities seek high-margin services and low supply 

costs. Suppliers focus on intellectual property protection and volume. Meanwhile, consumers seek 

accessible services and low out-of-pocket costs. Payers pursue the right to select risk and limit 

cost. Purchasers want more value at the lowest cost” (Grossmann et al. 2011). Even between the 

same type of stakeholder, incentives can be vastly different due to various considerations. For 

instance, “Medicare, whose relationships with its enrollees sometimes last decades, may see far 

more value in an innovation with a long-term cost impact, such as an obesity reduction treatment 

or an expensive diagnostic test, than would a commercial insurer, which typically sees an annual 

20% turnover” (Herzlinger 2006), influencing their willingness to pay for healthcare interventions. 
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Misaligned incentives can give rise to various inefficiencies and wastes in the SC (refer to Section 

3.2.5), and cause stakeholder to take part in a zero-sum game (Porter and Teisberg 2006), stifling 

value creation.  

 

Stakeholders also compete for limited resources and resources may be shared/pooled between 

different individuals, units, or organizations. This adds to the complexity as it can lead to issues 

such as gaming, strategic behavior, and ineffective and/or inefficient redeployment of existing 

resources. Aside from differing incentives and agendas, stakeholders also differ in their power and 

ability to influence decisions and public policy and opinion (Herzlinger 2006). Not surprisingly, 

there are trust issues across stakeholders (e.g., even though patients trust their own physicians, 

they distrust the “system” (Norris 2007)).  

 

Moreover, stakeholders are guided and constrained by different boundaries such as the rules, 

procedures, and policies set forth by their organizations, regulators, and local context. This may 

explain why the replication of improvement initiatives sometimes fail when repeated across 

seemingly comparable entities. In such cases, although the inputs (e.g., staff, equipment, etc.) are 

the same or similar between systems, the systems may respond in very different ways (Braithwaite 

2018).  

 

As discussed extensively in Section 3.B.3, the funding and reimbursement of healthcare goods and 

services also adds a substantial layer of complexity. Questions such as the following make the 

management of SCs taxing: Who will pay for a healthcare product’s research and development? 

Who will pay for its use and how much will be paid? (Herzlinger 2006), What incentives and 

disincentives do the various payment mechanisms carry for stakeholders (refer to Table 3.3)? Does 

the reimbursement reflect the true value of the service provided?  

 

Lastly, the healthcare system is adaptive in that its behavior changes over time. That is, the system 

cannot be completely understood by knowing its individual components (Braithwaite 2018). For 

instance, with the advancement of technology, the management of healthcare systems must be 

forward looking. Consider, for example, the rollout of the polio vaccine which completely
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3 An interesting example relates to the “risk of abundant quality”. This refers to “a situation in which changes 

conceived as important and beneficial by all stakeholders are implemented but result in unexpected new hazards, 

including increased direct and indirect costs, new errors and adverse events, and lost opportunities elsewhere” 

(Grossmann et al. 2011). As described by (Grossmann et al. 2011), in order to comply with Joint Commission Core 

Measures, acute care facilities offer pneumococcal vaccinations for hospital inpatients resulting in an increase in 

redundant vaccinations. While the evidence regarding the safety of multiple vaccinations remains inconclusive 

(Grossmann et al. 2011), Shih et al. 2002 report on increased adverse events. Moreover, such processes are better 

suited for and more appropriately measured in primary care settings (Grossmann et al. 2011). For further examples of 

initiatives that have struggled to live up to their promise, readers are referred to the discussion on HRRP in Section 

3.2.5 and the criticisms of various payment methods in healthcare in Table 3.3. 

 

eliminated entire healthcare subsystems involved in the provision of drugs, devices, and health 

services to treat the disease (Herzlinger 2006). 

 

Attempting to manage this complex system 

 

It can be argued that the goal of managing healthcare systems is to ensure the quality of care. The 

US Institute of Medicine has long defined quality based on six domains: safety, effectiveness, 

timeliness, efficiency, equity, and patient-centeredness (Institute of Medicine 2001). Since then, 

others have also considered the experience of care (including patient and provider experience) as 

a dimension to healthcare quality (Department of Health 2008). Healthcare managers, practitioners 

and researchers alike are thus concerned with ensuring quality healthcare by focusing on issues 

such as controlling costs and the underuse, overuse, and misuse of care, avoiding waste, delay, and 

duplication (Alderwick et al. 2017), and reducing unwarranted variations in care, to name a few. 

As discussed in Section 1.1, an increasing and aging population, rising burden of chronic disease, 

ever-increasing healthcare expenditure and growing demand for patient engagement has 

accentuated the importance of healthcare quality but has also made healthcare management that 

much more difficult.  

 

There have been countless attempts, both successful and unsuccessful, to deliver quality 

improvements. These include restructuring, reengineering, and redesign efforts (Grossmann et al. 

2011) of healthcare processes that have resulted in new clinical practices, new care models, and 

new payment mechanisms. As the preceding subchapters demonstrate, sometimes initiatives to 

improve healthcare quality fail to deliver the desired outcomes, create perverse incentives3 for
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stakeholders, invoke unintended consequences, and stress or introduce negative externalities to the 

remaining system. Recall that hSCM is a way to decomplexify the healthcare system so that it can 

be managed, and that a hSC is defined as as a subsystem of the broader, more complex, healthcare 

system that (a) is sufficiently simple so that it can be optimized as a subsystem, and (b) this 

optimization does not create spillovers to the remaining system. Thus, considered through a hSCM 

perspective, unsuccessful initiatives fail to satisfy both characteristics of our revised hSCM 

definition. This naturally leads to the question of how hSCM can be used to design, evaluate, 

implement, and sustain successful initiatives that improve the quality of healthcare.  

 

The role of modelling research in hSCM 

 

Modelling research in hSCM can help identify improvement opportunities in hSCs and 

conceptualize and design interventions (e.g., new care models, pathways, payment schemes, etc.). 

To do so, modelers must first determine the targeted scope, or in other words, the boundaries of 

the hSC.  In accordance with our revised definition of hSCM, modelers must identify a subsystem 

that is sufficiently simple so that in can be “locally optimized”. Several points merit further 

discussion. 

 

Firstly, to determine the targeted hSC, modelers need to consider all of the relevant stakeholders 

that will be impacted by the intervention and their incentives. When the success of an intervention 

hinges on the actions of different stakeholders, ensuring their buy-in is critical. Failing to 

incorporate all interested parties into the hSC can be the determining factor in whether an 

intervention will produce the desired outcomes. Herzlinger (2006) offers an example of this in 

discussing a medical device company whose product innovation ultimately failed, in part, due to 

this. “The company’s product, an instrument for performing noninvasive surgery to correct acid 

reflux disease, simplified an expensive and complicated operation, enabling gastroenterologists to 

perform a procedure usually reserved for surgeons. The device would have allowed surgeons to 

increase the number of acid reflux procedures they performed” (Herzlinger 2006). While the 

product, and subsequently, the care delivery affected both surgeons and gastroenterologists, the 

company targeted training towards only the gastroenterologists and failed to secure buy-in from 

surgeons, ultimately resulting in a “turf war”. Herzlinger (2006) counters this example with
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4 Related to the discussion on information sharing in Section 3.2.5, UPHS also introduced an electronic board that 

tracks the status of inpatients and shares this information in real-time to all care members. “Giving the critical 

information to staff members allows them to focus on being doctors, nurses, social workers, or transporters rather than 

wasting time tracking down information that is already available. This initiative created the equivalent of 17 new beds, 

avoiding $34 million in construction costs and improving the patient, family, and physician experience” (Grossmann 

et al. 2011). 

 
 

Medtronic, who effectively rolled out implantable heart defibrillators. Part of the company’s 

success can be attributed to the fact that “it worked directly with the surgeons who would be 

implanting them so that the company could identify problems and set procedures” (Herzlinger 

2006). 

 

Secondly, another critical aspect to determining the scope of the hSC is to identify all of the 

relevant processes to be targeted by an intervention. Grossmann et al. 2011, describe an effort 

undertaken by University of Pennsylvania Health System (UPHS) to increase outpatient capacity. 

Taking a systems view, UPHS conducted major analysis to understand capacity across all care 

processes including examination rooms, providers, and clerical staff.  This involved tracking the 

key steps in the patient journey from admission to discharge. Through this approach UPHS 

uncovered a 50% difference between provider capacity and actual capacity (for instance, “patient 

demand to see a doctor on a Tuesday or Wednesday significantly exceeded capacity, while there 

was excess room capacity on Friday afternoons” (Grossmann et al. 2011)). This led to the 

introduction of incentives to encourage use of the room in off-peak times and the harmonization 

of capacity across clerical staff capacity, exam room availability and physicians4. In characterizing 

the hSC, missing out elements of the processes involved, such as the exam room capacity, may 

have resulted in key bottlenecks being overlooked and the design of solutions that do not address 

the core capacity problems.  

 

The main implication demonstrated by the above-discussed examples is that modelers need to 

carefully consider and understand the hSC before delving into optimization and the design of 

interventions. To do this, modelers should work closely with practitioners to inform their research 

and, to some extent, take an “ethnographic research approach” to familiarize themselves with the 

system. A good example of this approach is provided by the dementia “Golden Ticket” project
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carried out by the NHS High Weald Lewes Havens Clinical Commissioning Group. The project’s 

aim was to redesign the dementia care pathway, characterized by fragmented access to 

information, support and care. Before the design of the new care model began, or before the project 

groups were even formed, the initiative started with a thorough assessment of the current system. 

“Over the course of six months, a core project team – working closely with partners across the 

health and social care system, including people with dementia and their carers – built up a detailed 

picture of how care was being delivered and what needed to happen to improve people’s care 

experience and quality of life. After securing buy-in from senior leaders in local primary care, 

community care, acute care, social care and voluntary sector organizations, a series of project 

groups, involving clinicians and people with dementia and their carers, was set up to design and 

develop the core aspects of a new care model” (Alderwick et al. 2017). This led to the development 

of a “Golden Ticket” issued to a dementia patient that provides them with a coordinated care 

package in their community. The new care model resulted in positive outcomes such as a reduction 

in GP consultations, acute care attendances and admissions as well as an improvement on the 

quality of life and wellbeing of people with dementia and their carers (Alderwick et al. 2017).  

 

The role of empirical research in hSCM 

 

Although modelling research can optimize a hSC (or equivalently, a subsystem), interventions 

may carry consequences to the remaining system. The “externalities” or “spillovers” introduced 

as a consequence can be both positive and negative. Positive spillovers tend to occur due to 

knowledge spillovers, i.e., where agents “learn” as a result of the intervention or because there are 

commonalities in production shared between targeted and non-targeted units (e.g., patients, tasks, 

etc.) (Francetic et al. 2022, Britteon et al. 2023). For instance, consider the UK Quality and 

Outcome Framework (QOF), a pay-for-performance scheme that incentivizes the recording of 

certain risk factors for targeted patients (i.e., patients with specific diagnosis codes). As reported 

by Francetic et al. (2022), “Untargeted patients (those without the specific diagnosis codes 

targeted) were found to have experienced positive spillover effects as general practitioners also 

increased their recording of specified risk factors for patients not targeted by the policy”. The 

authors also point to various programs (such as a body mass reduction program and a colorectal
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5 Other mechanisms of (positive and negative) spillovers include effort diversion, gaming, word-of-mouth, 

improvement in skills and capabilities, among others. Readers are referred to Francetic et al. (2022) for a more 

comprehensive discussion of mechanisms.   

cancer screening program) which “spilled onto” non-targeted individuals through peer and 

network effects. Negative spillovers occur as a result of the redeployment of existing resources 

(i.e., the reallocation of resources towards targeted areas by drawing resources away from 

untargeted areas) or the use of resources which could have been put to better use elsewhere in the 

system5 (Francetic et al. 2022).  

 

Britteon et al. (2023) discuss the Best Practice Tariff (BPT) scheme, another UK pay-for-

performance scheme that incentives hospitals to treat certain elective procedures as day cases. Day 

cases (in which patients are admitted and discharged on the same calendar day) are typically 

cheaper than overnight admission, can free up capacity, and have quality advantages (such as 

higher patient satisfaction and less risk of hospital acquired infection) (Britteon et al. 2023). Using 

an interrupted time series model and patient-level data from Hospital Episode Statistics, the 

authors evaluate whether BPT incentives had positive and negative spillovers on non-targeted 

patients. An example of a negative spillover would include the delayed treatment of non-targeted 

patients to ensure targeted patients were treated first so that they may recover and be discharged 

on the same day. Conversely, a positive spillover would refer to improvements in the care of non-

targeted patients due to increased investments in shared resources (such as hiring additional staff) 

or learning effects (such as physicians changing their treatment style in moving away from 

overnight admissions). Two major findings of the research include that 1) “positive spillover 

effects of the scheme were almost exclusively concentrated on patients undergoing a non-targeted 

procedure in an incentivized specialty, where patients were more likely to have shared 

commonalities in production and to have been treated by a physician that also treated a targeted 

patient”, and 2) “the lack of any initial negative short-term spillover effect supports previous 

observations that hospitals made real improvements to their daycase capacity instead of 

reallocating effort and resources away from other patients” (Britteon et al. 2023).  

 

Although modelers and designers of healthcare interventions should consider any possible 

spillovers, empirical research such as that detailed in the papers described above is critical in 
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assessing the overall effectiveness of an improvement initiative. Failure to do so can under or 

overestimate the true impact of an intervention (Francetic et al. 2022). “In particular, studies using 

non-targeted areas of care as a control group to estimate the targeted effect of a scheme may be 

downwardly or upwardly biased if the non-targeted area of care was positively or negatively 

affected by the reform” (Rubin, 1990). “Determining the sign and magnitude of spillover effects 

has important implications for the optimal design of an incentive scheme” (Britteon et al. 2023). 

In evaluating interventions, research should thus consider how to maximize positive spillovers and 

avoid negative spillovers. Importantly, null results, can reassure modelers that the optimization did 

not create spillovers to the remaining system, satisfying the second characteristic of our hSC 

definition. Equivalently, one may ask: “can the hSC be pulled out of the remaining system and be 

offered as a stand-alone service without having any effect on the broader system?” If the answer 

is “no”, the subsystem is not correctly determined so that it can be optimized and manageable.  

 

How can improvement initiatives be successfully implemented and sustained in hSCs? 

 

Thus far, the subchapter has considered how hSCM can be used as a way to design and evaluate 

interventions that improve healthcare quality, but what determines whether such initiatives are 

sustained in hSCs? The final section of the reflection sheds light on this question.  

 

It is important to recognize that the success and sustainability of an intervention greatly depends 

on the efforts and actions of stakeholders. Although an initiative may look “great on paper”, its 

implementation and resulting outcomes can be far from what is expected. Complex systems are 

made up of many interacting agents with “discretion to repel, ignore, modify, or selectively adopt 

top-down mandates” (Braithwaite 2018).  A core principle in quality improvement is that the 

stakeholders (e.g., frontline care providers) closest to the root problems are often in the best 

position to find solutions (Jabbal 2017). Since policy mandated change rarely delivers the same 

effect as clinically driven change, enabling clinicians to be involved in the decisions that affect 

their work can be critical for the acceptance of change (Braithwaite 2018). This may prove difficult 

and requires a change in mindset since according to one survey of healthcare professionals “over 

80% of respondents believe doctors have little ability to change the system” (Braithwaite 2018). 
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Moreover, the importance of slack resources should not be underestimated. As mentioned 

previously, clinician time is a valuable but scarce resource. Without finding ways to free up staff 

time so that time and effort can be devoted to a change initiative, clinicians are unlikely to  change 

their practices (Alderwick et al. 2017). Furthermore, “systems reject change when more policies 

and procedures are issued on top of a multiplicity of exciting policies and procedures” (Braithwaite 

2018). This suggests that interventions should be relatively easy to execute, and the value of the 

intervention should be clearly communicated to all concerned stakeholders. For instance, clinicians 

may change due to intrinsic motivation to improve the quality of care for their patients and be less 

concerned with interventions focused on cutting costs (Alderwick et al. 2017).  

 

Another key facet of an initiative’s sustainability is measurement to ensure that the intervention 

continues to deliver the desired outcomes. In the words of Peter Drucker, “what gets measured, 

gets done”.  Firstly, related to the argument on slack resources, if measurements to track and assess 

the impact of the intervention are cumbersome to collect and analyze, this may jeopardize data 

availability. In addition, it is important to consider the types of measures collected. It is critical to 

capture both process data and outcome data. For instance, although it is valuable to track whether 

a provider has followed a treatment process, it is also important to capture whether this has resulted 

in an improvement in patients’ health (Herzlinger 2006). Seondly, it is imperative that outcome 

data is not only captured but clearly associated to the intervention, over the long run. The reason 

for this is that stakeholders such as insurers “tend to analyze their costs in silos, they often don’t 

see the link between a reduction in hospital labor costs and the new technology responsible for it; 

they see only the new costs associated with the technology” (Herzlinger 2006). To ensure 

continued support from stakeholders, an intervention’s value should be continuously 

demonstrated. Lastly, as discussed in the previous subchapters, measurement systems such as 

performance targets (wait time targets, targeted readmission rates, etc.) can create unanticipated 

behavior. Thus, it is paramount to consider possible perverse incentives introduced with the rollout 

of new performance indicators. 
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In a nutshell… 

 

As stated by Grossmann et al. (2011), “If care delivery systems are to be redefined to meet 

prospective healthcare demands for improved clinical and financial outcomes, there must be a 

dramatic change in healthcare culture from siloed to systems thinking”. Chapter 3 takes this line of 

thought a step further and argues that the complexity of the healthcare ecosystem requires the 

adoption of supply chain thinking, characterized by a customer focus, systems approach, and a 

strategic orientation (Mentzer et al. 2001). As a framework, healthcare SCM combines SC 

thinking with a clinical dimension (i.e., any action or change within a healthcare system should be 

motivated and guided by the needs and requirements of patients), operational dimension 

(comprises the technologies and care models that enable operationalization of the transformation) 

and financial dimension (ensures the cost–effectiveness of the improvement and requires creation 

and placement of appropriate incentives). hSCM should be considered as a tool to decomplexify 

the healthcare system so that it can be managed. Specifically, a hSC (i.e., a subsystem of the wider 

healthcare system) can be manageable if (a) it is sufficiently simple so that it can be optimized as 

a subsystem (in other words, a standalone SC), and (b) this optimization does not create spillovers 

to the remaining system. Modelling research can locally optimize a hSC and devise interventions 

to improve healthcare quality. This necessitates a careful consideration of the boundaries of the 

hSC so that it is sufficiently simple to be optimized. Robust empirical research can gauge whether 

the optimization created spillovers to the remaining system. If not, the boundaries of the hSC have 

been correctly set. The existence of spillovers suggest that the boundaries of hSC are farther-

reaching than those initially determined. Several factors are important in ensuring the successful 

implementation and sustainability of an intervention in hSCs. These include the engagement and 

buy-in of the relevant stakeholders, and the careful and continuous measurement of the 

intervention’s performance.  
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Supplementary Material 

 
This addendum contains two sections. The first, “Categorization of healthcare supply chains", 

captures and categorizes the wide array of hSC stakeholders and provides a synopsis of research 

for these subcategories from four prominent operations management journals. The second, 

“Challenges in healthcare delivery", discusses the main clinical and public health, operational and 

financial challenges in healthcare systems. 

 

3.A A Categorization of Healthcare Supply Chains 

 

We divide healthcare supply chains (hSCs) into four categories: health services supply chains 

(SCs), pharmaceutical SCs, special health services SCs, and health humanitarian SCs (Table 

3.A.1). Healthcare service SCs are further divided into subcategories focusing on the flow of 

patients, providers, finances, and supplies and equipment. Care is provided by physicians in 

medical SCs and by non–physicians in community and social care SCs. Similarly, pharmaceutical 

SCs are split into upstream SCs involved in drug discovery and development, and downstream 

SCs responsible for the manufacture and distribution of approved pharmaceuticals. Finally, special 

health services SCs are split into blood, organ transplantation, and vaccine SCs. 

 

Note that we do not have a separate category for support services, but it is a critical element of all 

hSCs. A major component of support services, from a SCM perspective, is health technology. We 

refer the reader to several papers examining the role and impact of IT and information exchange 

on healthcare; Angst et al. (2011), Atasoy et al. (2018), Ayer et al. (2019b), Hydari et al. (2019), 

Lahiri and Seidmann (2012), Oh et al. (2018), Sharma et al. (2019). 

 

We refer the reader to Betcheva et al. (2019) for details on main challenges, risks, and research for 

these subcategories; Kim and Kwon (2015) for a review of the hSC literature in the US based on 

research published in 2004–2015 with a focus on comparative studies between commercial and 

healthcare supply chains, and the major tools and barriers in adopting hSCM; de Vries and
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Huijsman (2011) for a review of studies examining hSC integration with regard to information 

flows, planning processes, intra– and inter–organizational processes, market approach, and market 

development; Cho and Zhao (2018) for an analysis of hSCs with a focus on pharmaceutical SCs, 

and Pierskalla (2005) for a review of blood SCs. We build on previous literature by capturing and 

categorizing the wide array of hSC stakeholders. Additionally, we offer a framework to divide the 

overarching hSC into subcategories based on the flow of people, products, services, ancillaries, 

finances, and information. 

 

In this addendum, we provide a synopsis of research for these subcategories. We include ~170 

publications in the past decade (2009 onward) from four prominent operations management 

journals, namely, Manufacturing & Service Operations Management, Management Science, 

Operations Research, and Production and Operations Management. We acknowledge that our list 

is not exhaustive, as there exists a large body of healthcare operations management literature that 

lies outside the aforementioned journals and predates our sample range. Although some of the 

publications may fit into multiple categories/subcategories, for ease of presentation, we classify 

each paper under one category/subcategory. Our aim is to provide the reader with an idea of the 

recent trends in the operations management literature based on our hSC categorization. 

 

Table 3.A.1 hSC categories and subcategories. 
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Table 3.A.2 Health Services SCs: Medical SCs 

 

Table 3.A.3 Health Services SCs: Community and social care SCs 
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Table 3.A.4 Health Services SCs: Workforce SCs 

 

 

Table 3.A.5 Health Services SCs: Reimbursement SCs 
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Table 3.A.6 Health Services SCs: Supplies and equipment SCs 

 

Table 3.A.7 Pharmaceutical SCs: Innovation and R&D SCs 

 

Table 3.A.8 Pharmaceutical SCs: Manufacturing and distribution SCs 

 

Table 3.A.9 Special health services SCs: Blood SCs 

 

Table 3.A.10 Special health services SCs: Organ transplantation SCs 
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Table 3.A.11 Special health services SCs: Vaccines SCs 

 

 

Table 3.A.12 Health humanitarian SCs 
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3.B Challenges in Healthcare Delivery 

 

Similar to traditional SCs, challenges such as variability, inflexibility, and waste (Cachon and 

Terwiesch 2009) are commonly observed in hSCs, making the management of these supply chains 

taxing. In addition, compared to SCs in other ecosystems, management of hSCs sometimes 

presents unique difficulties. In Section 3.B.1, we give an overview of the main clinical and public 

health challenges. Section 3.B.2 outlines key operational challenges in hSCs, and in Section 3.B.3, 

we discuss financial challenges and the ways in which payment structures can lead to inefficiencies 

in the healthcare system. A summary of the challenges, their implications and opportunities can 

be found on Table 3.2 of the main paper. 

 

3.B.1 Clinical and Public Health Challenges 

 

Different patient characteristics (e.g., health status, comorbidities, demographics, and 

preferences), conditions (e.g., injuries, illnesses, disabilities and diseases) and situations (e.g., 

disease progression and the availability of resources) entail different clinical challenges. Although 

the array of such clinical considerations is vast, there are a few overarching areas practitioners pay 

particular attention to. One top priority in healthcare delivery is patient safety, arising from 

medicine's fundamental guiding principle of “do no harm”. Effectiveness of care (assessed 

through various clinician–reported and patient–reported measures), efficiency, equitability, 

timeliness of care, and patient experience are also key concerns (Institute of Medicine (US) 

Committee on Quality of Health Care in America 2001). However, several difficulties including 

clinical uncertainty, medical errors, and the co–productive nature of healthcare threaten the 

delivery of these priorities. While we will broadly discuss some of these challenges in this section, 

we wish to emphasize the fact that more informed and detailed discussions are best left to 

healthcare experts and practitioners. 

 

One major difficulty is uncertainty, which is to some degree is inherent in most aspects of 

healthcare delivery. Uncertainty can complicate and introduce variation in clinical decision 
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making, which is already a complicated endeavor because patients have distinct journeys in which 

care plans may change at each encounter. As Eddy (1984) notes in his paper on healthcare 

uncertainty, “Whether a physician is defining a disease, making a diagnosis, selecting a procedure, 

observing outcomes, assessing probabilities, assigning preferences, or putting it all together, he is 

walking on very slippery terrain." With the intent of providing a unified, coherent concept of 

uncertainty in healthcare, Han et al. (2011) propose a three–dimensional taxonomy characterizing 

uncertainty by its fundamental sources, issues, and locus. The authors point to probability (a 

phenomenon's indeterminacy), ambiguity (the lack of credible, reliable, or adequate information 

regarding a phenomenon), and complexity (difficulty in comprehending a phenomenon) as sources 

of uncertainty. Uncertainty can cause scientific (disease–centered uncertainties regarding 

diagnosis, prognosis, treatment, etc.), practical (system–centered uncertainties concerning the 

structures and processes of care), and personal (patient–centered psycho–social and existential 

uncertainties) issues. Lastly, this taxonomy describes uncertainty by its locus (existing in the minds 

of patients, clinicians, both, or neither). Such efforts at understanding and classifying uncertainty 

are building the groundwork for effective uncertainty management strategies, which are very much 

needed given the ongoing challenge of operating in an uncertain environment. 

 

Medical errors, which are preventable acts encompassing preventive, diagnostic, and surgical care 

and treatment as well as device, equipment, and communication errors or failures, may result in 

unintended consequences (e.g., adverse effects) for the patient. They can occur as a result of 

actions not taken or as a result of the wrong actions taken (Rodziewicz and Hipskind 2019), and 

they pose a challenge for healthcare as they carry significant human, societal, and cost burdens. It 

is important to note that the incidence of medical errors can be mitigated by various operational 

strategies and safeguards, such as the standardization of procedures (Ramdas et al. 2018). 

 

Another clinical challenge stems from the co–productive nature of healthcare (Andritsos 2018). 

Achieving safe and effective care depends on the efforts of both providers and patients. For 

instance, poor patient adherence can compromise the treatment efforts of providers and jeopardize 

safety and health outcomes. Improving patient engagement and provider receptiveness of patient 

preferences, as well as, bolstering more effective communication between patients and providers, 

could create an opportunity to deliver better care.
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While the healthcare sector is focused on the treatment of disease in individuals, it simultaneously 

plays a central role in the domain of public health. Public health focuses on measures related to 

the prevention (reducing the incidence of ill health), protection (preventing the spread of 

communicable disease), and promotion (enabling people to lead healthier lifestyles) of health 

(Royal College of Nursing 2020). A closely related approach, population health, aims to improve 

health outcomes and reduce health inequalities across an entire population by addressing social, 

cultural, political, economic, commercial, and environmental determinants of health (Buck et al. 

2018, Lovell and Bibby 2018). An aging population, rising prevalence of chronic disease, and 

widening health inequalities (e.g., women living in the most–deprived 10% of areas of England 

are expected to live for nine fewer years than those from the least–deprived 10% and spend 

nineteen fewer years in good health (Buck et al. 2018)) highlight the need for effective joint 

functioning of healthcare delivery and public health. 

 

A healthy population has clear economic and societal benefits. However, the main challenge 

associated with public health is the trade–off between investment in upstream public health 

interventions associated with longer, healthier lives and spending for downstream short–term 

needs related to the treatment of disease (Marshall et al. 2018, Finch et al. 2018). Although many 

factors that contribute to non–communicable disease are behavioral and therefore preventable 

(e.g., smoking contributes to heart and lung disease), only a small fraction of health spending (3% 

in OECD countries) goes towards preventive services (Gmeinder et al. 2017). One likely 

explanation for this discrepancy stems from the fact that while healthcare interventions offer clear 

evidence of their efficacy, evidence of the impact of public health intervention is limited (Finch et 

al. 2018). 

 

The intrinsic complexity of population health poses further challenges in the design of effective 

systems and interventions. Population health is influenced by many health and socioeconomic 

factors, and there can also be a multidirectional and dynamic relationship between those factors. 

For example, a child in good health may have a higher education potential, which results in good 

employment; in turn, employment and financial resources are important for good health (Marshall 

et al. 2018). Moreover, the effects of public health initiatives may take many years to become 
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apparent, and interventions that affect one individual directly may have spillover effects on others, 

such as family members (Finch et al. 2018, Marshall et al. 2018). Studying the public health 

component of healthcare ecosystems would create an opportunity to deliver care at a lower cost 

and would lead to a better understanding and more accurate characterizations of the longer–term 

outcomes of care delivery. 

 

3.B.2 Operational Challenges 

 

Healthcare services are characterized by a patient–provider–payer triad (Figure 3.B.1). 

Consequentially, there are two major differences between a traditional SC and an hSC: an hSC 

involves delegated decision–making and third–party financing. These differences are leading to 

the first two of the five major operational challenges we describe in this section. 

 

 

Figure 3.B.1 The patient–provider–payer triad of healthcare. Information (i), finances ($), and 

healthcare services (  ) flow between entities.  

 

First, given the co–productive nature of healthcare, patients, as the consumer of healthcare 

services, should ideally be partners in designing their care processes. Yet, patients most often do 

not make consumption decisions themselves. Instead, they delegate these decisions to care 
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1 Healthcare is a credence good; in other words, it is “a type of good with qualities that cannot be observed by the 

consumer after purchase, making it difficult to assess its utility" (investopedia.com). Other examples of credence 

goods include expert services such as consulting and automobile repairs. 

 

providers (e.g., doctors and nurses), who provide them with healthcare and make the “purchasing 

decisions" for them as a third–party agent. Second, in a traditional SC, the consumer pays for a 

given good or service. The value of the product or service can therefore usually be easily defined 

and measured. However, in an hSC, patients rarely pay the full price themselves. Further 

complicating matters, the providers are similarly “insulated from the price of the product or 

service" (wikipedia.com/health economics). It is the payers (e.g., insurance providers, employers, 

and/or the government) who largely provide reimbursement for the products and services charged 

by providers. Yet, the payers act with limited information, that is, without the full knowledge of 

patients' needs and demands (as payers are not fully privy to patients' health status, leading to 

adverse selection or hidden information) or of the benefits of the services provided (as payers are 

not fully privy to providers' actions, leading to moral hazard or hidden action). 

 

The third challenge is partially caused by information asymmetries and further convoluted by the 

power imbalances in healthcare. Healthcare end consumers often have complicated needs and 

vulnerabilities. Yet because these patients' complex needs require expert services, patients are 

rarely in a position where they have complete information or the requisite knowledge to assess the 

quality of the service they receive1; this gives rise to additional information asymmetries in the 

triadic relationship. Furthermore, patients' vulnerabilities create a paternalistic care environment 

leading to potential power imbalances. Together, these matters make it difficult to meet consumers' 

needs and make it especially arduous to match demand with supply. 

 

Efficient and effective SCM necessitates a clear understanding of performance measures 

pertaining to costs, outcomes, and quality. In healthcare, it is challenging to quantify such 

performance measures, which leads us to our fourth operational challenge. Often, accurate patient–

level cost information is lacking due to inaccurate and often opaque cost allocations (Kaplan and 

Porter 2011).  

 

Moreover, healthcare end consumers find it difficult to assess the value or utility of the service 

they receive–partially due to information asymmetries (as discussed above), partially due to the
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2 A merit good is “a type of good which, when consumed, provides external benefits, although these may not be 

fully recognized" (economicsonline.co.uk). Education is another example of a merit good. 

 

fact that healthcare is a merit good2, and partially due to the fact that the health of a human being 

is at stake and healthcare can therefore be a sensitive subject. It is thus challenging to identify 

quality measures that are meaningful for physicians and patients alike. Simply put, physicians and 

patients may hold very different views regarding the degree to which a provided healthcare service 

led to a “good” result. 

 

Such ambiguous or disparate valuations of healthcare services jeopardize the consumer focus of 

hSCM. Since, according to the World Health Organization Constitution (1946), “the highest 

attainable standard of health” is a fundamental right of every human being (World Health 

Organization 2017), there are ethical concerns and thus constraints on the levers that an SC 

manager can use in the context of an hSC. For example, emergency departments cannot deny 

emergency service to any patient, independent of their insurance coverage status. In addition, since 

healthcare is a social good, its value extends beyond the return to shareholders, and evaluating the 

impact of healthcare on society as a whole further complicates the quantification of its value. 

 

Finally, effective SCM necessitates capability alignment and (end–to–end) goal optimization 

across all of the organizations in an SC. Yet one of the most prominent challenges in hSCs is the 

pervasiveness of fragmented care, which results in an unrealized value in care delivery. 

Fragmented hSCs are burdened with wastes such as duplicative and non–value adding functions 

and inefficiencies caused by supply–driven demand (Burns et al. 2002). Siloed care is costly, and 

it leads to sub–optimal patient safety and experience (Elhauge 2010, Jha et al. 2009, Stremikis et 

al. 2011). End–to–end goals are commonly achieved through information sharing and incentive 

and payment mechanisms. Yet within hSCs, “information on the value or cost added at each link 

is severely lacking…[making] meaningful knowledge sharing…impossible” (Burns et al. 2002). 

Despite the wide availability of healthcare IT systems, data integration in healthcare is limited and 

adoption of end–to–end applications is low. Therefore, fragmentation is a considerable 

impediment to SCM in healthcare systems.
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3.B.3 Financial Challenges 

 

The operational challenges discussed in Section 3.B.2 complicate the development of practical and 

effective payment mechanisms in healthcare. Table 3.3 in the main paper displays commonly used 

reimbursement methods and the main criticisms of each method. One very common method is fee–

for–service (FFS) reimbursement. Because providers are paid per service provided, FFS has been 

heavily criticized for incentivizing providers to overtreat, overconsult, overdiagnose and 

overprescribe– all leading to mismatches between true patient needs and generated demand. 

Christensen et al. (2017) suggest FFS schemes should only be employed in “solution shops,” where 

resources and processes are structured to diagnose and arrive at solutions for complicated and 

ambiguous medical problems. 

 

In contrast to retrospective FFS schemes, prospective bundled payments have been introduced to 

curtail overtreatment and wasted resources. Yet, bundled payment may lead to other types of 

market failures, namely the underuse of services and upcoding. To overcome these limitations, 

Christensen et al. (2017) recommend the use of outcome–based reimbursement schemes in 

situations where treatments are standardized and are carried out following a definitive diagnosis 

(e.g., cataract surgeries). Similarly, value–based (Porter 2009) reimbursements have been 

developed to improve clinical quality by focusing on outcomes as well as costs. Although in 

comparison to fixed rate payment methods like FFS, outcome– and value–based reimbursement 

schemes have the potential to facilitate more patient–centric healthcare, they are more difficult to 

implement. Outcomes and costs need to be clearly defined and agreed upon; subsequently, they 

need to be objectively and comprehensively measured and reported in a timely manner. (It is 

possible, however, that the burden of data collection and measurement may diminish over time 

with the advancement and adoption of health technologies such as wearable devices.) 

 

Payment methods can incentivize or disincentivize patients as well as providers. For instance, 

researchers have studied the effect of cost–sharing on patient actions, such as adherence to 

medication (Doshi et al. 2009, Maciejewski et al. 2010) and care utilization (Trivedi et al. 2010, 

Lambregts and van Vliet 2018). Upon analyzing and evaluating payment methods, several key 

considerations emerge. A critical line of inquiry should address whether payment methods carry
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the right incentives for care providers and patients. Moreover, policy makers and managers should 

ensure that payment methods are properly matched with suitable care models. Relevant 

stakeholders should also establish whether they have the means (e.g., data availability) to 

successfully implement new reimbursement schemes.
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This essay is based on the working paper: Betcheva, L., F. Erhun, and N. Oraiopoulos. 2022. Pharmaceutical–CRO 

Relationships: Are Strategic Partnerships the Way Forward? Reject and Resubmit at Management Science. Available 

at SSRN: https://ssrn.com/abstract=4095877 

 

1 Preferred providers are “carefully selected providers that have been thoroughly evaluated through due diligence” 

(Walker 2015). These relationships are mostly transactional. 

Chapter 4 

 

Pharmaceutical–CRO Relationships: Are 

Strategic Partnerships the Way Forward? 

 
4.1 Introduction 

 

Drug discovery and development is a lengthy and costly process which, on average, takes 10 to 15 

years and costs $2.6 billion (PhRMA 2016) per drug, with the majority of R&D costs resulting 

from clinical trials (DiMasi et al. 2016, Drakeman et al. 2022). The importance of launching new 

drugs to the market quickly, exacerbated by climbing R&D costs, has prompted pharma companies 

to strive to conduct clinical development in a more time– and cost–efficient manner. Initially 

providing spillover capacity for pharma, over the last few decades, contract research organizations 

(CROs) have grown into a multi–billion dollar industry and now execute the lion’s share of clinical 

trials (KPMG 2012). 

 

The relationship between pharma and CROs continues to evolve, with pharma companies 

increasingly shifting their relationship models from arm’s length transactions to preferred 

providers1 and multi–year strategic partnerships. Recently, there has been noticeable advocacy for 

partnerships in the pharma industry, with many industry participants showing an interest in 

establishing strategic partnerships with CROs (Nice Insight Preclinical and Clinical Contract 

Research Survey 2017) and holding the belief that partnerships can offer many advantages like 

accelerating timelines and improving efficiency (Eid 2020). Despite these discussions, it remains 

unclear when partnerships should be preferred over transactional interactions. According to a 

recent survey, 25% of outsourced projects are contracted to transactional service providers, 50% 

are conducted within preferred provider relationships, and the rest are managed through strategic
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partnerships (Nice Insight Preclinical and Clinical Contract Research Survey 2017, Challener et 

al. 2017). We investigate these strategic partnerships and transactional arrangements with two 

goals in mind: first, to develop a better understanding of the benefits of each relationship, and 

second, to examine how pharma managers’ choice of outsourcing relationship type can affect 

development timelines. 

 

In essence, in a strategic partnership, CROs are treated as partners working to achieve common 

goals rather than simply acting as service providers. A consensus is emerging on the 

operationalization of strategic partnerships. Industry reports (Schultz 2013, Hughes and Price 

2016, Challener et al. 2017) and the academic literature (Azoulay et al. 2010) characterize strategic 

partnerships through pharma companies’ commitment of future business to CROs. This lies in 

contrast to ad–hoc transactional arrangements for which CROs are hired on a project–by–project 

or function–by–function basis. In a nutshell, under a strategic partnership, a pharma company 

commits to a CRO for a longer horizon instead of engaging in one–off transactional interactions. 

 

Commitment can have substantial benefits. First, it implies visibility into the plans and the 

development pipeline of the pharma company. Ensuring that the CRO has a line of sight facilitates 

better capacity and resource management, marking a shift from responsive to proactive planning. 

“When CROs are given insight into the plans of their strategic partners, they are able to reduce 

start–up time, staff individual study teams with an optimal mix of expertise and experience, decide 

for when and where to increase staff, and plan for when and where to invest in new assets and 

capabilities” (Hughes and Price 2016). Thus, commitment grants CROs flexibility in allocating 

adequate and appropriate resources to the pharma company’s projects. 

 

Moreover, when CROs are allocated future work and are engaged with planning early on, they can 

make use of their geographical and regulatory knowledge to provide recommendations and help 

shape strategy for the trial planning and design (Prior 2015). An example is provided by the 

relationship between Covance and AstraZeneca (AZ). According to an AZ clinical professional, 

the partners engage in “capacity and demand meetings where AZ’s and Covance’s resourcing 

managers meet to discuss the AZ portfolio and clinical development plans to allow Covance to 

select partnership program managers and sites to best fit the requirements of future AZ studies on
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2 It is worth mentioning that CROs stand to benefit from commitment since it offers stability in CRO revenues: 

“predictability is everything. With transactional arrangements, there is a reliance on predictive models for business 

since you never know what’s coming” (Personal Communication 2020). 

3 The 2015 Vantage Partners survey showed that of those clinical trial sponsors that indicated that outsourced studies 

are faster [slower] than those conducted in-house, 67% [42%] reported a high degree of [limited] visibility to CROs. 

a long–term basis” (Nadarajah 2017). There may also be an element of feedback, learning and 

continuous development across trials, which to a certain extent is lost in transactional arrangements 

(Hughes and Price 2016). Lastly, committing to future plans can allow parties to have more time 

to plan and discuss how they will address circumstances that may inflate timelines and prepare 

management protocols in advance of trial launch dates.2 

 

These advantages of commitment offer the potential to decrease trial duration. In fact, an 

underlying rationale for strategic partnerships is to speed up development timelines. Since drugs 

are patented prior to the commencement of clinical trials, delays in development, and subsequently 

market launches, can be incredibly costly as they erode market exclusivity. For each day a trial is 

delayed, the cost to the pharma company can range between $600,000 and $8 million (Hargreaves 

2016). Delays can even result in a company losing its first–to–market position for a drug candidate 

(Mclaren 2021). Aside from these significant financial burdens, holdups in market launches mean 

that drugs are not reaching patients. It has been suggested that strategic partnerships can accelerate 

speed–to–market by months compared to transactional outsourcing (Schultz 2013)3. 

 

Common CRO services include drug protocol development, site and investigator selection, patient 

recruitment, data collection and management, monitoring, and biostatistical analysis (Haeussler 

and Rake 2017). Typically, the CRO assigns a team to the pharma company’s project, and team 

members works and correspond with scientists from the pharma company. The CRO team usually 

comprises project managers, clinical research associates, scientists, data managers, and clinical 

trial associates. A highly capable team with a “mix of academic excellence and strong industry 

experience, with veteran drug developers and professional managers” can work to achieve the best 

results for the project and ensure that the “goals of the program are met, to time and budget” 

(Evotec 2022). For instance, a team with expert knowledge in the therapeutic area for the program 

under study can assist the pharma company with the trial design, monitoring and data management 
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4 For pharma companies, CRO staff are of crucial importance as CROs assume the role of consulting firms, especially 

for late phase studies (See Mahan (2014) for a description of clinical trial phases). According to Christopher Gallen, 

CEO of SK Biopharmaceuticals, the key CRO attribute in successful trial execution is the specific team of people in 

charge of executing a sponsor’s trial. He states: “the reality is that CRO excellence does not vary as much at the 

company level as it does at the individual project team level” (Wright 2014). 

5 This “bait and switch” tactic is common and cannot be resolved by formal contracts as “buyers (or a court of law) 

could not distinguish voluntary turnover from opportunistic reassignment to another client” (Azoulay et al. 2010). 

6 Recent operations management (OM) experimental studies have shown that long-term relationships have potential 

benefits such as improving supply chain efficiency (Davis and Hyndman 2018) but may create incentives for 

opportunistic behavior (Hyndman and Honhon 2020). 

 

(Ledesma 2020)4. On the other hand, team underperformance and mistakes can be very costly for 

the pharma company. For example, since CRO trial managers are responsible for the recruitment 

of qualified clinical investigators and sites, the manager’s skills, and ability to make good 

recruitment decisions will influence whether a clinical trial will be completed on time (Credevo 

2021). It is thus not surprising that an experienced and talented staff has been listed as the most 

important factor in CRO selection (Economist Intelligence Unit 2012). 

 

Yet, the increased demand for new talent coupled with the changing technical and scientific 

requirements (due to the advancement of technologies and the growing level of complexity of 

therapeutics) has brought to light a pronounced talent scarcity challenge (Sykes 2021, Cini 2022). 

CROs are not exempt from this challenge and additionally struggle with staff retention problems 

(with turnover levels exceeding 20% in some years (Fassbender 2019)). As highly capable staff is 

a key asset but also a scarce resource for CROs, having the team with the right skill set (the so–

called “A” team) on the job becomes critical for pharma companies. Reminiscent of sourcing 

flexibility in the supply chain literature, transactional arrangements offer pharma companies the 

advantage of rehiring only those CROs that have demonstrated high–caliber capability. In contrast, 

commitment can pose a risk in which CROs may deploy less capable teams once they have been 

allocated future work by pharma companies.5 Thus, the problem of CRO “complacency” emerges 

when CROs attain “partner” status.6 Clearly, any pharma company’s considerations regarding the 

type of relationship to pursue with a CRO are nontrivial. 

 

To further understand the main tensions in pharma–CRO relationships, we conducted a number of 

informal interviews with pharma and CRO professionals. These interviews revealed several
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tradeoffs, which serve as the basis for our problem formulation. We set up a three–stage game 

between a pharma company and a CRO.  

 

With a parameter–rich model, we study how different parameters influence interactions and the 

benefits of strategic partnerships and transactional arrangements in different settings. In the first  

stage, the pharma company decides whether to commit to a strategic partnership or form a 

transactional arrangement with the CRO. Then, in the second stage, the CRO determines whether 

to deploy the “A” or the “B” team. Lastly, the pharma company decides on whether to maintain 

the relationship with the CRO. In the case of a strategic partnership, this implies continuation, 

while in the case of a transactional arrangement, it implies rehiring for the second project. We 

differentiate between pharma companies with high market potential projects (i.e., the company 

stands to lose a great deal from trial delays) and those with low market potential. We examine how 

transparency regarding the market potential of the pharma company’s projects influences CRO 

behavior and, ultimately, the duration of the trial. 

 

Prior work has documented a lack of clarity as to what constitutes a strategic partnership, and this 

often leads to gaps between what the partnership promises and what it actually delivers (Azoulay 

et al. 2010). Our analysis allows us to shed light on the when and how of strategic partnerships by 

characterizing the conditions under which a pharma company should pursue a strategic partnership 

with a CRO rather than engage in a transactional arrangement and detailing how the relationship 

will unfold. Our results demonstrate why transactional arrangements might fail to create value in 

a wide range of environments and when strategic partnerships can overcome those hurdles. 

However, we show that despite a strong industry interest in strategic partnerships, one size does 

not fit all. Although more environments are conducive to strategic partnerships than otherwise 

(especially for pharma companies with strong pipelines), well–defined projects may be promptly 

accomplished through one–off interactions. We delineate when this will be the case. 

 

In considering the direct and indirect benefits of strategic partnerships and the conditions under 

which they are realized, we also address the how of strategic partnerships: we offer suggestions 

for reevaluating current industry practices to enhance relationships. For instance, several industry 

reports and our discussions reveal that a considerable concern for CROs is the lack of transparency 
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regarding the pharma company’s pipeline potential. From the CRO’s perspective, this transparency 

is often seen as necessary for controlling its operations. Yet, our results show that while 

transparency makes a difference in some instances, strategic partnerships can effectively reduce 

trial duration even without transparency. Transparency only has value in certain environments in 

which the CRO’s actions differ depending on the pharma company’s pipeline potential. We show 

that these environments are determined by the pharma company’s ease of terminating the 

relationship and the contractual levers that control duration (such as penalties on delays incurred 

by the CRO). 

 
 

4.2 Literature Review 

 

Our research closely relates to the OM work in project management. On a broad level, this line of 

research explores incentives and contracting between an outsourcer and contractor(s) and 

examines how clients can use various levers to influence contractors’ efforts in reducing 

completion times. Bayiz and Corbett (2005) look at incentive contracts in parallel and serial tasks 

and derive the first–best, optimal fixed–price and linear incentive contracts and conclude that 

incentive contracts are always at least (weakly) superior to fixed–price contracts in reducing 

expected project duration. Chen et al. (2015) examine incentive contracts for serial projects that 

maximize a client’s expected profit and in which contractors determine their work rates taking into 

account the contract terms; they show that a nonlinear incentive payment contract dominates a 

fixed–price contract both in terms of profit and schedule. Kwon et al. (2010b) consider channel 

coordination across contracts in project supply chains by examining nonlinear contracts and 

demonstrate that time–based and cost–sharing contracts can coordinate the project, while Chen 

and Lee (2017) show that channel coordination can be achieved via a delivery schedule–based 

contract. Kwon et al. (2010a) study the impact of contracts with delayed payments on suppliers’ 

effort levels and find that there are cases where the project owner is better off offering a delayed 

payment regime relative to non–delayed payment. Vairaktarakis (2013) analyze manufacturers’ 

subcontracting strategies so as to minimize their overall completion time and study the competition 

across manufacturers for the use of third party (service provider) capacity. Rahmani et al. (2017) 

study how contracts can be used to reduce project duration in a multi–state and multi–period
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setting. Dawande et al. (2019) derive optimal contracts between a principal and multiple agents 

for parallel and sequential projects, and the simplicity of their contracts illustrates that complex 

contracts are not necessary for maximizing contracts. Our work also relates to Song et al. (2021), 

who study incentive issues and gaming in risk–sharing partnerships for collaborative projects. 

According to the authors, in partnerships, in contrast to subcontracting, “a partner may be 

responsible for other’s actions, because its interest is tied to the project.” 

 

We contribute to the project management literature in two ways. First, we extend the context to 

clinical development outsourcing and study project management in pharma–CRO relationships. 

Second, we evaluate the role of commitment and transparency in this setting to identify the types 

of environments that necessitate different outsourcing arrangements. We further provide insights 

on how best to govern each relationship type. In addition, we show that although the recent content 

in trade publications indicates a growing interest in partnerships, transactional arrangements 

continue to play a role in clinical trial outsourcing. 

 

Outsourcing relationships in clinical development have typically taken the form of time and 

materials (T&M) contracts or fixed–price contracts. T&M contracts do not provide financial 

incentives to decrease the cost or duration of trials. While fixed–price contracts do incentivize 

CROs to complete trials more efficiently, they lack the flexibility to account for emergent 

necessary changes to the study (Elvidge 2015); this feature points to the unsuitability of these 

contracts for long and complex projects such as clinical trials, which necessitate close interaction 

between the client and provider (Roels 2014). Performance–based contracting (PBC), widely 

employed in other service outsourcing industries such as information technology and maintenance, 

repair and operations to manage buyer–supplier relationships, also offers the potential to speed up 

development timelines. Although penalties for delays in reaching milestones have started to appear 

in contracts, PBC is not common in the field (Hatcher and Hughes 2016). By examining a simple 

PBC to govern pharma–CRO relationships, we embark on studying the effectiveness of PBC in 

the industry and assess whether such contracts can affect clinical trial duration. In doing so, our 

research also adds to the growing OM literature on PBC in healthcare (Zhang et al. 2016, Andritsos 

and Tang 2018, Adida and Bravo 2019, Jiang et al. 2012), which has previously focused on 

healthcare delivery.
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7 Consistent with practice, the pharma company plans to outsource only a subset of its portfolio to the CRO. We focus 

on this subset. The remainder of projects will either be kept in-house for strategic reasons and/or contracted out to 

other service providers with different sets of capabilities. 

Clinical trials constitute a topic of growing interest in the OM literature. Our study broadly relates 

to the line of research that aims to improve the efficiency of trials through clinical trial design. 

Several recent and relevant studies explore optimal patient recruitment to address delays to trial 

timelines (Kouvelis et al. 2017, Tian et al. 2022), utilization of surrogate outcomes to improve 

clinical trial design–making and speed up trials (Anderer et al. 2021), and flexible trial approval 

policies that account for trial duration and likelihood of completion (Bravo et al. 2022). Rather 

than focusing on trial design, we explore how clinical trial duration can be reduced through 

pharma–CRO relationships. Lastly, researchers have extensively studied R&D alliances between 

biotechnology and pharma companies (Savva and Scholtes 2014, Bhattacharya et al. 2015, Crama 

et al. 2017, Tian et al. 2021, Xiao and Xu 2012, Taneri and De Meyer 2017). However, to the best 

of our knowledge, the relationships between CROs and pharma have not yet been explored. These 

relationships are fundamentally different from biotech–pharma relationships, which take the form 

of “innovator/marketer” arrangements.  

 

4.3 Model 

 

A pharma company (P) has two projects7 𝑖 ∈ 1,2 that should be serially completed. It plans to 

outsource these projects to a CRO (C), and it can do so either by establishing a strategic partnership 

with the CRO and committing to the CRO for both projects ahead of time or through one–off 

transactional arrangements for each project. To examine when a strategic partnership is preferred 

over a transactional arrangement, we model the problem as a three–stage game between the pharma 

company and the CRO. In stage 1, the pharma company decides whether to commit to the CRO 

(i.e., strategic partnership) or not (i.e., transactional relationship). In stage 2, the CRO makes its 

team deployment decision. The pharma company then decides to maintain or terminate the 

relationship in stage 3. Below, we detail our model and assumptions. Instead of evaluating the 

optimal contracts, we take the pharma company’s perspective and explore the conditions under 

which it will pursue different relationships. A summary of all the parameters is provided in Table 

4.1.  
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Table 4.1 Summary of Parameters 

 

 

Pharmaceutical company’s portfolio strength: Pharma companies differ with respect to the 

strength of their portfolios. We differentiate between companies with portfolios composed of weak 

projects and those composed of strong ones. A pharma company with “strong” projects stands to 

earn large revenues and consequently to suffer large losses from trial delays. On the other hand, a 

company with “weak” projects expects lower earnings from its projects and losses resulting from 

delays are smaller in magnitude. We let 𝑚𝑗 represent the maximum revenue potential for the 

pharma company’s project, where 𝑗 ∈ 𝑊, 𝑆. Let 𝑊 stand for weak, 𝑆 stand for strong and 𝑚𝑤 <

𝑚𝑆. The value of 𝑚𝑗 is private information for the pharma, although, the CRO has beliefs regarding 

𝑚𝑗. Let 𝑏 represent the CRO’s belief that the pharma company’s portfolio is strong and 1 − 𝑏 be 

the CRO’s belief that the portfolio is weak. Although much information regarding a pharma 

company’s endeavors may be publicly available, it is reasonable to assume that the importance 

and potential of projects in its pipeline is private information for the company. In other words, a 

CRO faces uncertainty regarding the strength of the pharma company’s portfolio. 
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Project duration: As is common in the project management literature (e.g., Song et al. (2021)), we 

follow Bayiz and Corbett (2005) and assume each project has a duration 𝑑𝑖 in which some 

maximum duration 𝜏 can be reduced by the actions of actors: 

 

𝑑𝑖(𝑠𝑔, 𝑐) = 𝜏 − 𝑠𝑔 − 𝑤𝑐 

 

for 𝑖 ∈ 1,2 and 𝑔 ∈ 𝐴, 𝐵 and 𝑠𝐴 > 𝑠𝐵. Both projects have the same maximum duration. Duration 

reduction can be achieved both by the CRO’s team deployment decision (𝑠𝑔 relates to the skill 

level of each group, where 𝑔 =  𝐴 (𝑔 = 𝐵) represents the reduction in duration as a result of the 

CRO allocating its “A” (“B”) team to the project, respectively) and by the pharma company’s 

commitment decision (where 𝑐 ∈ 0,1). The term 𝑤𝑐 represents the reduction in duration stemming 

from the allocation of future work. 

 

The CRO’s payoff: The CRO receives a transfer payment from the pharma company for each 

project, 𝑇𝑖(𝑑𝑖) = 𝐹 − 𝑓𝑑𝑖 for 𝑖 ∈ 1,2. The payment for each project consists of a fixed payment, 

𝐹, and a linear incentive term dependent on project duration (in this case, a penalty or a fine, 𝑓). 

We assume that the fixed payment and fines are the same across projects. The CRO incurs a cost, 

𝐾𝑔, for deploying its “A” or “B” team to a project. We normalize 𝐾𝐵 to zero and let 𝐾𝐴  =  𝑘2, 

where 𝑘 is a constant. The CRO’s payoff for each project when team g is deployed is 

 

𝛱𝑖
𝐶 = 𝑇𝑖(𝑑𝑖) − 𝐾𝑔 = 𝐹 − 𝑓𝑑𝑖 − 𝐾𝑔 

 

The CRO is paid upon completion of each project and maximizes its payoff. 

 

The pharmaceutical company’s payoff: The pharma company receives a revenue, 𝑅𝑖,𝑗(𝑑𝑖) =

𝑚𝑗(1 − 𝑙𝑑𝑖), for each project, which is decreasing in 𝑑𝑖. The maximum revenue potential, 𝑚𝑗, 

depends on the pharma company’s type. Faster project completion times result in a quicker time 

to market and a longer revenue generation period under patent protection. The value of the loss, l, 

can be very large, as pharma companies can lose up to $8 million each day a trial is delayed
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(Hargreaves 2016). The pharma company’s payoff for each project is the revenue it earns less the 

payment made to the CRO: 

 

𝛱𝑖,𝑗
𝑃 = 𝑅𝑖,𝑗(𝑑𝑖) − 𝑇𝑖(𝑑𝑖) = 𝑚𝑗(1 − 𝑙𝑑𝑖) − (𝐹 − 𝑑𝑖) 

                                                                           = (𝑚𝑗 − 𝐹) − (𝑚𝑗𝑙 − 𝑓)𝑑𝑖                               (1) 

 

The pharma company aims to maximize its total profits. 

 

Timeline of events: The sequence of events is outlined in Figure 4.1.  

 

Figure 4.1 Sequence of events in the partnership. The duration of project 1 (project 2) is realized 

in period 1 (period 2). Therefore, we use project i and period i interchangeably in the rest of the 

paper. 

 

In stage 1, the pharma company observes its type (𝑆 or 𝑊) and chooses whether to commit to the 

CRO (𝑐 =  1) or not (𝑐 =  0). In either case, the CRO then chooses whether to allocate an “A” 

team or a “B” team to execute project 1 in stage 2. At the end of stage 2, the duration of project 1, 

𝑑1, is realized. The CRO is paid for project 1 and both parties receive their respective payoffs, 𝛱1
𝐶 

and 𝛱1,𝑗
𝑃 . If the pharma company does not commit to the CRO (𝑐 =  0) in stage 1, the CRO is 

unaware of project 2. Having observed the duration of project 1, the pharma company decides 

whether to rehire the same CRO team (𝑟 = 1) to execute project 2 in stage 3. If the pharma 

company decides not to rehire the CRO (𝑟 = 0), the pharma company assigns project 2 to another 

CRO (i.e., pursues its outside option). In this case, we assume the duration of project 2 is 𝑑𝑜, the 
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8 Resource and capacity redeployment is complicated by customer concentration, an outcome of strategic partnerships; 

for example, only five clients account for 50% of Parexel’s service revenue (Results Healthcare 2013). Due to the 

dependency on a small number of clients, project cancellations can cause a CRO difficulty in redeploying its staff 

(Results Healthcare 2013). 

average industry duration. We also note that no commitment was made to the CRO and therefore 

if the pharma company chooses not to rehire the CRO for the second project, it does not need to 

pay the CRO an exit fee. At the end of stage 3, the pharma company earns 𝛱2,𝑗
𝑃 (𝑑𝑜) =

𝑚𝑗(1 − 𝑙𝑑𝑜) − (𝐹 − 𝑓𝑑𝑜). If, instead, the CRO is rehired for project 2 (𝑟 =  1), the CRO executes 

project 2. At the end of stage 3, the duration of project 2, 𝑑2, is realized and both players receive 

their respective payoffs, 𝛱2
𝐶 and 𝛱2,𝑗

𝑃 . 

 

On the other hand, if the pharma company commits to the CRO (𝑐 = 1) in stage 1, the CRO is 

aware of project 2, which will commence after the completion of project 1. After the execution of 

project 1, 𝑑1 is realized and the pharma company decides whether to honor (ℎ = 1) or break (ℎ =

0) its commitment to the CRO regarding project 2. If the pharma company breaks its commitment 

(ℎ = 0), the CRO is paid an exit fee, 𝑒, which is intended to compensate for the CRO’s lost 

flexibility in redeploying its resources as well as lost revenues.8 The pharma company assigns 

project 2 to its outside option and earns 𝛱2,𝑗
𝑃 (𝑑𝑜) = 𝑚𝑗(1 − 𝑙𝑑𝑜) − (𝐹 − 𝑓𝑑𝑜) − 𝑒. If the pharma 

company honors its commitment (ℎ =  1), the CRO executes the project in period 2. At the end 

of period 2, the duration of project 2, 𝑑2, is realized and the CRO is paid. Players receive their 

respective payoffs, 𝛱2
𝐶 and 𝛱2,𝑗

𝑃 . 

 

From Equation (1), we observe that when 𝑚𝑗𝑙 < 𝑓, the pharma company prefers a less capable 

option (i.e., one which results in a longer duration). This is because although the pharma company 

will earn more revenue with a more capable option, the company will also have to make larger 

payments to the more capable vendor (since as duration decreases, the vendor is charged less in 

fines). Thus, when the pharma company faces a small revenue loss compared to the fine, the gain 

in revenue does not justify these higher payments. Typically, however, pharma companies make 

very large revenues and therefore stand to suffer large losses on their products in comparison to 

their outsourcing expenses. In such a case, the pharma company would like to minimize duration 

and pursue the most capable outsourcing option since the revenue gains from a shorter duration



4.4.1 Maintain or Terminate Relationship with the CRO? 151 

 
 

offset higher payments made to the CRO due to a reduction in fines. Therefore, going forward, we 

focus our attention on the situation where 𝑚𝑗𝑙 > 𝑓, which is closer to reality.  

 

4.4 Full Information Case 

 

In this section, we present the results of the full information model in which the CRO knows the 

strength of the pharma company’s portfolio with certainty. That is, the CRO has transparency of 

the pharma company’s portfolio and knows whether it has entered into a transactional/strategic 

relationship with a pharma company that has a weak portfolio or a strong portfolio. Using 

backwards induction, we solve for the subgame perfect Nash equilibria (SPNE) of the three–stage 

sequential game (Figure 4.1) and discuss the outcomes of each stage. 

 

4.4.1 Stage 3: Maintain or Terminate Relationship with the CRO? 

 

We first characterize the pharma company’s best response after the completion of project 1: in this 

stage, the company decides whether to rehire/honor the commitment to the team for the second 

project. 

 

LEMMA 1 (More capable outsourcing option is preferred). When 𝑚𝑗 𝑙 > 𝑓 and not 

factoring in the exit fee, the pharmaceutical company prefers the more capable outsourcing 

option (resulting in a shorter duration). 

 

Proof: All proofs are in the Appendix. 

 

Following naturally from Lemma 1, Corollary 1 summarizes the pharma company’s third–stage 

decision when the CRO chooses to deploy its “A” team. 

 

COROLLARY 1 (Maintain the relationship with the “A” team). When the CRO deploys 

its “A” team, the pharmaceutical company’s best response is to maintain the relationship.
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9 For the sake of simplicity, going forward, we omit the project indicator i from duration. 

By Corollary 1, if the CRO deploys its most capable team to work on the pharma company’s 

projects, the company prefers to maintain rather than terminate the relationship for the second 

project. However, if the CRO deploys its “B” team, the pharma company must decide whether to 

maintain the relationship with the “B” team for project 2 or pursue its outside option. Proposition 

1 summarizes the pharma company’s rehiring decision. Let 𝛿 = 𝑑(𝑠𝐵, 1)– 𝑑𝑜 9 be the difference 

between the duration achieved with a “B” team and the outside option duration. 

 

PROPOSITION 1 (Maintain the relationship with the “B” team). When the CRO 

deploys its “B” team, the pharmaceutical company’s best response is to 

(a) maintain the relationship with the “B” team if either 𝑑𝑜 > 𝑑(𝑠𝐵, 𝑐) or if  𝑑𝑜 < 𝑑(𝑠𝐵, 𝑐) 

and 𝑒𝑐 > 𝜙𝑗𝛿; and 

(b) pursue its outside option if 𝑑𝑜 < 𝑑(𝑠𝐵, 𝑐) and 𝑒𝑐 < 𝜙𝑗𝛿. 

 

The decision whether to maintain a relationship with the CRO’s “B” team depends on the team’s 

capability and the outside option. When 𝑑𝑜 > 𝑑(𝑠𝐵, 𝑐), since the pharma company is interested in 

pursuing the most capable option (Lemma 1), it will maintain the relationship with the more 

capable “B” team. On the other hand, when 𝑑𝑜 < 𝑑(𝑠𝐵, 𝑐), the outside option results in a shorter 

duration than relying on the “B” team. The “B” team will not be rehired under a transactional 

relationship. Although the pharma company would similarly like to break its commitment in a 

strategic partnership, the decision also depends on the exit fee, 𝑒. The pharma company expects to 

earn more revenue with the outside option than with the “B” team (𝑅2,𝑗(𝑑𝑜) > 𝑅2,𝑗(𝑑2(𝑠𝐵, 1))). 

However, since a shorter duration means that lower fines are charged, the pharma company must 

make a higher payment to the outside option (𝑇2(𝑑𝑜)  >  𝑇2(𝑑2(𝑠𝐵, 1))). We let 𝜙𝑗  = 𝑚𝑗  𝑙 − 𝑓 be 

the pharma company’s gain in revenue, less the loss in fines, earned from a reduction in duration, 

i.e., 𝜙𝑗   is the pharma’s net benefit from pursing a more capable outsourcing option. That is, 

𝜙𝑊𝛿 and 𝜙𝑆𝛿 represent the gain that a pharma company with a weak/strong project portfolio earns, 

respectively, by pursing the outside option.
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If 𝑒 < 𝜙𝑊𝛿, the exit fee is low, meaning that the pharma company can afford to break its 

commitment to the “B” team, pay the exit fee and still gain from pursuing its outside option. As 

the exit fee increases, the company may find it prohibitive to break its commitment. If 𝜙𝑊𝛿 < e <

𝜙𝑆𝛿, only a pharma company with a strong project portfolio can break its commitment to the CRO. 

If e > 𝜙𝑆𝛿, under a very high exit fee, the pharma company finds it prohibitive to terminate the 

relationship regardless of its portfolio strength, i.e., the gain in payoffs from pursuing the more 

capable outside option does not offset the high exit fee. Figure 4.2 summarizes these results and 

displays the outcomes of the third stage for “B” team deployment in a strategic partnership. 

 

 

Figure 4.2 Stage 3 outcomes for “B” team in a strategic partnership. 

 

4.4.2 Stage 2: CRO’s Team Deployment Decision – “A” Team or “B” Team? 

 

Having solved for the pharma company’s best response in the third stage, we next examine the 

CRO’s decision regarding the deployment of its “A” or “B” team in the second stage. A 

comparison of the payoffs shows that the main drivers of the CRO’s decision to deploy an “A” or 

a “B” team are the fine and fixed payment. Let 𝛼 = 𝑓(𝑠𝐴 − 𝑠𝐵) represent the benefit to the CRO 

from a reduction in fines through deploying an “A” team versus a “B” team. We refer to a low fine 

environment as one where the benefit is less than the cost of deploying an “A” team (i.e., 𝛼 < 𝐾𝐴), 

and a high fine environment as one in which the fine reduction achieved with an “A” versus a “B” 

team is larger than the cost of an “A” team (i.e., 𝛼 > 𝐾𝐴).



4.4.2 Stage 2: CRO’s Team Deployment Decision – “A” Team or “B” Team?         154 

 

PROPOSITION 2 (Deploy “A” or “B” team?). The CRO deployment decision is as 

follows: 

(i) If the pharmaceutical company’s best response is to maintain the relationship 

following “B” team deployment (Proposition 1(a)), then if 𝛼 >
[<]

𝐾𝐴 (i.e., high [low] fine 

environment), the CRO will deploy an “A” [“B”] team. 

(ii) If the pharmaceutical company’s best response is to pursue its outside option 

following “B” team deployment (Proposition 1(b)), then if 𝐹 + 𝛼 − 2𝐾𝐴 >
[<]

𝑓𝑑(𝑠𝐴, 𝑐) + 𝑒𝑐 

(i.e., high [low] fixed payments or low [high] exit fee), the CRO will deploy an “A”[“B”] 

team. 

 

In transactional arrangements (𝑐 = 0), the CRO’s decision depends on whether the transactional 

arrangement will be maintained or terminated. When the pharma company does not rehire the “B” 

team, the CRO’s decision depends on the fixed payment (Proposition 2(ii)). That is, if the fixed 

payment is high, the CRO will deploy its “A” team, and if it is low, the CRO will deploy its “B” 

team. If, on the other hand, the pharma company rehires the “B” team, the CRO’s decision depends 

on the fine environment (Proposition 2(i)) and subsequently on the fine (𝑓), the marginal 

effectiveness of the “A” team in reducing duration (𝑠𝐴 − 𝑠𝐵), and the cost of the “A” team (𝐾𝐴). 

In a high fine environment, the CRO deploys its “A” team while in a low fine environment, the 

CRO prefers to deploy its “B” team. 

 

These results show that as the fine (𝑓) decreases, marginal effectiveness of the “A” team (𝑠𝐴 − 𝑠𝐵) 

decreases, or the cost of an “A” team (𝐾𝐴) increases, it becomes less likely that a CRO deploys its 

“A” team. That is, the current processes in place (a reliance on reverse auctions and a prevalence 

of T&M and fixed–price contracts) or particular cost environments may render transactional 

relationships ineffective. Therefore, our results may offer one explanation as to why, in practice, 

more and more pharma companies are moving away from transactional arrangements to multi–

year agreements with CROs. 

 

Our analysis shows that in a transactional relationship two levers can govern the relationship: the 

fixed payment and the fine. When there is no prospect of a pharma company rehiring the “B” team, 
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a high fixed payment serves as a “carrot” motivating the CRO to instead deploy its “A” team and 

get the most value out of a transactional relationship. This directly contrasts with the common 

practice of reverse auctions whereby CROs submit bids to be selected as the pharma company’s 

vendor for a project. This process often results in CRO overcommitment, lowballing and price 

wars arising from the pressure to win contracts. Procurement based on the lowest price often leads 

to change orders and subsequent delays during trial execution. Thus, managers should shake off 

the notion that “transactional” means “cheap.” In fact, this result lends support to the idea of 

paying a retainer in order to “ring–fence” top teams. 

 

Alternatively, even when there is the possibility of repeat business for a CRO’s “B” team, a high 

fine acts as a “stick” that puts pressure on the CRO to bring the “A” team forward. Performance–

based contracts can thus play a role in reducing duration, taking the place of commonly employed 

T&M and fixed–price contracts. 

 

We find that in strategic partnerships (𝑐 = 1), the main drivers of the CRO’s team deployment 

decision are the fine and exit fee. Similar to the case of transactional relationships, when the 

pharma company maintains the relationship with the “B” team (ℎ = 1), the CRO’s team 

deployment decision is irrespective of the exit fee and instead depends on the fine (Proposition 2 

(i)). The CRO decides between deploying its “A” team twice or its “B” team twice. A high fine 

environment drives the CRO to deploy its “A” team. On the contrary, in a low fine environment, 

the benefit the CRO receives through reducing fines by using its “A” team does not justify the cost 

of the “A” team. When the pharma company pursues its outside option following “B” team 

deployment (ℎ = 0), the CRO’s team deployment decision is influenced by the exit fee 

(Proposition 2(ii)). That is, the CRO deploys its “A” team when the exit fee is low and deploys its 

“B” team otherwise. This result suggests that pharma companies should be mindful of the fact that 

if the CRO stands to receive high compensation upon the dissolution of partnership, this may have 

unintended consequences on CRO actions throughout the relationship. 

 

In practice, the ability to terminate the partnership will depend on the outside options available to 

the pharma company as well as the exit fee it incurs for dissolving the relationship. Some of our 

pharma respondents stated that their companies do discontinue contracts with CROs, while others 
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mentioned that “partnership termination” can take a more subtle form, such as reducing a CRO’s 

workload, not considering them for new work that arises, or reallocating different elements of 

clinical development (e.g., medical writing, biometrics, clinical operations, study design, etc.) 

across strategic partners. Even so, several of our pharma interviewees expressed reluctance to 

terminate existing partnerships, citing the time and difficulty involved in “getting the ball rolling 

again.” This can be considered as a high switching cost of an alternative provider and factored into 

the outside option duration. Our results indicate that in situations where it may be prohibitive for 

the pharma company to terminate the relationship following “B” team deployment (either due to 

a lack of a better outside option or to high exit fees), PBC can serve to govern the partnership. 

Again, fines can act as a “stick” to motivate the CRO to bring its “A” team instead. 

 

These insights are given in the first two rows of Table 4.2, which summarizes the main results 

obtained in Sections 4.4 and 4.5. 

 

Table 4.2 Summary of Results 
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4.4.3 Stage 1: Transactional Relationship or Strategic Partnership? 

 

In the first stage, the pharma company faces the decision of whether to pursue a transactional 

relationship or a strategic partnership with the CRO. To make this decision, it considers the CRO’s 

best response in the second stage, its subsequent decision to maintain or terminate the relationship 

in the third stage, and ultimately its payoffs. Recall that one of three situations can occur under 

each relationship: the “A” team executes both projects, the “B” team executes both projects, or the 

“B” team executes the first project and the outside option executes the second project. This leads 

to the 25 equilibria characterized in Theorem 1. Below, we discuss the noticeable predominance 

for strategic partnerships (particularly for pharma companies with strong pipelines), the key drivers 

in the choice between a strategic partnership and a transactional arrangement, and the environment 

in which the greatest value can be derived from a strategic partnership. 

 

THEOREM 1 (Commit or do not commit?). The pharmaceutical company’s optimal 

commitment decision is influenced by the effectiveness of commitment on duration 

reduction w, the outside option do, and the exit fee e, as characterized in Table 4.3. 

  

To understand how Table 4.3 works, consider an example, say Equilibrium 16 (Eq. 16). Under Eq. 

16, a pharma company with a strong portfolio commits, the CRO deploys its “A” team, and the 

pharma company maintains the relationship. On the other hand, a pharma company with a weak 

portfolio does not commit and the CRO deploys its “B” team, which is not subsequently rehired. 

The rationale behind the backward induction is as follows: since the outside option is good (𝑑𝑜 <

 𝑑(𝑠𝐵, 1) < 𝑑(𝑠𝐵, 0)), both types of pharma company do not rehire the “B” team under a 

transactional arrangement (Proposition 1(b)). Since both types pursue the outside option following 

“B” team deployment and fixed payments are low (𝐹 + 𝛼 − 2𝐾𝐴  < 𝑓𝑑(𝑠𝐴, 0)), the CRO deploys 

its “B” team (Proposition 2(ii)). In a strategic partnership, although both types prefer the outside 

option to the CRO’s “B” team, since the exit fee is moderate (𝜙𝑊𝛿 < 𝑒 < 𝜙𝑆𝛿), the strong type 

terminates the partnership (Proposition 1(b)), but the weak type maintains it (Proposition 1(a)(ii)). 
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10 Eq. 6, 9, 10, 12, 13, 19, 21, 25 

11 Eq. 6, 9, 10, 13, 14, 16, 18, 19, 21, 24, 25 

Since the weak type pharma company maintains the partnership with the “B” team and it is a low 

fine environment (𝛼 < 𝐾𝐴), the CRO deploys its “B” team (Proposition 2(i)) for the weak type 

company. However, in a strategic partnership with the strong type pharma company, since the 

company terminates the partnership with the “B” team and the exit fee is low (𝑒 + 𝑓𝑑(𝑠𝐴, 1) <

𝐹 + 𝛼 − 2𝐾𝐴 < 𝑓𝑑(𝑠𝐴, 0)), the CRO deploys its “A” team (Proposition 2(ii)). 

 

Given stage 2 and 3 best responses, it is not surprising that the strong type prefers a strategic 

partnership with the CRO “A” team to working with the “B” team under a transactional 

arrangement. The weak type faces the CRO’s “B” team in both a strategic partnership and a 

transactional arrangement. A strategic partnership results in a higher payoff from the first project 

for the weak type due to the gain from commitment (𝑤) but a lower payoff for the second project 

(due to the opportunity cost of not pursing a more capable outside option). Since 𝑤 < 𝑑2(𝑠𝐵, 1) −

𝑑𝑜, the weak type prefers to take a hit on its payoff from the first project in order to greatly reduce 

the duration of the second project by entering into a transactional arrangement. 

 

4.4.4 Insights from the Full Information Case 

 

Several key insights emerge from analysis of the full information game. In the majority of cases, 

a strategic partnership is preferred. The strong type prefers a strategic partnership under 17 

circumstances and opts for a transactional arrangement under eight10. In comparison, the weak 

type prefers a strategic partnership under 14 circumstances and opts for a transactional 

arrangement under eleven11. This suggests that there are more environments conducive for 

strategic partnerships than not, especially for pharma companies with strong pipelines. Delving 

into the reasons why a strategic partnership is preferred, we reveal six additional insights. 

 

First, even if the “A” team is deployed in a transactional arrangement, the pharma company prefers 

to enter into a strategic partnership with the CRO’s “A” team so that it gains from the added benefit 

of commitment in reducing duration (Eq. 1, 3, 7, 11, 20 for both types, Eq. 12 for the weak type, 

and Eq. 14 for the strong type). Second and not surprisingly, the pharma company also prefers a 
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12 Upon seeing this result, one of our interviewees shared anecdotal support for this theoretical finding and stated that 

such an action deviated from the norm and was undertaken in response to the disruption caused by the pandemic: “A 

team can grow with the study. We worked with a smaller CRO; the team was not the “A” team but was very eager to 

learn. Through collaboration and two-way communication, we were able to develop an adaptive protocol and execute 

a challenging cardiovascular drug study during the first waves of the COVID-19 pandemic.” 

strategic partnership with an “A” team if it faces working with the CRO’s “B” team under a 

transactional arrangement (Eq. 22 for both types, and Eq. 15, 16 for the strong type). 

 

The final four insights relate to four circumstances in which a pharma company strategically 

partners with a “B” team. In the first case, the pharma company commits to a “B” team to avoid 

having to rely on a poor outside option (Eq. 2, 4). Practically, this could represent various situations 

such as unfavorable bids, a limited selection of providers due to budget considerations or the 

specifics of the project, or constraints on provider choice at the company level (e.g., a shortlist of 

approved CROs). In the second case, we find that the pharma company commits to a less capable 

“B” team if commitment is more effective in reducing duration than a capable (uncommitted) “A” 

team, i.e., 𝑤 > 𝑠𝐴 − 𝑠𝐵 (Eq. 5). A strategic partnership is thus favorable in cases where CRO 

flexibility (in resource and capacity planning, reduction in set–up costs, etc.) is crucial to the timely 

completion of the project. In the final two cases, commitment results in higher payoffs for the first 

project and lower payoffs for the second project. By committing to a “B” team, the pharma 

company takes a hit on its payoff for the second project, either through the opportunity cost of not 

pursing a more capable outside option, i.e., 𝑤 > 𝑑2(𝑠𝐵, 1) − 𝑑𝑜 (Eq. 8 for both types and Eq. 15, 

17 for the weak type) or through having to pay an exit fee, i.e., 𝑤(𝑚𝑆𝑙 − 𝑓) > 𝑒 (Eq. 23 for both 

types and Eq. 17, 18, 24 for the strong type) to greatly reduce the duration of the first project. 

Importantly, these results show that although employing a CRO’s “A” team is desirable, when the 

gain from commitment is instrumental in reducing duration, pharma companies may be willing to 

“offer a helping hand” and forge partnerships with less experienced “lower tier” teams. In this 

way, commitment serves as a substitute for CRO capability. Even though the criticality of the “A” 

team was widely acknowledged by our interviewees, we show that it is not always the case that 

working with the “A” team is the only way to reduce clinical trial duration.12 

 

Investigating the reason why a pharma company with a strong portfolio may prefer a strategic 

partnership more often than a pharma company with a weak portfolio necessitates a discussion of 
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the exit fee. We note that the exit fee serves two important purposes in strategic partnerships. First, 

it determines whether the threat of the pharma company breaking its commitment to the   CRO is 

credible. Depending on the environment, any pharma company, only one with a strong portfolio, 

or no pharma company may afford to break its commitment to the CRO and pay the exit fee. 

Second, the exit fee also influences the CRO’s decision whether to deploy a “B” team as it 

represents the compensation it will receive if the partnership is terminated. For these reasons, it 

becomes clear that the exit fee is critical to the success of a strategic partnership. 

 

If the threat of the pharma company breaking its commitment is credible, meaning the exit fee is 

not prohibitive (𝑒 < 𝜙𝑗𝛿), then the exit fee should also be low enough (𝑒 < 𝐹 + 𝛼 − 2𝐾𝐴 −

𝑓𝑑(𝑠𝐴, 1)) to ensure that the CRO does not deploy its “B” team in the hopes that the pharma 

company will terminate the relationship (ℎ = 0) and pay the CRO a hefty compensation. If, on the 

other hand, the exit fee is so high that it becomes prohibitive (𝑒 > 𝜙𝑗𝛿) for the pharma company 

to break its commitment (i.e., the threat of breaking commitment is not credible), the exit fee no 

longer explicitly factors into the CRO’s team deployment decision. In these instances, penalties 

can play a role in governing the maintained relationship and high fines (𝛼 > 𝐾𝐴) become vital in 

ensuring that the CRO deploys its “A” team. When fines are low, the CRO will not find it 

worthwhile to reduce duration by deploying its “A” team. Under moderate exit fees (𝜙𝑊𝛿 < 𝑒 <

 𝜙𝑆𝛿), the weak type pharma company does not have a credible threat of termination in the strategic 

partnership. In such a case, the strategic partnership can only be governed by high fines. 

Consequently, in low fine environments the weak type instead opts for a transactional arrangement 

with the CRO, explaining why a transactional arrangement is pursued more often by pharma 

companies with weak pipelines. 

 

Several remarks regarding transactional arrangements are in order. At a high level, a transactional 

arrangement is preferred to a strategic partnership when the benefits of commitment, as discussed 

above, are not highly consequential in reducing duration (i.e., 𝑤 < 𝑠𝐴 − 𝑠𝐵, 𝑤 < 𝑑2(𝑠𝐵, 1) − 𝑑𝑜, 

or 𝑤(𝑚𝑆𝑙 − 𝑓) < 𝑒). In such cases, a transactional arrangement offers the pharma company two 

means of recourse. First, if the CRO does not anticipate repeat business following “B” team 

deployment and if fixed payments are high, the CRO deploys its “A” team (Proposition 2(ii)). 

Thus, the pharma company can still benefit from the deployment of the CRO’s top tier team (Eq.
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6, 10, 12, 13, 21 for the strong type, and 6, 10, 13, 14, 21 for the weak type). If, however, fixed 

payments are low, a transactional arrangement allows the pharma company the flexibility to pursue 

a good outside option for the second project (Eq. 9, 19, 25 for both types and 16, 18, 24 for the 

weak type). This illustrates that when the benefits of commitment are limited, there is still a place 

for transactional interactions and parties do not need to enter into long–term strategic partnerships. 

In fact, this alludes to an argument expressed by some of our interviewees regarding the underlying 

reason why pharma companies approach CROs: do projects require “brains” or “brawn”? Our 

results suggest that strategic partnerships are preferred for complex projects (such as first–in–

class drugs, which uncover new mechanisms of action) that necessitate a high degree of foresight 

and dialogue (i.e., commitment is highly effective in reducing duration). On the other hand, well–

defined projects (such as “me–too” drugs) may be promptly accomplished through one–off 

transactional relationships. 

 

4.4.5 Greatest Value from Strategic Partnership 

 

Thus far, we have shown that there is a preference for strategic partnerships in the majority of 

cases. This then begs the question: in which environment does a strategic partnership offer the 

greatest advantage over a transactional arrangement? A central finding of the model is that in a 

particular environment (given in Theorem 2) the value created from a strategic partnership is 

threefold. That is, moving from a transactional arrangement to a strategic partnership results in the 

largest reduction in duration and offers the largest gain to the pharma company while also offering 

the CRO a higher payoff. This occurs in a low fine (𝛼 < 𝐾𝐴) and low fixed payment (𝐹 < 2𝐾𝐴 +

𝑓𝑑(𝑠𝐴, 0) − 𝛼) environment, given that the pharma company has a credible termination strategy 

(𝑑𝑜 < 𝑑(𝑠𝐵, 1) < 𝑑(𝑠𝐵, 0) and 𝑒 < 𝜙𝑗𝛿) and that the exit fee is not lucrative for the CRO (𝑒 <

 𝐹 + 𝛼 − 2𝐾𝐴  − 𝑓𝑑(𝑠𝐴, 1)); this scenario corresponds to Eq. 22 for both types and Eq. 15, 16 for 

the strong type in Theorem 1.
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THEOREM 2 (Greatest value from a strategic partnership). In the environment 

characterized by Eq. 22 for both types and Eq. 15, 16 for the strong type, commitment 

offers 

 (i) the highest reduction in duration, reducing the duration of both projects (𝑑1(𝑠𝐴, 1) <

𝑑1(𝑠𝐵, 0) and 𝑑2(𝑠𝐴, 1) < 𝑑𝑜),  

(ii) the largest total gain in payoffs for the pharmaceutical company, and 

(iii) a higher payoff for the CRO. 

 

We have shown that in transactional relationships, when the CRO knows that a “B” team will not 

be rehired for future business (i.e., no prospect of repeat business) and stands to receive large fixed 

payments, it deploys its “A” team. However, when the CRO knows that a “B” team will be rehired 

(i.e., anticipation of repeat business), it deploys its “A” team in a high fine environment. Theorem 

2 shows that in strategic partnerships, as opposed to transactional relationships, pharma companies 

do not need to make large fixed payments to CROs to reduce duration, nor do they need to heavily 

penalize their outsourcing partners through high fines. Thus, a strategic partnership is preferred 

when CRO performance cannot be ensured (due to low fixed payments and low fines) in a 

transactional relationship. 

 

The pharma company, in this context, can instead incentivize “A” team deployment through 

committing future business to the CRO. Still, to avert the possible complacency problem that may 

arise from granting “strategic partner” status to the CRO, the pharma company needs to have a 

credible threat to terminate the partnership. The CRO knows that if it deploys its less capable “B” 

team, the pharma company will break its commitment and pay the CRO a small exit fee. Thus, the 

CRO chooses to deploy its “A” team instead. 

 

In this scenario, project duration is substantially reduced since the “A” team works on both 

projects. (Had a transactional relationship been pursued, the “B” team would work on project 1 

and the outside option would execute project 2, where 𝑑𝑜 > 𝑑(𝑠𝐴, 1)). Duration of both projects is 

further reduced by the planning flexibility that the CRO gains through commitment (𝑤). Thus, the 

reduction in duration from a strategic partnership is twofold: commitment drives the CRO to 
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deploy its “A” team and also offers a gain from commitment. Subsequently, both players earn 

higher payoffs. By Lemma 1, this results in a substantially higher payoff for the pharma company 

for each project since 𝑑(𝑠𝐴, 1) < 𝑑𝑜 < 𝑑(𝑠𝐵, 0). The CRO also stands to earn a higher payoff in a 

strategic partnership since a “committed A” team for both projects earns a higher payoff than an 

“uncommitted B” team that completes project 1 but is not rehired for project 2. 

 

4.5 Asymmetric Information Case 

 

We next present the results of the asymmetric information model. In this case, the CRO is unsure 

of the pharma company’s type since the CRO does not have transparency of the maximum revenue 

potential of the pharma company’s projects, 𝑚𝑗. We find the perfect Bayesian equilibria (PBE) of 

the game. 

 

Recall that Table 4.3 characterizes the SPNE for the full information game. For instance, Eq. 1 in 

Table 4.3 specifies the SPNE where the outside option is not viable and the fine environment is 

high. The SPNE is: both types of pharma company commit, a CRO deploys its “A” team if the 

pharma company commits, and both types maintain commitment to the “A” team. Under the same 

environment in the asymmetric information case, the equilibrium strategy is the same since it is 

not dependent on the pharma company’s type. In Table 4.3 there are nine environments where the 

outcome is different for the weak and strong types of pharma company. Of these nine 

environments, we observe that there are only four (Eq. 12, 14–16) in which the CRO’s best 

response differs based on whether they are working with the strong or weak pharma company. 

Therefore, in comparing the results of the full information model and the asymmetric model, we 

limit our discussion to these four environments; in other words, we consider only those 

environments in which transparency results in different outcomes and payoffs for the CRO and 

pharma company. 

 

4.5.1 Stage 3: Maintain or Terminate the Relationship with the CRO? 

 

From Corollary 1, we observe that when the CRO deploys its “A” team, the pharma company 

maintains the relationship (whether it be a transactional arrangement or strategic partnership). As 
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in the full information case, under asymmetric information, when the CRO deploys its “B” team 

in a transactional relationship, the pharma company’s decision depends on the capability of the 

“B” team and the outside option. In a strategic partnership, the pharma company’s decision is also 

influenced by the exit fee. The pharma’s best response is the same as in the full information case 

and is given in Proposition 1. 

 

Note that according to Proposition 1, in a transactional relationship, the CRO is rehired when 𝑑𝑜 >

𝑑(𝑠𝐵, 0) and is not rehired when 𝑑𝑜 < 𝑑(𝑠𝐵, 0), irrespective of whether the pharma company has 

a strong or a weak portfolio (i.e., both types take the same action). However, in a strategic 

partnership, the pharma company’s type does have an impact on its decision. When the exit fee is 

quite small (𝑒 < 𝜙𝑊𝛿), quite large (𝑒 > 𝜙𝑆𝛿) or when the outside option is poor (𝑑𝑜 > 𝑑(𝑠𝐵, 1)), 

both types take the same action. Yet, when the outside option is preferable to the “B” team (𝑑𝑜 <

𝑑(𝑠𝐵, 1)) and the exit fee is prohibitive for a pharma company with a weak portfolio but not for 

one with a strong portfolio (𝜙𝑊𝛿 < 𝑒 < 𝜙𝑆𝛿), the weak type and the strong type will diverge in 

their actions in the third stage. 

 

4.5.2 Stage 2: CRO’s Team Deployment Decision – “A” Team or “B” Team? 

 

The reason why the equilibrium strategies under full information and asymmetric information 

scenarios are largely the same across environments (in all but four cases) becomes apparent when 

evaluating the CRO’s team deployment decision. We find that when the strong and weak type 

pharma companies take the same actions in the third stage, the CRO receives the same payoff 

regardless of whether the pharma company’s portfolio is strong or weak. Thus, when both types 

take the same actions in the third stage, it does not matter to the CRO whether it works with a 

pharma company with a weak or strong portfolio, and the best response of the CRO is given in 

Proposition 2. This holds true in a transactional relationship, both when it is preferable for either 

type of pharma company to maintain the strategic partnership and when it is preferable for either 

type to terminate the strategic partnership. The CRO’s payoff does, however, vary when the actions 

taken by each type in the third stage are different. When 𝑑𝑜 < 𝑑(𝑠𝐵, 1) and 𝜙𝑊𝛿 < 𝑒 < 𝜙𝑆𝛿, the 

CRO anticipates that a pharma company with a weak portfolio maintains its commitment whereas 

one with a strong portfolio breaks its commitment. In the former case, the CRO works on both
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projects since the relationship is maintained, whereas in the latter case, the CRO only executes the 

first project. 

 

Let  

 

                   �̅� =
𝛱1

𝐶(𝑑1(𝑠𝐵,1))+𝛱2
𝐶(𝑑2(𝑠𝐵,1))−𝛱1

𝐶(𝑑1(𝑠𝐴,1))+𝛱2
𝐶(𝑑2(𝑠𝐴,1))

𝛱2
𝐶(𝑑2(𝑠𝐵,1))−𝑒

,        (2) 

 

 

Where �̅� is the ratio of the difference in CRO’s payoffs under a maintained relationship with its 

“B” team and its “A” team to the difference in CRO’s payoffs under a maintained and terminated 

relationship with its “B” team. 

 

Proposition 3 captures the CRO’s team deployment decision when the CRO faces uncertainty 

regarding its partner’s type and anticipates that only a pharma company with a strong project 

portfolio will break its commitment to the “B” team. 

 

PROPOSITION 3 (Deploy “A” or “B” team when only strong pharma company has a 

credible threat?). In a strategic partnership, when only the strong type pharmaceutical 

company terminates the relationship following “B” team deployment, the CRO will deploy 

its “A” team if 

i. 𝛼 > 𝐾𝐴, 𝐹 + 𝛼 − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1) > 𝑒, and 0 ≤ 𝑏 ≤ 1. 

ii. 𝛼 > 𝐾𝐴, 𝐹 + 𝛼 − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1) < 𝑒 e, and 0 ≤ 𝑏 < �̅�. 

iii. 𝛼 < 𝐾𝐴, 𝐹 + 𝛼 − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1) > 𝑒, and �̅� < 𝑏 ≤ 1, 

and will deploy its “B” team otherwise. 

 

Under high fines and a low exit fee (Proposition 3(i)), the CRO’s best response for any 0 ≤ 𝑏 ≤ 1 

is to deploy its “A” team since the payoff it earns under a maintained relationship with its “A” 

team is higher than the payoff earned through a maintained or terminated relationship with its “B” 

team. Under high fines and a high exit fee (Proposition 3(ii)), the CRO stands to earn a higher 

payoff through deploying its “B” team rather than its “A” team when working with a strong type 

(commit, “B” team, honor) – (commit, “B” team, terminate) 

(commit, “B” team, honor) – (commit, “A” team, honor) 



4.5.3.1 Low Fine and Low Exit Fee Environment            167 

 
 

but faces a smaller payoff with its “B” team versus its “A” team when employed by a weak type. 

If the CRO believes there is a low chance that the pharma company is strong (i.e., 0 ≤ 𝑏 < �̅�), its 

best response is to deploy its “A” team. Conversely, under low fines and a low exit fee (Proposition 

3(iii)), the CRO stands to earn a higher payoff through deploying its “B” team rather than its “A” 

team if working with a weak type but will get a smaller payoff via its “B” team when working with 

a strong type. Thus, if the CRO believes there is a high chance that the pharma company is strong 

(i.e., �̅� < 𝑏 ≤ 1), its best response is to deploy its “A” team. 

 

4.5.3 Transparency regarding the Strength of the Project Portfolio? 

 

In what follows, we only discuss the environments in which there is a difference between the 

equilibrium strategies of the full information model and the asymmetric information model; in 

other words, we discuss the environments where transparency impacts the companies’ actions and 

payoffs. In these environments, 𝑑𝑜 < 𝑑(𝑠𝐵, 1) and 𝜙𝑊𝛿 < 𝑒 < 𝜙𝑆𝛿 (thus the weak type and strong 

type pharma companies differ in their third stage actions) and the CRO’s best response is captured 

in Proposition 3. 

 

4.5.3.1 Low Fine and Low Exit Fee Environment 

 

We first discuss the differences between the full information model and the asymmetric 

information model in low fine (𝛼 < 𝐾𝐴) and low exit fee (𝑒 < 𝐹 + 𝛼 − 2𝐾𝐴  − 𝑓𝑑(𝑠𝐴, 1)) 

environments. These environments can be further characterized by high fixed payments (𝐹 >

2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼) or low fixed payments (𝐹 < 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼) and a high (𝑤 >

 𝑑2(𝑠𝐵, 1) − 𝑑𝑜) or low (𝑤 < 𝑑2(𝑠𝐵, 1) − 𝑑𝑜) effectiveness of commitment. Figure 4.3 depicts the 

PBEs under asymmetric information and SPNEs under full information.
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Figure 4.3 (a) Loss from transparency for weak type, (b) Gain from transparency for strong type. 

Consider (a). The equilibrium strategy for the strong type does not change with or without 

transparency: the pharma company commits, the CRO offers the “A” team, and the pharma 

company maintains the relationship (green). However, for the weak type, the strategy is different 

with or without transparency. For example, in a setting with low fixed payments and a low 

effectiveness of commitment, the weak type would end up with commitment and a maintained 

relationship with the “A” team without transparency (upper right quadrant) while, with 

transparency, the strategy would be no commitment, the “B” team, and a terminated relationship 

(red) (lower left quadrant). 

 

First, consider the full information case. Under transparency, the CRO’s beliefs do not matter and 

both panels provide the same observations. In equilibrium, under a low fine and low exit fee 

environment, the strong type commits to a CRO’s “A” team and maintains the relationship (upper 

right quadrant in Figure 4.3 (a) and (b)). The weak type’s decision also depends on other factors. 

In an environment further characterized by a high fixed payment (upper left quadrant in (a) and 

(b)), the weak type does not commit but maintains a transactional relationship with the CRO’s “A” 

team in equilibrium. However, under a low fixed payment and low effectiveness of commitment 

environment (lower left quadrant in (a) and (b)), the weak type does not commit, the CRO assigns 

its “B” team and the weak type terminates the relationship in equilibrium. Finally, under a low 

fixed payment and high effectiveness of commitment environment (lower right quadrant in (a) and 

(b)), the weak type commits to the CRO’s “B” team and maintains the relationship in equilibrium. 
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Let us now restrict ourselves to a low fine, low exit fee and high fixed payment environment and 

consider the asymmetric information situation. Without transparency, in this environment two 

pooling PBEs exist and depend on the CRO’s belief regarding the pharma company’s type. In the 

first PBE (Figure 4.3(a)), both types of pharma company choose to pool on commitment (upper 

right quadrant). If the CRO’s belief lies in the range �̅� < 𝑏 ≤ 1, its best response is to deploy an 

“A” team since the strong type can credibly terminate the partnership and exit fees are low 

(Proposition 3(iii)). Both types of pharma company maintain the relationship. Unlike in the SPNE, 

transparency does not provide any value to the strong type (i.e., equilibrium strategy under full 

information is the same as asymmetric information). However, with transparency, the weak type 

does not commit (since the CRO deploys its “B” team in a strategic partnership as it is a low fine 

environment). As the fixed payment is high, the CRO deploys its “A” team in a transactional 

arrangement. Therefore, the weak type is worse off with transparency (in other words, the pharma 

company loses the benefit of commitment). 

 

In the second PBE (Figure 4.3(b)), both types of the pharma company choose to pool on a 

transactional arrangement (upper left quadrant). If the CRO’s belief lies in the range 0 ≤ 𝑏 < �̅�, 

its best response in a strategic partnership is to deploy its “B” team as the weak type maintains the 

partnership and fines are low (Proposition 3(iii)). In contrast, in a transactional arrangement, the 

CRO deploys an “A” team due to high fixed payments. Unlike in the SPNE, transparency does not 

provide any value to the weak type (i.e., equilibrium strategy under full information is the same as 

asymmetric information). However, with transparency, the strong type commits. Since the strong 

type can credibly break its commitment and exit fees are low, the CRO deploys its “A” team 

following commitment. Therefore, the strong type is better off with transparency (gets the “A” 

team and the added benefit of commitment). 

 

Theorem 3 extends this observation to all three environments (high fixed payment, low fixed 

payment with low effectiveness of commitment, and low fixed payment with high effectiveness of 

commitment) and shows that, under low fines and low exit fees, transparency can be advantageous 

for a pharma company with a strong portfolio and disadvantageous for a pharma company with a 

weak portfolio when only the strong type can make a credible threat to break its commitment 

(𝜙𝑊𝛿 < 𝑒 < 𝜙𝑆𝛿).



4.5.3.2 High Fine and High Exit Fee Environment            170 

 
 

THEOREM 3 (Transparency can benefit the strong type and hurt the weak type). 

When 𝑑𝑜 < 𝑑(𝑠𝐵, 1), 𝜙𝑊𝛿 < 𝑒 < 𝜙𝑆𝛿, 𝛼 < 𝐾𝐴 𝑎𝑛𝑑 𝑒 < 𝐹 + 𝛼 − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), a 

strong [weak] pharmaceutical company is 

• no worse off [worse off] offering transparency to the CRO if �̅� < 𝑏 ≤ 1; 

• better off [no better off] offering transparency to the CRO if 0 ≤ 𝑏 < �̅�. 

 

We note that the strong type stands to make the largest gain (and equivalently, the weak type stands 

to suffer the largest loss) from transparency when fixed payments and the effectiveness of 

commitment are both low (Figure 4.3(b) and (a), respectively). This is because when fixed 

payments are high, the CRO deploys its “A” team even without commitment. Transparency thus 

offers the strong type the additional benefit of reducing duration from commitment (move from 

left to right on Figure 4.3(b)). On the other hand, when fixed payments are low but the effectiveness 

of commitment is high, the pharma company prefers to commit. Transparency benefits the strong 

type if makes it clear to the CRO that its portfolio is not weak. In such case, the CRO deploys its 

“A” team and transparency offers the additional benefit of a more capable team (upward move on 

Figure 4.3(b)). Under low fixed payments and a low effectiveness of commitment, transparency 

offers the strong type the dual benefit of a more capable team and of commitment (diagonal move 

on Figure 4.3 (b)). Following similar reasoning, Figure 4.3(a) shows that transparency results in 

the largest loss for a weak type pharma company. 

 

4.5.3.2 High Fine and High Exit Fee Environment 

 

Figure 4.4 depicts the SPNEs under full information and the PBEs under asymmetric information 

under a high fine and high exit fee environment. Interestingly, the figure shows that in high fine 

and high exit fee environments, transparency can benefit the weak type (Figure 4.4(a)) and hurt 

the strong type (Figure 4.4(b)) when only the strong type can make a credible threat of breaking 

its commitment (Theorem 4).
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Figure 4.4. (a) Gain from transparency for weak type, (b) Loss from transparency for strong type. 

Consider (a). The equilibrium strategy for the strong type does not change with or without 

transparency: the pharma company does not commit, the CRO offers the “A” team, and the pharma 

company maintains the relationship (green). However, for the weak type, the strategies are 

different in the presence or absence of transparency. The weak type ends up with a transactional 

arrangement and a maintained relationship with the “A” team without transparency (upper left 

quadrant) while, with transparency, the equilibrium strategy would be commitment (i.e., strategic 

partnership), the “A” team, and a maintained relationship (upper right quadrant). 

 

THEOREM 4 (Transparency can hurt the strong type and benefit the weak type). 

When 𝑑𝑜 < 𝑑(𝑠𝐵, 1), 𝜙𝑊𝛿 < 𝑒 < 𝜙𝑆𝛿, 𝛼 < 𝐾𝐴 𝑎𝑛𝑑 𝑒 < 𝐹 + 𝛼 − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), a 

strong [weak] pharmaceutical company is 

• no worse off [better off] offering transparency to the CRO if �̅� < 𝑏 ≤ 1; 

• worse off [no better off] offering transparency to the CRO if 0 ≤ 𝑏 < �̅�. 

 

In examining the pharma company’s transparency decision, much like Song et al. (2021), we find 

certain environments in which information asymmetry regarding the revenue potential of the 

pharma company’s projects is preferable to full information, depending on the pharma company’s 

portfolio strength. This indicates that although CROs often see transparency of the pharma 

company’s pipeline potential as vital to their operations, strategic partnerships can still be effective 

in reducing trial duration without transparency. However, we also demonstrate that there are 

situations where transparency does benefit pharma companies with strong portfolios, and 
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counterintuitively, there are situations where transparency benefits companies with weak 

portfolios. In an environment characterized by low fines and low exit fees, a pharma company with 

a strong portfolio would like to be transparent with the CRO regarding its type so that it displays 

a credible threat of breaking its commitment (which would result in low CRO compensation) if 

the CRO deploys its “B” team (Theorem 3). On the other hand, in an environment marked by high 

fines and high exit fees, a pharma company with a weak portfolio prefers to be transparent 

regarding its portfolio strength to indicate to the CRO that it cannot credibly terminate the 

partnership following “B” team deployment. Knowing that commitment will be maintained (and 

a high compensation will not be paid out), team deployment is governed by high fines (Theorem 

4). Thus, there are instances where the pharma company should be upfront with the CRO regarding 

the strength of its projects, even if projects have weak revenue potential, as this gives the CRO 

insight regarding how it will be treated in the relationship. We thus offer analytical evidence of 

the value of transparency in strategic partnerships. 

 

4.6 Managerial Implications 

 

Much has been written in the past few years about the challenges faced by the pharma industry: 

skyrocketing R&D costs, persistently high failure rates in the approval of new drugs, and the ever–

increasing duration of and complexity in the design and execution of clinical trials. Yet recent 

developments in the industry, including the proliferation of healthcare technologies (Betcheva et 

al. 2021) and the unprecedented speed of development of the COVID–19 vaccines (Levy 2021), 

demonstrate that some of those assumptions (e.g., the decade–long bench–to–bedside development 

time) might not be as robust as we thought. Indeed, several industry executives have described this 

as a teachable moment in regard to how collaboration and alignment in the strategic priorities of 

different parties can accelerate drug development. For instance, the strategic partnership between 

Pfizer and ICON enabled ICON to recruit more than 44,000 trial participants in 153 sites around 

the globe in just four months for the Pfizer and BioNTech COVID–19 vaccine Phase 3 study 

(ICON plc 2021). However, our interviews with senior pharma and CRO executives point to 

several inefficiencies that prevent pharma–CRO relationships from maximizing their potential. 

This paper aims to shed light on the drivers of successful relationships and develop a framework 
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 13 We note that, although our focus is on the pharma industry, our insights may offer guidance and may be extended 

to other industries such as consulting, where similar to clinical development, projects are complex and knowledge 

intensive, duration is often of the utmost importance and incumbents face the strategic decision regarding the type of 

outsourcing relationship to pursue with their vendors. 

for overcoming the current inefficiencies. In this section, we discuss the managerial implications 

of these results.13 

 

Initially providing spillover capacity, CROs have recently gained prominence by offering 

advantages in speed, efficiency, and accuracy in the design and execution of clinical trials 

(Shuchman 2007). The growing competence and capabilities of the CRO industry are reflected in 

the industry market size: estimated at $50.09 billion in 2021, the CRO market is expected to grow 

to $88.83 billion by 2028 (Insight Partners Study 2021). Interestingly, although the tasks and 

responsibilities of the two parties have significantly changed over the past decade, it appears that 

relationship models have been slow to adapt. Most pharma–CRO relationships are still 

characterized by a process similar to a reverse auction and a reliance on transactional contract 

terms that emphasize zero–sum monetary terms rather than drivers of joint value creation.  

 

Our analysis reinforces the notion that such transactional arrangements are often inadequate to 

address the challenges of the rising complexity of clinical trials. At the same time, executives are 

generally reluctant to replace such transactional models, given the lack of clarity as to what 

constitutes a strategic partnership. This is stressed by Azoulay et al. (2010), who argue that there 

is usually a gap between what is promised from a committed relationship and what is actually 

delivered. Issues jeopardizing the value attained from strategic partnerships include unclear 

expectations, role ambiguity leading to unnecessary duplication of tasks, and micromanagement 

by clients (Quintiles 2013, Hughes and Price 2016), to name a few. That is why, in suggesting a 

strategic partnership model, one needs to carefully consider the operational details (e.g., 

termination options) and the conditions that satisfy those (e.g., credible threat of termination). 

 

The two key managerial implications from our analysis relate to the when and how of strategic 

partnerships. That is, our first set of results demonstrates why transactional arrangements might 

fail to create value in a wide range of environments and when strategic partnerships can overcome 

those hurdles. Recall that transactional arrangements are preferable in environments where one of
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the following conditions is met: i) high fixed payments (not ideal for the pharma company) or ii) 

high fine terms (not desirable for the CRO). However, in light of new trial designs (e.g., adaptive, 

basket, umbrella clinical trials) and new types of therapies (e.g., gene and cell therapy), it is clear 

that arrangements that require steep and rigid monetary payments or penalties are not suitable for 

those novel approaches that require flexibility and adaptation. Instead, a strategic partnership with 

a well–structured termination strategy enables incentive alignment (where the CRO brings the “A” 

team) devoid of high payments and high fines. That is why our analysis suggests that there are 

more environments conducive to strategic partnerships than environments conducive to 

transactional arrangements (especially for pharma companies with strong pipelines). This balance 

is also reflected in the increasing shift towards partnering–focused relationship models within the 

industry in recent years (Meyer 2015). However, there is still a place for transactional 

arrangements when the benefits of commitment are limited (e.g., for well–defined projects that do 

not necessitate a high degree of foresight and dialogue.) 

 

Our work also offers suggestions as to how current industry practices can be reevaluated to 

enhance relationships. For instance, our analysis highlights a second key benefit of strategic 

partnerships: the presence of commitment bypasses the demands for more detailed information 

that may hinder the pharma–CRO relationship. Several industry reports note that a key concern 

for the CROs is the uncertainty regarding the importance of a given project in their clients’ 

pipelines (e.g., how likely it is that the project may be suddenly deprioritized). As a result, our 

interviewees pointed out that CROs often call for full disclosure of the market revenue potential 

and importance of projects in the pharma company’s pipeline, arguing that such information is 

critical to planning and managing their operations. Pharma companies rarely satisfy such requests, 

and these queries often become a major roadblock in the relationship. Our analysis shows that, in 

many cases, strategic partnerships can still be effective in reducing the trial duration without 

transparency. This is because the value of transparency stems from its ability to resolve unintended 

consequences of contracts (such as a project deprioritization), and, as we show, transparency adds 

no value to the relationship in many instances. This is especially worthwhile to consider given the 

time, cost and effort associated with the disclosure of market information (e.g., the legal burden of 

non–disclosure agreements). The pharma industry is not new to evolving relationship models. In
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 14 “JLABS provides the optimal environment for emerging companies to catalyze growth and optimize their research 

and development by opening them to vital industry connections, delivering entrepreneurial programs and providing 

a capital-efficient, flexible platform where they can transform the scientific discoveries of today into the breakthrough 

healthcare solutions of tomorrow... What that means for young companies is that, no matter what stage you’re at, we 

provide access to all the elements you need to develop your science and to position your company for success” 

(Johnson & Johnson Innovation 2022). 

the early days of the biotechnology industry, pharma companies approached many of the smaller 

biotech companies in a purely transactional manner. The so–called “cash–and–carry” deals 

transferred full ownership (and control) to the pharma company in exchange for upfront cash and 

milestone payments. A number of academic studies, as well as industry case studies (e.g., Lerner 

et al. (2003)), have shown that contractual terms that only emphasize monetary levers are not 

appropriate in addressing the challenges associated with pharma projects (e.g., high levels of 

uncertainty, interdependency of activities, etc.). Pharma–biotech relationships eventually 

transformed into more collaborative initiatives. Strategic partnerships between these companies 

include all kinds of options, joint development and decision-making, as well as early–stage 

accelerators and incubators that provide free mentoring and facilities to biotech companies (see, 

e.g., JLABS14). However, this has been a long journey for the industry, spanning over three 

decades. 

 

The extant academic literature has examined the relationships between pharma and biotech 

companies in great depth. However, research has overlooked the equally critical development 

(“D”) part of the R&D process, which must similarly be transformed. Specifically, given 

continuing advances in therapeutics (such as gene and cell therapies), new digital technologies that 

allow for decentralized (remote) clinical trials, and new trial designs that aim to maximize 

efficiency (e.g., adaptive trials), the relationships between pharma companies and CROs need to 

be revisited. At a time when improving the efficiency of the drug development process is becoming 

ever more important, our results may assist pharma managers in identifying the right kind of 

outsourcing relationship for the type of environment they operate in. We hope that our work can 

begin to fill this gap and motivate other academic research focused on this growing and vibrant 

industry. 
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Appendix 

 
4.A Proofs 

 

Proof of Lemma 1: Let 𝑑 be the duration for the capable option and �̅� be the duration for the less 

capable option; 𝑑 < �̅� . Recall 𝛱𝑖,𝑗
𝑃 = 𝑅𝑖,𝑗(𝑑𝑖) − 𝑇𝑖(𝑑𝑖) = 𝑚𝑗(1 − 𝑙𝑑𝑖) − (𝐹 − 𝑓𝑑𝑖). Then, the 

difference between the pharma company’s payoffs for a project with the capable option and the 

less capable option is as follows: 

 

𝛱𝑖,𝑗
𝑃 (𝑑) −  𝛱𝑖,𝑗

𝑃 (�̅�) = 𝑚𝑗𝑙(�̅� − 𝑑) −𝑓(�̅� − 𝑑) = (𝑚𝑗𝑙 − 𝑓)(�̅� − 𝑑).  

 

Since 𝑚𝑗𝑙 > 𝑓, this difference is positive, and the pharma company prefers the more capable 

outsourcing option (resulting in a lower duration). 

 

*Note: Lemma 1 considers a project’s gross profit not factoring in the exit fee. When ℎ = 0 (i.e., 

the partnership is terminated for the pursuit of the outside option and the CRO is paid an exit fee), 

the pharma company’s payoff with the capable option is 𝛱2,𝑗
𝑃 =  𝑅2,𝑗(𝑑) − 𝑇2(𝑑) − 𝑒 = 𝑚𝑗(1 −

 𝑙𝑑) − (𝐹 − 𝑓𝑑) − 𝑒. Since 𝑒 > 0, the pharma company may or may not prefer the more capable 

outsourcing option.                    ■ 

 

Proof of Corollary 1: Since the CRO’s “A” team is the most capable outsourcing option for the 

pharma company, the corollary follows straightforwardly from Lemma 1.             ■ 

 

Proof of Proposition 1: To find the subgame perfect Nash equilibrium (SPNE), we use backward 

induction and start with the pharma company’s stage 3 decision (Figure 4.1). 

 

Recall 𝛱𝑖,𝑗
𝑃 = 𝑅𝑖,𝑗(𝑑𝑖) − 𝑇𝑖(𝑑𝑖) = 𝑚𝑗(1 − 𝑙𝑑𝑖) − (𝐹 − 𝑓𝑑𝑖). By Lemma 1, 𝛱𝑖,𝑗

𝑃  is decreasing in 

𝑑𝑖. In a transactional relationship (𝑐 = 0), if the CRO deploys its “B” team, the pharma company 

faces a payoff of 𝛱2,𝑗
𝑃 (𝑑2(𝑠𝐵, 0)) with the CRO’s “B” team or a payoff of  𝛱2,𝑗

𝑃 (𝑑𝑜)  with the
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outside option for the second project. In a strategic partnership (𝑐 = 1), if the CRO deploys its “B” 

team, the pharma company faces a payoff of 𝛱2,𝑗
𝑃 (𝑑2(𝑠𝐵, 1)) with the CRO’s “B” team or 

𝛱2,𝑗
𝑃 (𝑑𝑜) − 𝑒 with the outside option for the second project. 

 

In a transactional arrangement, by Lemma 1, when 𝑑𝑜 > 𝑑(𝑠𝐵, 0), the pharma company’s best 

response is to rehire the “B” team. Similarly, when 𝑑𝑜 < 𝑑(𝑠𝐵, 0), the pharma company’s best 

response is to employ the outside option. 

 

Under a strategic partnership, when 𝑑𝑜 > 𝑑(𝑠𝐵, 1), the pharma company’s best response is to 

maintain the relationship with the “B” team. When 𝑑𝑜 < 𝑑(𝑠𝐵, 1), although the pharma company 

would similarly rather use the more capable outside option, the exit fee may not allow for it. The 

pharma company should compare the gain in its payoff from pursing the outside option, 𝛱2,𝑗
𝑃 (𝑑𝑜) −

𝛱2,𝑗
𝑃 (𝑑2(𝑠𝐵, 1)), to the exit fee 𝑒: 

𝛱2,𝑗
𝑃 (𝑑𝑜) − 𝛱2,𝑗

𝑃 (𝑑2(𝑠𝐵, 1)) = 𝑚𝑗𝑙(𝑑2(𝑠𝐵, 1) − 𝑑𝑜) − 𝑓(𝑑2(𝑠𝐵, 1) − 𝑑𝑜) 

                      = (𝑚𝑗𝑙 − 𝑓)(𝑑2(𝑠𝐵, 1) − 𝑑𝑜)  

 

Let 𝜙𝑗 = 𝑚𝑗𝑙 − 𝑓 and 𝛿 = 𝑑2(𝑠𝐵, 𝑐) − 𝑑𝑜. The pharma company maintains the relationship if the 

gain 𝜙𝑗𝛿 is lower than 𝑒; i.e., 𝑒𝑐 > 𝜙𝑗𝛿 even when 𝑑𝑜 < 𝑑(𝑠𝐵, 1). On the other hand, the pharma 

company’s best response is to break its commitment and pursue its outside option when 𝑑𝑜 <

𝑑(𝑠𝐵, 1) and 𝑒𝑐 < 𝜙𝑗𝛿. 

 

Putting these results together, we show that when the CRO deploys its “B” team, the 

pharma company’s best response is to (a) maintain the relationship with the “B” team either if 

𝑑𝑜 >  𝑑(𝑠𝐵, 𝑐) or if 𝑑𝑜 < 𝑑(𝑠𝐵, 𝑐) and 𝑒𝑐 > 𝜙𝑗𝛿; and (b) pursue its outside option 𝑖𝑓 𝑑𝑜 <

𝑑(𝑠𝐵, 𝑐) and 𝑒𝑐 < 𝜙𝑗𝛿.                  ■ 

 

Proof of Proposition 2: Given the pharma’s stage 3 best response captured in Proposition 1, we 

now move onto the CRO’s stage 2 team deployment decision. Recall 𝛱𝑖
𝐶 = 𝐹 − 𝑓𝑑𝑖 − 𝐾𝑔 and 

𝐾𝐵 = 0. If the CRO deploys its “A” team, by Corollary 1, the pharma company’s best response is 
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to maintain the relationship resulting in a payoff for the CRO of  𝛱1
𝐶(𝑑1(𝑠𝐴, 𝑐)) + 𝛱2

𝐶(𝑑2(𝑠𝐴, 𝑐)), 

𝑐 = {0, 1}. The CRO’s team deployment choice can be one of two cases: 

 

Case 1: When 𝑑𝑜 > 𝑑(𝑠𝐵, 𝑐) or 𝑑𝑜 < 𝑑(𝑠𝐵, 𝑐)  and 𝑒𝑐 > 𝜙𝑗𝛿, if the CRO deploys its “B” team, 

by Proposition 1(a), the pharma company maintains the relationship resulting in a payoff for the 

CRO of 𝛱1
𝐶(𝑑1(𝑠𝐵, 𝑐)) + 𝛱2

𝐶(𝑑2(𝑠𝐵, 𝑐)), 𝑐 = {0, 1}. The difference in CRO payoffs from 

deploying an “A” vs. a “B” team is  

𝛱1
𝐶(𝑑1(𝑠𝐴, 𝑐)) + 𝛱2

𝐶(𝑑2(𝑠𝐴, 𝑐)) − 𝛱1
𝐶(𝑑1(𝑠𝐵, 𝑐)) + 𝛱2

𝐶(𝑑2(𝑠𝐵, 𝑐))) 

=  (2𝐹 − 𝑓(𝑑1(𝑠𝐴, 𝑐) + 𝑑2(𝑠𝐴, 𝑐)) − 2𝐾𝐴) − (2𝐹 − 𝑓(𝑑1(𝑠𝐵, 𝑐) + 𝑑2(𝑠𝐵, 𝑐))) 

              =  −2(𝐾𝐴 − 𝑓𝑠𝐴 + 𝑓𝑠𝐵). 

 

Last equality follows as 𝑑𝑖(𝑠𝑔, 𝑐) = 𝜏 − 𝑠𝑔 − 𝑤𝑐. Recall 𝛼 = 𝑓(𝑠𝐴 − 𝑠𝐵). The CRO deploys its 

“A” team when 𝛼 > 𝐾𝐴 and deploys its “B” team when 𝛼 < 𝐾𝐴. 

 

Case 2: When 𝑑𝑜 < 𝑑(𝑠𝐵, 𝑐) and 𝑒𝑐 < 𝜙𝑗𝛿, if the CRO deploys its “B” team, by Proposition 1(b), 

the pharma company pursues its outside option resulting in a payoff for the CRO of 

𝛱1
𝐶(𝑑1(𝑠𝐵, 𝑐)) + 𝑒𝑐, 𝑐 = {0, 1}. The difference in CRO payoffs from deploying an “A” vs. a “B” 

team is  

𝛱1
𝐶(𝑑1(𝑠𝐴, 𝑐)) + 𝛱2

𝐶(𝑑2(𝑠𝐴, 𝑐)) − 𝛱1
𝐶(𝑑1(𝑠𝐵, 𝑐)) + 𝑒𝑐) 

=  (2𝐹 − 𝑓(𝑑1(𝑠𝐴, 𝑐) + 𝑑2(𝑠𝐴, 𝑐)) − 2𝐾𝐴) − (𝐹 − 𝑓𝑑1(𝑠𝐵, 𝑐) + 𝑒𝑐) 

          = 𝐹 + 𝑓𝑠𝐴 − 𝑓𝑠𝐵 − 2𝐾𝐴 − 𝑓𝑑2(𝑠𝐴, 𝑐) − 𝑒𝑐 

 

Let 𝑑(𝑠𝑔, 𝑐) = 𝑑1(𝑠𝑔, 𝑐) = 𝑑2(𝑠𝑔, 𝑐). The CRO deploys its “A” team when 𝑒𝑐 < 𝐹 + 𝛼 − 2𝐾𝐴 −

𝑓𝑑(𝑠𝐴, 𝑐) and deploys its “B” team when 𝑒𝑐 > 𝐹 + 𝛼 − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 𝑐).            ■ 

 

Proof of Theorem 1: Given Proposition 1 and Proposition 2, we characterize the pharma 

company’s stage 1 decision and the SPNE of the game. There are 25 parameter combinations that 

we need to consider for the pharma company’s commitment choice in stage 1. We analyze said 

combinations under 5 cases based on the duration of the outside option and the exit fee as follows:
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Case I. Outside option not viable: When 𝑑(𝑠𝐵, 1) < 𝑑(𝑠𝐵, 0) < 𝑑𝑜, the pharma company rehires 

(keeps its commitment to) a “B” team if 𝑐 = 0 (𝑐 = 1) by Proposition 1(a). Since fines govern the 

CRO in a maintained relationship, we consider two cases for the CRO: 

 

(I.a) When 𝛼 > 𝐾𝐴, the CRO deploys an “A” team if 𝑐 = 0 or 𝑐 = 1 by Proposition 2(i). 

Recall 𝑑𝑖(𝑠𝑔, 𝑐) = 𝜏 − 𝑠𝑔 − 𝑤𝑐. By Lemma 1, 𝛱𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 1)) > 𝛱𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, both types 

of pharma company commit to the CRO (Eq. 1 in Table 4.3). 

(I.b) When 𝛼 <  𝐾𝐴, the CRO deploys a “B” team if 𝑐 = 0 or 𝑐 = 1 by Proposition 2(i). 

By Lemma 1, 𝛱𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐵, 1)) > 𝛱𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐵, 0)). Thus, both types of pharma company commit to 

the CRO (Eq. 2). 

 

Case II. Bad outside option: When 𝑑(𝑠𝐵, 1) < 𝑑𝑜 < 𝑑(𝑠𝐵, 0), the pharma company does not 

rehire a “B” team if 𝑐 = 0 by Proposition 1(b) and keeps its commitment to a “B” team if 𝑐 = 1 

by Proposition 1(a). Recall 𝑇𝑖(𝑑𝑖) = 𝐹 − 𝑓𝑑𝑖 . Note that, under insufficient fixed payments (𝐹 <

 𝑓𝑑(𝑠𝐵, 0)), the heavily penalized CRO receives a negative transfer payment and therefore will 

not engage with the pharma company. Therefore, as illustrated in Figure 4.A.1 and based on the 

conditions in Proposition 2, there are three cases for the CRO depending on the values of 𝛼 and 𝐹: 

 

Figure 4.A.1 Three regions for Case II and Case III for the CRO based on the values of 𝛼 and 𝐹 

under a bad outside option.
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(II.a) Consider the case where α > 𝐾𝐴. When 𝑐 = 1, by Proposition 2(i), the CRO deploys an “A” 

team since the pharma company maintains the relationship in stage 3. When 𝑐 = 0, by Proposition 

2(ii), the CRO deploys an “A” team if 𝐹 + α − 2𝐾𝐴 > 𝑓𝑑(𝑠𝐴, 0). Note that when 𝐹 > 𝑓𝑑(𝑠𝐵, 0), 

𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 0) > 𝑓𝑑(𝑠𝐵, 0) + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 0) = 2(α − 𝐾𝐴) > 0. Therefore, the 

CRO deploys an “A” team. By Lemma 1, Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 1)) > Π𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, both types of 

pharma company commit to the CRO (Eq. 3). 

 

(II.b) When α < 𝐾𝐴 and 𝐹 < 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − α, the CRO deploys a “B” team if 𝑐 = 0 (𝑐 = 1) 

by Proposition 2(ii) (Proposition 2(i)). By Lemma 1, Π1,𝑗
𝑃 (𝑑1(𝑠𝐵, 1)) > Π1,𝑗

𝑃 (𝑑1(𝑠𝐵, 0)) and since 

𝑑𝑜 > 𝑑(𝑠𝐵, 1), Π2,𝑗
𝑃 (𝑑2(𝑠𝐵, 1)) > Π2,𝑗

𝑃 (𝑑𝑜). Thus, both types of pharma company commit to the 

CRO (Eq. 4). 

 

(II.c) When α < 𝐾𝐴 and 𝐹 > 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼, the CRO deploys an “A” (“B”) team if 𝑐 = 0 

(𝑐 = 1) by Proposition 2(ii) (Proposition 2(i)). 

 

 Recall 𝑑𝑖(𝑠𝑔, 𝑐) = τ − 𝑠𝑔 − 𝑤𝑐. If the effectiveness of commitment is larger than the marginal 

effectiveness of the “A” team, 𝑤 > 𝑠𝐴 − 𝑠𝐵, 𝑑𝑖(𝑠𝐵, 1) < 𝑑𝑖(𝑠𝐴, 0). By Lemma 1 

Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐵, 1)) > Π𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, both types of pharma company commit to the CRO 

(Eq. 5). 

 If the effectiveness of commitment is smaller than the marginal effectiveness of the “A” team, 

𝑤 < 𝑠𝐴 − 𝑠𝐵, 𝑑𝑖(𝑠𝐵, 1) > 𝑑𝑖(𝑠𝐴, 0). By Lemma 1, Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐵, 1)) < Π𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, 

both types of pharma company do not commit to the CRO (Eq. 6).  

 

Case III. Good outside option & high exit fees: When 𝑑𝑜 < 𝑑(𝑠𝐵, 1) < 𝑑(𝑠𝐵, 0) and ϕ𝑊δ <

ϕ𝑆δ < 𝑒, the pharma company does not rehire (keeps its commitment to) a “B” team if 𝑐 = 0 (𝑐 =

1) by Proposition 1(b) (Proposition 1(a)). Similar to Case II and as illustrated in Figure 4.A.1, 

based on the conditions in Proposition 2 there are three regions for the CRO depending on the 

values of α and 𝐹:
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(III.a) Consider the case where α > 𝐾𝐴. When 𝑐 = 1, by Proposition 2(i), the CRO deploys an “A” 

team since the pharma company maintains the relationship in stage 3. When 𝑐 = 0, by Proposition 

2(ii), the CRO deploys an “A” team if 𝐹 + α − 2𝐾𝐴 > 𝑓𝑑(𝑠𝐴, 0). Note that when 𝐹 > 𝑓𝑑(𝑠𝐵, 0), 

𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 0) > 𝑓𝑑(𝑠𝐵, 0) + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 0) = 2(α − 𝐾𝐴) > 0. Therefore, the 

CRO deploys an “A” team. By Lemma 1,  Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 1)) > Π𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, both types of 

pharma company commit to the CRO (Eq. 7).  

 

(III.b) When 𝛼 < 𝐾𝐴 and 𝐹 < 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼, the CRO deploys a “B” if 𝑐 = 0 (𝑐 = 1) by 

Proposition 2(ii) (Proposition 2(i)). 

 

 Recall 𝑑𝑖(𝑠𝑔, 𝑐) = τ − 𝑠𝑔 − 𝑤𝑐. The gain from commitment in the first period is 

Π1,𝑗
𝑃 (𝑑1(𝑠𝐵, 1)) − Π1,𝑗

𝑃 (𝑑1(𝑠𝐵, 0)) = (𝑚𝑗𝑙 − 𝑓)(𝑑1(𝑠𝐵, 0) − 𝑑1(𝑠𝐵, 1)) = (𝑚𝑗𝑙 − 𝑓)𝑤. The 

loss from not going with outside option in the second period is Π2,𝑗
𝑃 (𝑑𝑜) − Π2,𝑗

𝑃 (𝑑2(𝑠𝐵, 1)) =

(𝑚𝑗𝑙 − 𝑓)(𝑑(𝑠𝐵, 1) − 𝑑𝑜). If 𝑤 > 𝑑2(𝑠𝐵, 1) − 𝑑𝑜, the gain from the first period exceeds the 

loss from the second period. Thus, both types of pharma company commit to the CRO (Eq. 8).  

 If 𝑤 < 𝑑2(𝑠𝐵, 1) − 𝑑𝑜, the gain from commitment in the first period is less than the loss from 

not going with outside option in the second period. Thus, both types of pharma company do 

not commit to the CRO (Eq. 9). 

 

(III.c) When α < 𝐾𝐴 and 𝐹 > 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼, the CRO deploys an “A” (“B”) team if 𝑐 = 0 

(𝑐 = 1) by Proposition 2(ii) (2(i)).  Since 𝑑(𝑠𝐴, 0) < 𝑑(𝑠𝐵, 1) < 𝑑𝑜, 𝑤 < 𝑠𝐴 − 𝑠𝐵 and thus 

𝑑𝑖(𝑠𝐵, 1) > 𝑑𝑖(𝑠𝐴, 0). By Lemma 1, Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐵, 1)) < Π𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, both types of pharma 

company do not commit to the CRO (Eq. 10). 

 

Case IV. Good outside option & moderate exit fees: When 𝑑𝑜 < 𝑑(𝑠𝐵, 1) < 𝑑(𝑠𝐵, 0) and 

ϕ𝑊δ < 𝑒 < ϕ𝑆δ, both types of pharma company will not rehire a “B” team if 𝑐 = 0 by Proposition 

1(b), the weak type keeps its commitment to the “B” team if 𝑐 = 1 by Proposition 1(a), and the 

strong type breaks its commitment to the “B” team if 𝑐 = 1 by Proposition 1(b). As illustrated in 

Figure 4.A.2, there are six cases for the CRO based on the values of α, 𝐹, and 𝑒:



4.A Proofs  187 

 

 

 

Figure 4.A.2 Six cases for the CRO based on the values of α, F and e under a good outside option 

and moderate exit fee.  

 

(IV.a) When 𝐹 > 𝑓𝑑(𝑠𝐵, 0), 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 0) > 𝑓𝑑(𝑠𝐵, 0) + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 0) =

2(α − 𝐾𝐴). Then, when α > 𝐾𝐴, 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 0) > 0. If, in addition, 𝑒 < 𝐹 + α −

2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the CRO deploys an “A” team if 𝑐 = 0 by Proposition 2(ii), if 𝑐 = 1 and 𝑗 = 𝑊 

by Proposition 2(i), and if 𝑐 = 1 and 𝑗 = 𝑆 by Proposition 2(ii). By Lemma 1, Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 1)) >

Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, both types of pharma company commit to the CRO (Eq. 11). 

 

(IV.b)  When α > 𝐾𝐴 and 𝑒 > 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the CRO deploys an “A” team if 𝑐 = 0 

by Proposition 2(ii) (as 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 0) > 0), and if 𝑐 = 1 and 𝑗 = 𝑊 by Proposition 

2(i) but deploys a “B” team if 𝑐 = 1 and 𝑗 = 𝑆 by Proposition 2(ii). By Lemma 1, 

Π𝑖,𝑊
𝑃 (𝑑𝑖(𝑠𝐴, 1)) > Π𝑖,𝑊

𝑃 (𝑑𝑖(𝑠𝐴, 0)) and the weak type commits to the CRO. Since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 

and 𝑑𝑜 < 𝑑(𝑠𝐵, 1), it must be that 𝑤 < 𝑠𝐴 − 𝑠𝐵 (i.e., the effectiveness of commitment is less than 

the marginal effectiveness of the “A” team). Since 𝑑𝑖(𝑠𝐵, 1) > 𝑑𝑖(𝑠𝐴, 0) and by Lemma 1, 

Π1,𝑆
𝑃 (𝑑1(𝑠𝐵, 1)) < Π1,𝑆

𝑃 (𝑑1(𝑠𝐴, 0)). As 𝑑(𝑠𝐴, 0) < 𝑑𝑜 and by Lemma 1, Π2,𝑆
𝑃 (𝑑𝑜) <

Π2,𝑆
𝑃 (𝑑2(𝑠𝐴, 0)). Thus, the strong type does not commit to the CRO (Eq. 12).
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(IV.c) When α < 𝐾𝐴, 𝐹 > 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − α and 𝑒 > 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the CRO 

deploys an “A” team if 𝑐 = 0 by Proposition 2(ii), but deploys a “B” team if 𝑐 = 1 and 𝑗 = 𝑊 by 

Proposition 2(i), and if 𝑐 = 1 and 𝑗 = 𝑆 by Proposition 2(ii). Since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 and 𝑑𝑜 <

𝑑(𝑠𝐵, 1), it must be that 𝑤 < 𝑠𝐴 − 𝑠𝐵. Since 𝑑𝑖(𝑠𝐵, 1) > 𝑑𝑖(𝑠𝐴, 0) and by Lemma 1, 

Π𝑖,𝑊
𝑃 (𝑑𝑖(𝑠𝐵, 1)) < Π𝑖,𝑊

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, the weak type does not commit. Similarly, 

Π1,𝑆
𝑃 (𝑑1(𝑠𝐵, 1)) < Π1,𝑆

𝑃 (𝑑1(𝑠𝐴, 0)) and since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 and by Lemma 1, Π2,𝑆
𝑃 (𝑑𝑜) <

Π2,𝑆
𝑃 (𝑑2(𝑠𝐴, 0)). Thus, the strong type also does not commit to the CRO (Eq. 13). 

 

(IV.d) When α < 𝐾𝐴,  𝐹 > 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼 and 𝑒 < 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the CRO 

deploys an “A” team if 𝑐 = 0 by Proposition 2(ii), if 𝑐 = 1 and 𝑗 = 𝑆 by Proposition 2(ii) but 

deploys a “B” team if 𝑐 = 1 and 𝑗 = 𝑊 by Proposition 2(i). Since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 and 𝑑𝑜 <

𝑑(𝑠𝐵, 1), it must be that 𝑤 < 𝑠𝐴 − 𝑠𝐵. Since 𝑑𝑖(𝑠𝐵, 1) > 𝑑𝑖(𝑠𝐴, 0) and by Lemma 1, 

Π𝑖,𝑊
𝑃 (𝑑𝑖(𝑠𝐵, 1)) < Π𝑖,𝑊

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, the weak type does not commit to the CRO. By Lemma 

1, Π𝑖,𝑆
𝑃 (𝑑𝑖(𝑠𝐴, 1)) > Π𝑖,𝑆

𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, the strong type commits to the CRO (Eq. 14). 

 

(IV.e) When α < KA, 𝐹 < 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼 and 𝑒 < 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the CRO 

deploys a “B” team if 𝑐 = 0 by Proposition 2(ii), and if 𝑐 = 1 and 𝑗 = 𝑊 by Proposition 2(i), but 

deploys an “A” team if 𝑐 = 1 and 𝑗 = 𝑆 by Proposition 2(ii). Recall 𝑤 > 0 and 𝑠𝐴 > 𝑠𝐵. Then, 

𝑑1(𝑠𝐴, 1) < 𝑑1(𝑠𝐵, 0) and by Lemma 1, Π1,𝑆
𝑃 (𝑑1(𝑠𝐴, 1)) > Π1,𝑆

𝑃 (𝑑1(𝑠𝐵, 0)). Since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 , 

by Lemma 1, Π2,𝑆
𝑃 (𝑑2(𝑠𝐴, 1)) > Π2,𝑆

𝑃 (𝑑𝑜). Thus, the strong type commits to the CRO. 

 

For the weak type, using arguments similar to the ones in the proof of Case III, we can show that  

  if 𝑤 > 𝑑2(𝑠𝐵, 1) − 𝑑𝑜, the gain from the first period for the weak type exceeds the loss from 

not going with outside option in second period. Thus, the weak type commits to the CRO (Eq. 

15).   

  if 𝑤 < 𝑑2(𝑠𝐵, 1) − 𝑑𝑜, the gain from the first period for the weak type is less than the loss 

from not going with outside option in second period. Thus, the weak type does not commit to 

the CRO (Eq. 16). 
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(IV.f) When α < 𝐾𝐴, 𝐹 < 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼 and 𝑒 > 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the CRO 

deploys a “B” team if 𝑐 = 0 by Proposition 2(ii), if 𝑐 = 1 and 𝑗 = 𝑊 by Proposition 2(i), and if 

𝑐 = 1 and 𝑗 = 𝑆 by Proposition 2(ii).  

 

 The gain from commitment in the first period is Π1,𝑗
𝑃 (𝑑1(𝑠𝐵, 1)) − Π1,𝑗

𝑃 (𝑑1(𝑠𝐵, 0)) =

(𝑚𝑗𝑙 − 𝑓)𝑤. The cost of commitment for the strong type in the second period is 𝑒. If 

(𝑚𝑆𝑙 − 𝑓)𝑤 > 𝑒, the gain exceeds the exit fee and thus the strong commits to the CRO. The 

loss for the weak type from not going with outside option in the second period is Π2,𝑊
𝑃 (𝑑𝑜) −

Π2,𝑊
𝑃 (𝑑2(𝑠𝐵, 1)) = (𝑚𝑊𝑙 − 𝑓)(𝑑(𝑠𝐵, 1) − 𝑑𝑜). If 𝑤 > 𝑑2(𝑠𝐵, 1) − 𝑑𝑜, the gain from the first 

period exceeds the loss. Thus, the weak type also commits to the CRO (Eq. 17). 

  

  If instead 𝑤 < 𝑑2(𝑠𝐵, 1) − 𝑑𝑜 and (𝑚𝑆𝑙 − 𝑓)𝑤 > 𝑒, the gain in the first period is less than 

the loss in second period. Thus, the weak type does not commit to the CRO (Eq. 18).  

 

  If 𝑤 < 𝑑2(𝑠𝐵, 1) − 𝑑𝑜 and 𝑤(𝑚𝑆𝑙 − 𝑓) < 𝑒, the gain from commitment for the strong type in 

the first period is less than the exit fee. Thus, the strong type also does not commit to the CRO 

(Eq. 19). 

 

Case V. Good outside option & low exit fees: When 𝑑𝑜 < 𝑑(𝑠𝐵, 1) < 𝑑(𝑠𝐵, 0) and 𝑒 < ϕ𝑊δ <

ϕ𝑆δ, the pharma company does not rehire (breaks its commitment to) a “B” team if 𝑐 = 0 (𝑐 = 1) 

by Proposition 1(b). As illustrated in Figure 4.A.3, there are four cases for the CRO based on the 

values of α, 𝐹, and 𝑒:
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Figure 4.A.1: Four cases for the CRO based on the values of 𝛼, 𝐹 and 𝑒 under a good outside 

option and low exit fee. 

 

(V.a) When 𝐹 > max{ 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − α, 𝑓𝑑(𝑠𝐵, 0)} and 𝑒 < 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the 

CRO deploys an “A” team if 𝑐 = 0 or c = 1 by Proposition 2(ii). By Lemma 1, Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 1)) >

Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 0)). Thus, both types of pharma company commit to the CRO (Eq. 20). 

 

(V.b) When 𝐹 > max{ 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − α, 𝑓𝑑(𝑠𝐵, 0)} and 𝑒 > 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the 

CRO deploys an “A” team (“B” team) if 𝑐 = 0 (𝑐 = 1) by Proposition 2(ii). Since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 

and 𝑑𝑜 < 𝑑(𝑠𝐵, 1), it must be that 𝑤 < 𝑠𝐴 − 𝑠𝐵. As 𝑑𝑖(𝑠𝐵, 1) > 𝑑𝑖(𝑠𝐴, 0) and by Lemma 1, 

Π1,𝑗
𝑃 (𝑑1(𝑠𝐵, 1)) < Π1,𝑗

𝑃 (𝑑1(𝑠𝐴, 0)). As 𝑑(𝑠𝐴, 0) < 𝑑𝑜 and by Lemma 1, Π2,𝑗
𝑃 (𝑑𝑜) <

Π2,𝑗
𝑃 (𝑑2(𝑠𝐴, 0)). Thus, both types of pharma company do not commit to the CRO (Eq. 21). 

 

(V.c) When α < 𝐾𝐴, 𝐹 < 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − 𝛼 and 𝑒 < 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the CRO 

deploys a “B” team (“A” team) if 𝑐 = 0 (𝑐 = 1) by Proposition 2(ii). Since 𝑤 + 𝑠𝐴 > 𝑠𝐵, 

𝑑1(𝑠𝐴, 1) < 𝑑1(𝑠𝐵, 0) and by Lemma 1, Π1,𝑗
𝑃 (𝑑1(𝑠𝐴, 1)) > Π1,𝑗

𝑃 (𝑑1(𝑠𝐵, 0)). Since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 

and by Lemma 1, Π2,𝑗
𝑃 (𝑑2(𝑠𝐴, 1)) > Π2,𝑗

𝑃 (𝑑𝑜). Thus, both types commit to the CRO (Eq. 22). 
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(V.d) When α < 𝐾𝐴, 𝐹 < 2𝐾𝐴 + 𝑓𝑑(𝑠𝐴, 0) − α and 𝑒 > 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1), the CRO 

deploys a “B” team if 𝑐 = 0 or 𝑐 = 1 by Proposition 2(ii). Using arguments similar to the ones in 

the proof of Case III, we can show that  

 

  if 𝑤(𝑚𝑊𝑙 − 𝑓) > 𝑒, the gain from commitment in the first period exceeds the exit fee and 

both types commit to the CRO (Eq. 23).  

 

  if 𝑤(𝑚𝑊𝑙 − 𝑓) < 𝑒 < 𝑤(𝑚𝑆𝑙 − 𝑓), the gain from commitment exceeds the exit fee only for 

the strong type and thus only the strong type commits to the CRO (Eq. 24).  

 

 if 𝑤(𝑚𝑆𝑙 − 𝑓) < 𝑒, the gain from commitment in the first period is less than the exit fee and 

both types do not commit to the CRO (Eq. 25).                       ■ 

 

Proof of Theorem 2: Theorem 2 states that in the environments characterized by Eq. 22 for both 

pharma company types and Eq. 15, 16 for the strong type (Theorem 1) result in (i) the highest 

reduction in duration, reducing the duration of both projects (𝑑1(𝑠𝐴, 1) < 𝑑1(𝑠𝐵, 0) and 

𝑑2(𝑠𝐴, 1) < 𝑑𝑜, (ii) the largest total gain in payoffs for the pharma company, and (iii) a higher 

payoff for the CRO.  

 

(i) We first group the SPNE of Table 4.3 when commitment is preferred into 6 cases as displayed 

in Table 4.A.1. The grouping puts together cases with the same outcome and players' best 

responses.  

 

To prove the result regarding the greatest duration reduction, we evaluate and compare the 

total reduction in duration for each case where commitment is preferred to no commitment (Table 

4.A.1). Consider Case 1. In these equilibria, the choice to offer commitment results in a reduction 

of 𝑑𝑖(𝑠𝐴, 0) − 𝑑𝑖(𝑠𝐴, 1) = (𝜏 − 𝑠𝐴) − (𝜏 − 𝑠𝐴 − 𝑤) = 𝑤 for project 𝑖, resulting in a total reduction 

of 2𝑤. In the same manner, the total reduction in duration can be evaluated for Cases 2–6.
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Table 4.A.1: Durations when commitment is preferred. 

 

  

It is easy to show that the total reduction in duration in Case 2 is the greatest. The expression in 

Table 4.A.1 for Case 2 can be re–written as 2𝑤 − τ + 𝑑𝑜 + 𝑠𝐴 + (𝑠𝐴 − 𝑠𝐵). Given 𝑤 > 0, τ −

𝑠𝐴 < 𝑑𝑜 (Lemma 1) and 𝑠𝐴 > 𝑠𝐵, 2𝑤 > 0, −τ + 𝑑𝑜 + 𝑠𝐴 > 0 and 𝑠𝐴 − 𝑠𝐵 > 0. It is clear to see 

that Case 2 results in a higher duration reduction than Cases 1, 3 and 6. Since −2𝑠𝐴 + 2𝑠𝐵 < 0, 

Case 4 results in a smaller total reduction in duration than Case 2. Comparing Case 2 to Case 5, 

we see that 2𝑠𝐴 − 𝑠𝐵 > 𝑠𝐵 since 𝑠𝐴 > 𝑠𝐵 meaning 2𝑤 − τ + 𝑑𝑜 + 2𝑠𝐴 − 𝑠𝐵 > 2𝑤 − τ + 𝑑𝑜 + 𝑠𝐵. 

 

(ii) Table 4.A.2 uses the same grouping as Table 4.A.1 but compares the pharma company's 

payoffs rather than project duration.  

 

To prove the result regarding the largest gain in payoffs for the pharma company, we 

evaluate and compare the total gain in payoffs for each outcome where commitment is preferred 

to no commitment (Table 4.A.2).  Again, consider Case 1. The choice to offer commitment results 

in a gain of 

Π𝑖,𝑗
𝑃 (𝑠𝐴, 𝑐) − Π𝑖,𝑗

𝑃 (𝑠𝐴)

= [𝑚𝑗(1 − 𝑙𝑑𝑖(𝑠𝐴, 𝑐)) − (𝐹 − 𝑓𝑑𝑖(𝑠𝐴, 𝑐))]

− [𝑚𝑗(1 − 𝑙𝑑𝑖(𝑠𝐴)) − (𝐹 − 𝑓𝑑𝑖(𝑠𝐴))] 

               =   −𝑤(𝑓 − 𝑚𝑗𝑙) 

 

for project 𝑖, resulting in a total gain of −2𝑤(𝑓 − 𝑚𝑗𝑙). In the same manner, the total gain in 

payoffs can be evaluated for Cases 2–6.   
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Table 4.A.2: Pharmaceutical company payoff when commitment is preferred. 

 

We can demonstrate that the pharma company makes the largest total gain in Case 2 equilibria. By 

Lemma 1, 𝑓 < 𝑚𝑗𝑙. Consistent with the rationale for the highest duration reduction (above), it 

follows that the gain in Case 2 is greater than that of Case 1 and Case 3 if τ < 𝑑𝑜 + 2𝑠𝐴 − 𝑠𝐵. This 

holds since τ − 𝑠𝐴 < 𝑑𝑜 and 𝑠𝐴 > 𝑠𝐵. Since −2𝑠𝐴 + 2𝑠𝐵 < 0, Case 4 results in a smaller total gain 

than Case 2. Case 5 also results in a smaller total gain than Case 2 since 𝑠𝐴 > 𝑠𝐵 (meaning 2𝑠𝐴 −

𝑠𝐵 > 𝑠𝐵). Finally, Case 6 results in a larger gain than Case 2 (−𝑒 − 𝑤(𝑓 − 𝑚𝑗𝑙) >

((𝑓 − 𝑚𝑗𝑙)(2𝑤 − τ + 𝑑𝑜 + 2𝑠𝐴 − 𝑠𝐵))) when 𝑒 < (𝑓 − 𝑚𝑗𝑙)(𝑤 − τ + 𝑑𝑜 + 2𝑠𝐴 − 𝑆𝐵). 

However, since 𝑓 − 𝑚𝑗𝑙 < 0 and 𝑒 > 0, the expression 2𝑤 − τ + 𝑑𝑜 + 2𝑠𝐴 − 𝑠𝐵 must be positive. 

This cannot hold since τ − 𝑠𝐴 − 𝑤 < 𝑑𝑜 (Lemma 1). Therefore, 𝑒 > (𝑓 − 𝑚𝑗𝑙)(𝑤 − τ + 𝑑𝑜 +

2𝑠𝐴 − 𝑆𝐵) and Case 2 results in a larger gain than Case 6.  

 

(iii) To prove the result regarding a higher payoff for the CRO under commitment for the 

environment characterized by Eq. 22 for both pharma company types and Eq. 15, 16 for the strong 

type, we compare the total CRO payoff under 𝑐 = 1 (Π1
𝐶(𝑑1(𝑠𝐴, 1) + Π2

𝐶(𝑑2(𝑠𝐴, 1)) and total 

CRO payoff under 𝑐 = 0 (Π1
𝐶(𝑆𝐵, 0)). It is easy to show that Π1

𝐶(𝑑1(𝑠𝐴, 1) + Π2
𝐶(𝑑2(𝑠𝐴, 1) <

Π1
𝐶(𝑆𝐵, 0) cannot hold. The expression reduces to 𝐹 < 2𝐾𝐴 − 2𝑓𝑤 + 𝑓τ − 2𝑓𝑠𝐴 + 𝑓𝑠𝐵. However, 

the aforementioned equilibria only occur when 𝑒 < 𝐹 − 2𝐾𝐴 + 𝑓𝑤 − 𝑓τ + 2𝑓𝑠𝐴 − 𝑓𝑠𝐵. Since 

𝑒 > 0, 𝐹 > 2𝐾𝐴 − 2𝑓𝑤 + 𝑓τ − 2𝑓𝑠𝐴 + 𝑓𝑠𝐵.                  ■ 

 

Proof of Proposition 3:  When 𝑑𝑜 < 𝑑(𝑠𝐵, 1) and ϕ𝑊δ < 𝑒 < ϕ𝑆δ, the weak type pharma 

company's best response in the third stage is to honor its commitment to the “B” team when 𝑐 =

1, while the strong type pharma company's is to break it.  If the CRO deploys its “A” team, then 

both types of pharma company will choose to continue the strategic partnership.  
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If the CRO deploys its “A” team, the CRO earns a payoff of 

 

𝑨 = Π1
𝐶(𝑑1(𝑠𝐴, 1)) + Π2

𝐶(𝑑2(𝑠𝐴, 1)) = 2𝐹 − 2𝑓(τ − 𝑠𝐴 − ω) − 2𝐾𝐴. 

 

Instead, if the CRO deploys its “B” team, it earns a payoff of  

 

𝑩𝑺 = Π1
𝐶(𝑑1(𝑠𝐵, 1)) + 𝑒 = 𝐹 − 𝑓(τ − 𝑠𝐵 − ω) + 𝑒, 

 

with a chance of 𝑏 and a payoff of  

 

𝑩𝑾 = Π1
𝐶(𝑑1(𝑠𝐵, 1)) + Π2

𝐶(𝑑2(𝑠𝐵, 1)) =  2𝐹 − 2 𝑓(τ − 𝑠𝐵 − ω)), 

 

with a chance of 1 − 𝑏.  

 

Let ΠA
C = 𝐀 and 𝛱𝐵

𝐶 = 𝑏𝑩𝑺 + (1 − 𝑏)𝑩𝑾. Then,  

 

𝛱𝐴
𝐶 − 𝛱𝐵

𝐶 = 𝑨 − 𝑏𝑩𝑺 − (1 − 𝑏)𝑩𝑾 = 𝑏(𝑨 − 𝑩𝑺) + (1 − 𝑏)(𝑨 − 𝑩𝑾) 

 

Let �̅� be the 𝑏 value for which 𝛱𝐴
𝐶 − 𝛱𝐵

𝐶 = 0: 

 

�̅� =
𝑩𝑾 − 𝑨

𝑩𝑾 − 𝑩𝑺
=

Π1
𝐶(𝑑1(𝑠𝐵, 1)) + Π2

𝐶(𝑑2(𝑠𝐵, 1)) − Π1
𝐶(𝑑1(𝑠𝐴, 1)) + Π2

𝐶(𝑑2(𝑠𝐴, 1))

Π2
𝐶(𝑑2(𝑠𝐵, 1)) − 𝑒

 

 

Recall α = 𝑓(𝑠𝐴 − 𝑠𝐵). Note that 𝑨 − 𝑩𝑾 = 2𝛼 − 2𝐾𝐴 and 𝑨 − 𝑩𝑺 = 𝐹 + 𝛼 − 𝑓𝑑(𝑠𝐴, 1) −

2𝐾𝐴 − 𝑒.  If α > 𝐾𝐴, 𝑨 > 𝑩𝑾 and if 𝛼 < 𝐾𝐴, 𝑨 < 𝑩𝑾. Similarly, if 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1) >

𝑒, 𝑨 > 𝑩𝑺 and if 𝐹 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1) < 𝑒, 𝑨 < 𝑩𝑺.Using these relations, the table below 

compares the CRO's payoffs with an “A” vs. “B” team deployment. 
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The CRO deploys an “A” team when 𝛱𝐴
𝐶 > 𝛱𝐵

𝐶, and deploys a “B” team when 𝛱𝐴
𝐶 < 𝛱𝐵

𝐶.             ■ 

 

Proof of Theorem 3:  Recall, in comparing the full information and asymmetric information 

model, we limit our discussion to four environments (characterized by Eq. 12, 14–16 in Table 4.3); 

the environments in which transparency results in different outcomes and payoffs for the CRO and 

pharma company. In this theorem, we consider the settings − low fine (α < 𝐾𝐴) and low exit fee 

(𝑒 + 𝑓𝑑(𝑠𝐴, 1) < 𝐹 + α − 2𝐾𝐴) − under which Eq. 14–16 are the SPNE. 

 

When 𝑑𝑜 < 𝑑(𝑠𝐵, 1) < 𝑑(𝑠𝐵, 0) and ϕ𝑊δ < 𝑒 < ϕ𝑆δ, both types of pharma company do not 

rehire a “B” team if 𝑐 = 0 by Proposition 1(b), the weak type keeps its commitment to the “B” 

team if 𝑐 = 1 by Proposition 1(a), and the strong type breaks its commitment to the “B” team if 

𝑐 = 1 by Proposition 1(b). That is, the strong type and weak type differ in their third stage actions 

under commitment. Consider three environments further characterized by a low fine (α < 𝐾𝐴), low 

exit fee (𝑒 + 𝑓𝑑(𝑠𝐴, 1) < 𝐹 + α − 2𝐾𝐴), and  

 

  a high fixed payment (𝑓𝑑(𝑠𝐴, 0) < 𝐹 + α − 2𝐾𝐴) (Environment 1), 

  a low fixed payment (𝐹 + α − 2𝐾𝐴 < 𝑓𝑑(𝑠𝐴, 0)) and a high effectiveness of commitment 

(𝑤 > 𝑑2(𝑠𝐵, 1) − 𝑑𝑜$) (Environment 2), and  

  a low fixed payment (𝐹 + α − 2𝐾𝐴 < 𝑓𝑑(𝑠𝐴, 0)) and low effectiveness of commitment (𝑤 <

𝑑2(𝑠𝐵, 1) − 𝑑𝑜) (Environment 3).  

 

Environment 1: We know that in all three environments the weak (strong) type keeps (breaks) its 

commitment to the “B” team if 𝑐 = 1 and both types will not rehire a “B” team if 𝑐 = 0. To find
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the PBE, we consider the CRO's best response in this environment. Under a high fixed payment, 

the CRO deploys an “A” team when 𝑐 = 0 by Proposition 2(ii). There are two cases for the CRO 

when 𝑐 = 1: 

 

  If 0 < 𝑏 ≤ �̅�, the CRO deploys a “B” team (Proposition 3). Since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 and 𝑑𝑜 <

𝑑(𝑠𝐵, 1), 𝑤 < 𝑠𝐴 − 𝑠𝐵. Since 𝑑𝑖(𝑠𝐵, 1) > 𝑑𝑖(𝑠𝐴, 0) and by Lemma 1, the weak (strong) type 

does not commit to the CRO as Π𝑖,𝑊
𝑃 (𝑑𝑖(𝑠𝐵, 1)) > Π𝑖,𝑊

𝑃 (𝑑𝑖(𝑠𝐴, 0)) (Π1,𝑆
𝑃 (𝑑1(𝑠𝐵, 1)) +

Π2,𝑆
𝑃 (𝑑𝑜) < Π1,𝑆

𝑃 (𝑑1(𝑠𝐴, 0)) + Π2,𝑆
𝑃 (𝑑2(𝑠𝐴, 0))). 

  If �̅� < 𝑏 ≤ 1, the CRO deploys an “A” team (Proposition 3). By Lemma 1, both types of 

pharma company commit to the CRO since Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 1)) > Π𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐴, 0)).  

 

Table 4.A.3 Comparison of the SPNE and PBE in Environment 1. 

 

 

Comparing the pharma's payoffs under full information and asymmetric information (Table 

4.A.3): 

  when 0 < 𝑏 ≤ �̅�, the weak type is no better off offering transparency to the CRO whereas the 

strong type is better off (by Lemma 1).  

  when �̅� < 𝑏 ≤ 1, weak type is worse off offering transparency to the CRO (by Lemma 1) 

whereas the strong type is no worse off.  

 

Environment 2: Under a low fixed payment, the CRO deploys a “B” team when 𝑐 = 0 by 

Proposition 2(ii). There are two cases for the CRO when 𝑐 = 1: 

 

  If 0 < 𝑏 ≤ �̅�, the CRO deploys a “B” team (Proposition 3). Recall δ = 𝑑(𝑠𝐵, 1) − 𝑑𝑜 and 

ϕ𝑆 = 𝑚𝑆𝑙 − 𝑓. Since 𝑒 < ϕ𝑆δ and 𝑤 > δ, 𝑒 < 𝑤ϕ𝑆. Thus, the strong type commits to the 

CRO since Π1,𝑆
𝑃 (𝑑1(𝑠𝐵, 1)) + Π2,𝑆

𝑃 (𝑑𝑜) > Π1,𝑆
𝑃 (𝑑1(𝑠𝐵, 0)) + Π2,𝑆

𝑃 (𝑑𝑜). Since 𝑤 > δ, i.e., 
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under a high effectiveness of commitment, the weak type also commits to the CRO as 

Π1,𝑊
𝑃 (𝑑1(𝑠𝐵, 1)) + Π2,𝑊

𝑃 (𝑑2(𝑠𝐵, 1)) > Π1,𝑊
𝑃 (𝑑1(𝑠𝐵, 0)) + Π2,𝑊

𝑃 (𝑑𝑜).  

  If �̅� < 𝑏 ≤ 1, the CRO deploys an “A” team (Proposition 3). Since 𝑤 + 𝑠𝐴 > 𝑠𝐵, 𝑑1(𝑠𝐴, 1) <

𝑑1(𝑠𝐵, 0). In addition, since 𝑑𝑖(𝑠𝐴, 0) < 𝑑𝑜 and by Lemma 1, both types commit to the CRO 

as Π1,𝑗
𝑃 (𝑑1(𝑠𝐴, 1)) > Π1,𝑗

𝑃 (𝑑1(𝑠𝐵, 0)) and Π2,𝑗
𝑃 (𝑑2(𝑠𝐴, 1)) > Π2,𝑗

𝑃 (𝑑1(𝑠𝐵, 0)). 

 

Table 4.A.4 Comparison of the SPNE and PBE in Environment 2. 

 

 

Recall 𝑠𝐴 > 𝑠𝐵 and 𝑑(𝑠𝐴, 0) < 𝑑𝑜. Comparing the pharma company's payoff under full 

information to its payoff under asymmetric information (Table 4.A.4): 

  when 0 < 𝑏 ≤ �̅�, the weak type is no better off offering transparency to the CRO whereas the 

strong type is better off (by Lemma 1).  

  when �̅� < 𝑏 ≤ 1, weak type is worse off offering transparency to the CRO (by Lemma 1) 

whereas the strong type is no worse off. 

 

Environment 3: Again, under low a low fixed payment, the CRO deploys a “B” team when 𝑐 = 0 

by Proposition 2(ii). There are two cases for the CRO when 𝑐 = 1: 

 

  If 0 < 𝑏 ≤ �̅�,  the CRO deploys a “B” team (Proposition 3).  Recall δ = 𝑑(𝑠𝐵, 1) − 𝑑𝑜 and 

ϕ𝑆 = 𝑚𝑆𝑙 − 𝑓. Since 𝑒 < ϕ𝑆δ and 𝑤 < δ, 𝑒 > 𝑤ϕ𝑆. Thus, the strong type does not commit 

to the CRO since Π1,𝑆
𝑃 (𝑑1(𝑠𝐵, 1)) + Π2,𝑆

𝑃 (𝑑𝑜) < Π1,𝑆
𝑃 (𝑑1(𝑠𝐵, 0)) + Π2,𝑆

𝑃 (𝑑𝑜). Since 𝑤 < δ, 

i.e., under a low effectiveness of commitment, the weak type also does not commit to the CRO 

as Π1,𝑊
𝑃 (𝑑1(𝑠𝐵, 1)) + Π2,𝑊

𝑃 (𝑑2(𝑠𝐵, 1)) < Π1,𝑊
𝑃 (𝑑1(𝑠𝐵, 0)) + Π2,𝑊

𝑃 (𝑑𝑜).  

  If �̅� < 𝑏 ≤ 1, the CRO deploys an “A” team (Proposition 3). Since 𝑤 + 𝑠𝐴 > 𝑠𝐵, 𝑑1(𝑠𝐴, 1) <

𝑑1(𝑠𝐵, 0). In addition, since 𝑑𝑖(𝑠𝐴, 0) < 𝑑𝑜 and by Lemma 1, both types commit to the CRO 

since Π1,𝑗
𝑃 (𝑑1(𝑠𝐴, 1)) > Π1,𝑗

𝑃 (𝑑1(𝑠𝐵, 0)) and Π2,𝑗
𝑃 (𝑑2(𝑠𝐴, 1)) > Π2,𝑗

𝑃 (𝑑𝑜). 
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Table 4.A.5 Comparison of the SPNE and PBE in Environment 3. 

 

 

Recall 𝑑(𝑠𝐴, 0) < 𝑑𝑜 and 𝑠𝐴 > 𝑠𝐵. Comparing the pharma company's payoff under full 

information to its payoff under asymmetric information (Table 4.A.5): 

  when 0 < 𝑏 ≤ �̅�, the weak type is no better off offering transparency to the CRO whereas the 

strong type is better off (by Lemma 1).  

  when �̅� < 𝑏 ≤ 1, weak type is worse off offering transparency to the CRO (by Lemma 1) 

whereas the strong type is no worse off.  

Combining the results in the three environments, we prove the theorem.             ■ 

 

Proof of Theorem 4: As mentioned in the proof of Theorem 3, in comparing the full information 

and asymmetric information model, we limit our discussion to four environments (characterized 

by Eq. 12, 14–16 in Table 4.3); the final of which (Eq. 12) will now be discussed. 

 

When 𝑑𝑜 < 𝑑(𝑠𝐵, 1) < 𝑑(𝑠𝐵, 0) and ϕ𝑊δ < 𝑒 < ϕ𝑆δ, both types of pharma company do not 

rehire a “B” team if 𝑐 = 0 by Proposition 1(b), the weak type keeps its commitment to the “B” 

team if 𝑐 = 1 by Proposition 1(a), and the strong type breaks its commitment to the “B” team if 

𝑐 = 1 by Proposition 1(b). That is, the weak type and strong type differ in their third stage actions 

under commitment. Consider the environment further characterized by a high fine (α > 𝐾𝐴) and a 

high exit fee (𝑒 > 𝑓 + α − 2𝐾𝐴 − 𝑓𝑑(𝑠𝐴, 1)). 

 

To find the PBE, we consider the CRO's best response in this environment. Under a high fixed 

payment, the CRO deploys an “A” team if 𝑐 = 0 by Proposition 1(b). There are two cases for the 

CRO when 𝑐 = 1: 
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  If 0 < 𝑏 ≤ �̅�, the CRO deploys an “A” team (Proposition 3). By Lemma 1, both types commit 

to the CRO since Π𝑖,𝑗
𝑃 (𝑑𝑖(𝑠𝐴, 1)) > Π𝑖,𝑗

𝑃 (𝑑𝑖(𝑠𝐴, 0).  

  If �̅� < 𝑏 ≤ 1, the CRO deploys a “B” team (Proposition 3). Since 𝑑(𝑠𝐴, 0) < 𝑑𝑜 and 𝑑𝑜 <

𝑑(𝑠𝐵, 1), 𝑤 < 𝑠𝐴 − 𝑠𝐵. Thus, the weak type does not commit to the CRO as Π𝑖,𝑊
𝑃 (𝑑𝑖(𝑠𝐵, 1)) <

Π𝑖,𝑊
𝑃 (𝑑𝑖(𝑠𝐴, 0)) and the strong type also does not commit to the CRO as Π1,𝑆

𝑃 (𝑑1(𝑠𝐵, 1)) <

Π1,𝑆
𝑃 (𝑑1(𝑠𝐴, 0)) and Π2,𝑆

𝑃 (𝑑𝑜) < Π2,𝑆
𝑃 (𝑑2(𝑠𝐴, 0)).  

 

Table 4.A.6 Comparison of the SPNE and PBE. 

 

 

The result in the theorem follows by comparing the pharma company's payoff under full 

information to its payoff under asymmetric information (Table 4.A.6): 

  when 0 < 𝑏 ≤ �̅�, the weak type is no better off offering transparency to the CRO whereas the 

strong type is worse off (by Lemma 1).  

  when �̅� < 𝑏 ≤ 1, the weak type is better off offering transparency to the CRO (by Lemma 1) 

whereas the strong type is no worse off.                 ■ 
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This essay is based on the paper: Betcheva, L., J.Y. Kim, F. Erhun, N. Oraiopoulos, and K. Getz. 2023. Applying 

Systems Thinking to Inform Decentralized Clinical Trial Planning and Deployment. Therapeutic Innovation & 

Regulatory Science, 57:1081–1098. 

Chapter 5 

 

Applying Systems Thinking to Inform 

Decentralized Clinical Trial Planning and 

Deployment  

 
5.1 Introduction 

 
There are many hurdles to overcome when identifying, enrolling, and retaining study participants 

in clinical research. These hurdles are associated with numerous factors, including patient access 

and willingness to participate; protocol demands and eligibility constraints; and physician 

willingness to refer and facilitate participation.  Although 85% of people are willing to participate 

in clinical trials, for example, only a fraction do (CISCRP 2019). It has been estimated that less 

than 10% of eligible adult cancer patients participate in clinical trials (Unger et al. 2019). In a 

typical phase III clinical trial, more than one–third (37%) of clinical research sites under-enroll, 

and 11% fail to enroll even a single participant (Chaudhari et al. 2020). Moreover, due to dropout 

rates – on average estimated as high as 30% (Alexander 2013) – participant retention can 

compromise study results and carry significant financial consequences. In fact, the average cost 

per patient has risen by 70% in the past three years (Sonnenberg 2019). Further, recruitment and 

retention problems can delay clinical trial completion, costing sponsors up to $8 million daily 

(Hargreaves, 2016) in lost drug sales.  

 

In conventional clinical trials, participants visit investigational sites, often located in large medical 

facilities in metropolitan areas. The centralization of operations in such locations far away from 

where potential participants live may hinder participation (Khozin and Coravos 2019). To 

illustrate, 70% of potential participants in the U.S. live more than 2 h away from the nearest study 

center (Anderson et al. 2018). A 2019 study assessing patient engagement in clinical trials with
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more than 12,000 respondents identified travel to and from sites as the top study participation 

burden, with 29% indicating that it was “somewhat” or “very burdensome” (Sine et al. 2021). In 

addition, these geographical constraints disproportionately affect underprivileged groups (e.g., 

people from lower socioeconomic groups may not be able to take time off work or afford to travel 

long distances for trial visits), particularly those with intersecting identities (e.g., racial minority 

women) (Goodson et al. 2022). This barrier may contribute to the lack of representation in clinical 

trials, jeopardizing external validity and generalizability of results and ultimately resulting in 

ineffective or even harmful drugs among certain demographic groups (Guerrero et al. 2018). 

 

Clinical trial complexity has also grown significantly during the past decade, placing a substantial 

burden on investigative sites. Since 2010, for example, the average number of endpoints in phase 

II and III protocols has increased 27%, and the average number of procedures performed per 

patient visit has increased 22% (Getz et al. 2022, Medable 2020). However, this complexity has 

run counter to patient expectations of greater convenience of care (Sommer et al. 2018). Moreover, 

growing interest in real-world evidence (RWE) in clinical trial data generation has called for data 

collection from the point of routine care in addition to locations outside the brick-and-mortar 

boundaries of the healthcare system (Khozin and Coravos 2019).               

 

The COVID-19 pandemic exposed the vulnerabilities of the conventional, site-centric clinical trial 

design in several ways (Medical Research Network 2020). First, the redirection of healthcare 

resources and staff to care for COVID-19 patients led to staff shortages, which were exacerbated 

by staff falling ill with COVID-19. Second, particularly early in the pandemic, on-site visits by 

clinical research associates were limited by the shift to a virtual setting due to government 

restrictions and regulatory guidance (Patil and Varner 2020). Access to sites was affected by 

geographical differences and the state of the pandemic. One survey of organizations within the 

sector showed that 35% up to 80% of sites were inaccessible (Colby and Breiten 2020). Third, 

travel restrictions and stay-at-home orders prevented participants from visiting sites for regular 

dosing and assessment. Some contracted COVID-19, while others skipped visits out of fear. 

According to a poll, in May 2020, nearly half of Americans (48%) said they missed or delayed 

receiving medical care due to the pandemic (Hamel et al. 2020), which was a key concern as 

missed visits and “out-of-window” visits lead to protocol deviations that jeopardized data integrity.
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Finally, the pandemic also created shortages of ancillary supplies for clinical trials due to 

disruptions in the supply chain and logistical challenges involving transportation caused by 

lockdowns (Ilancheran 2020). These issues affected subject enrollment, protocol adherence, trial 

operations, and data collection (Lasch et al. 2022). One analysis found an 80% year-on-year 

decrease in new patient enrollment for April 2020 (Xue et al. 2020). Pharmaceutical decision-

makers triaged trials by devoting resources to the most promising studies and those with the least 

risk for patients (Colby et al. 2020). This decision ultimately led to the postponement or 

cancellation of planned studies and, in some cases, suspension or termination of ongoing studies 

(Xue et al. 2020). 

 

To keep clinical trials going, minimize the risk of transmission of COVID-19, and preserve the 

continuity of care, data collection, and data integrity, many sponsors quickly deployed remote and 

virtual approaches (i.e., decentralized clinical trial (DCT) solutions), including eConsent, remote 

patient monitoring, data collection via wearable and mobile devices, and at-home assessments 

(Agrawal et al. 2021). Consequently, DCT deployments soared during the COVID-19 pandemic. 

The number of clinical trials with virtual and/or decentralized elements surpassed 1,000 in 2021 

(a 50% increase compared with 2020), and 1,300 trials were forecasted to initiate in 2022 (Parkins 

and Hillman 2021). 

 

DCT use in clinical trials promises to address a number of key drug development challenges. In 

addition to improving patient access and participation convenience, DCT solutions may also 

improve patient adherence to the protocol and may increase overall retention rates (Perry et al. 

2019). DCTs enable clinical research data to be collected more easily and faster, offering the 

opportunity to interrogate and draw insights from the data sooner, reduce the number of patients 

required, and increase statistical power (Anderson et al. 2021). The deployment of remote and 

virtual solutions may also offer operational efficiencies through the automation of select manual 

data collection tasks, more frequent communication and interaction with study volunteers, and 

more productive investigative site personnel (Dorsey et al. 2020, Le Breton et al. 2020, Costello 

and Larrabee 2021). 
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 1 Pain points are recurring problems that inconvenience stakeholders. They emerge when system demands and 

pressures conflict with the stakeholder’s attributes and constraints. 

 

Anecdotal reports and early case examples suggest that the promise of DCT use in clinical trials 

is being realized. Sponsors, contract research organizations (CROs), and DCT vendors have 

reported positive results with DCT deployments (Aitken 2017, PPD 2020, Anderson et al. 2021, 

Thoelke and Licholai 2021). For example, Sarraju et al. 2022 implemented a virtual study among 

atrial fibrillation patients, consisting of virtual recruitment via social media and virtual monitoring 

using a mobile application and sensors. Results showed high adherence, positive study engagement 

outcomes, and willingness to continue in a larger trial. Hilderbrand et al. 2021 conducted a 1,000-

patient virtual clinical trial in just seven months at a fraction of the cost of a traditional site-based 

recruitment, demonstrating the benefits associated with reducing recruitment cycle times, and 

overall improvement in patient experience as patients reported satisfaction and willingness to 

move forward with the study. Overall, these cases exemplify the feasibility and benefits of a 

decentralized approach.   

 

With growing deployment experience, some sponsors and CROs have reported challenges 

introduced by DCTs, including increasing clinical trial execution complexity, longer study start-

up durations, and higher costs associated with installing technologies and infrastructure, offering 

training to site personnel and study volunteers, and providing technical support (Hilderbrand et al. 

2021). 

 

As more is learned – both positive and negative – about DCT use in clinical trials, sponsors and 

their collaborative partners face great difficulty in weighing benefits and risks and anticipating 

operating challenges. In this paper, we apply systems thinking to guide sponsors and CROs in 

comprehensively considering remote and virtual solutions – their advantages, pain points1 

addressed and introduced, and trade-offs – in protocol design and execution planning processes. 

 

5.2 Methods 

 

5.2.1 Defining DCT
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 2 Since the coining of the term by Barry Richard in 1987, “systems thinking” has taken on various definitions (see 

(Arnold and Wade 2015) for a review of the literature). Many different systems thinking tools have emerged (e.g., 

root cause analysis, behavior over time graphs, and system dynamics, to name a few; see (Monat 2015) for a discussion 

of tools). Systems thinking has been applied in numerous domains, including healthcare. 

 

DCTs are broadly defined as clinical trials wherein recruitment and data collection are not 

restricted to centralized location(s) as is typical for conventional trials. Table 5.1 summarizes the 

more common DCT solutions in use today. 

 

Table 5.1 DCT Solutions. 

 

 

Among DCT deployments, there are two main variations: (1) DCTs that are entirely remote (full 

DCTs); and (2) DCTs that are partially remote (hybrid DCTs). Full and hybrid DCTs are achieved 

using telemedicine, digital health technologies, and approaches centralized around patient 

accessibility and convenience.  The degree of decentralization can be assessed on two dimensions: 

the locality of the data capture (ranging from on-site research facilities to remote locations) and 

the methods for data collection (ranging through the use of intermediaries to fully virtual) (Khozin 

and Coravos 2019). 

 

5.2.2 Analysis that Applies Systems Thinking 

 

We applied systems thinking2 to assess DCT deployment and its comprehensive interaction with 

the larger and complex process of clinical trial execution (Meadows 2008). Systems thinking takes 

a holistic perspective when considering problems and their solutions (Behl and Ferreira 2014). 
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A recent and relevant application of this approach is the “Engineering Better Care” systems 

framework that considered four interrelated perspectives (people, systems, design, and risk) to 

evaluate health and care design and improvement initiatives in an iterative and holistic way (Royal 

Academy of Engineering et al. 2017). Importantly, the framework considers stakeholders and their 

needs, the system architecture, a range of possible solutions that would help meet the needs of the 

system, and an assessment of what could go wrong/and can be improved. Applying a similar 

“whole system” approach, we consider how decentralization impacts clinical development. 

 

Since a system is defined by its interconnections, a change in one element of the system invariably 

impacts other area(s) of the system.  Thus, when a solution is introduced to alleviate a pain point 

for one or more stakeholders, it may introduce new system demands and pressures for other 

stakeholders. The emergence and alleviation of stakeholder pain points result in an iterative 

process that introduces new solutions, which then may add new system demands and pressures 

that lead to different pain points.  Figure 5.1 captures this iterative process for DCT deployments 

(and its impact on participants, sites, and sponsors). It is worth mentioning that the system may 

include a wide range of stakeholders, such as contract research organizations (CROs), investigative 

sites, home HCPs, local care providers, regulators, institutional review boards, patient advocacy 

groups, payers, technology providers, couriers, and support services.  The choice of focal 

stakeholders in the system depends on the purpose of the analysis and the goals one is striving to 

achieve. 

 

This analysis helps to identify the appropriateness of DCT use in different settings based on the 

system's characteristics, such as the characteristics of the patient population, the disease, and the 

capacity and infrastructure availability. Various factors make certain studies or indications prime 

candidates for incorporating DCT solutions, which we will discuss in more detail.
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 3 The following discussion offers a broad and illustrative utilization of the framework. We note that different 

“systems” as defined by the scope (e.g., a small-scale, phase 1 cancer study) will have unique specificities that need 

to be considered. Future research can begin to characterize the framework’s application to various systems.  

 

 

Figure 5.1 A systems view of pain points for participants, sites, and sponsors. 

 

 

5.3 Results 

 
Figure 5.2 presents the results of our assessment on the impact of DCT solutions using a systems 

thinking approach applied to a single stakeholder, the study participant. Based on literature review 

and anecdotal reports, we aim to cover many first-order effects.3
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Figure 5.2 The process of emergence and alleviation of pain points for clinical trial participants. 

 

Table 5.2 supplements the analysis by providing key advantages, disadvantages, and 

considerations for DCT elements that may serve as solutions to stakeholder pain points in this 

reiterative process. 

 

Steps 1-3.  The emergence of pain points. Clinical trial participants have individual attributes 

such as their state of health, demographics, and personal preferences, as well as constraints such 

as work, familial, and other commitments. Participation in a traditional site-centric clinical trial 

requires them to travel to sites for visits and develop an understanding of the trial (i.e., their role 

in the trial and the associated risks and relevant terminology). Moreover, participants have roles 

and responsibilities such as remembering and attending visits, undergoing assessments, and filling 

out patient diaries, to name a few. Resulting from the system design/architecture, these system 

demands and pressures may conflict with participants’ attributes and constraints. For instance, 

consider a working single parent who may need to travel long distances to reach a site. Travel 

demands conflict with the participant’s work and familial commitments, leading to a pain point. 
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Furthermore, this pain point can be particularly pronounced for participants from certain 

demographics (e.g., low socioeconomic status and those living in rural areas). One way to uncover 

the pain points incurred in trials is to map the patient journey (readers are referred to Trebble et al. 

(2010) for an introduction to mapping the patient journey). By capturing the sequence of events 

that a participant experiences when taking part in a clinical trial (from the point of view of the 

participant) sponsors can begin to identify the pressures and demands of participating in a trial.  

 

Step 4.  Possible solutions to alleviate pain points. There are many alternative solutions to 

alleviate stakeholder pain points. For example, financial compensation can be provided for missed 

work, reimbursements and stipends can be offered for travel costs incurred, and special travel can 

be arranged for participants with mobility issues. However, many of the pain points specified in 

Figure 5.2 can be alleviated through DCT elements (i.e., home visits & mobile clinics, virtual 

visits, eConsent, ePROs, and digital health technologies).  

 

Step 5.  Introduction of new system demands & pressures.  Many DCT solutions – including 

the use of mobile devices and home-based assessments – transfer execution responsibility away 

from what was historically handled by site personnel to the participants themselves. If this demand 

conflicts with participants’ attributes (i.e., digital literacy, demographics) and/or preferences, this 

may lead to the emergence of pain points. In turn, new solutions may need to be introduced to 

address emerging pain points (e.g., discomfort with technology can be alleviated through 

participant training, round-the-clock support, etc.). Successive solutions present new demands and 

pressures, leading to new pain points. 

 

Iterative steps.  Minimization and management of pain points. By repeating Steps 2-5 multiple 

times, decision-makers can evaluate the emergence and alleviation of pain points in applying 

various solutions. 

 

The resulting analysis and insights can allow decision-makers to identify ways to minimize or 

mitigate stakeholder pain points so that, ultimately, more value can be created from implementing 

DCT solutions.
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4 Table 5.3 provides a non-comprehensive list of possible pain points.  We also refer the reader to Apostolaros et al. 

2020, who outline the key stakeholder challenges to implementing DCTs as indicated in group interviews and an 

expert meeting of more than 50 diverse industry representatives.   

DCT solutions identified for the participant analysis in Figure 5.2 also address and alleviate pain 

points faced by sites (e.g., administrative burden and paperwork, errors from manual data entry, 

the workload associated with menial tasks stemming from site visits, etc.) and sponsors (large 

investigator grant payments, recruitment and retention issues, among others).   

 

However, by the systems view approach, such solutions may also introduce new demands and 

pressures onto stakeholders. Demands and pressures should again be assessed alongside all 

stakeholders’ attributes and constraints, and a similar process to the one illustrated in Figure 5.2 

should be performed for all key stakeholders. 

 

Table 5.34 provides a sample of the new demands and pressures experienced by participants, 

investigative sites, and sponsors from the introduction of various DCT solutions. DCTs 

deployments require the use of new technologies, new stakeholders and new stakeholder roles in 

the provision of care, and data collection outside of traditional investigative sites. Thus, demands 

and pressures arise from the two dimensions of decentralization (digitalization and locality) 

(Khozin and Coravos 2019) introduced earlier, and can be broadly grouped into four categories: 

the introduction of new technology, reliance on staff outside of sites, a greater reliance on the 

participants themselves, and changes to the supply chain.  

 

Multiple detailed and holistic iterations designed to alleviate stakeholder pain points culminate 

insight into primary advantages such as a reduction in site burden, enhanced access and increased 

diversity, improved external validity of findings, and possible cost savings. However, the demands 

and pressures imposed by DCT solutions on clinical trial systems also amount to several 

overarching challenges, including potential inequalities, privacy and data protection issues 

complex operational requirements5. Despite these challenges, enablers (such as growing regulatory 

agency commitment and digital advances) moderate the degree to which the new demands and 

pressures actualize into pain points and, therefore, continue to spur demand for DCT solutions. A 

detailed discussion on the advantages, disadvantages, obstacles, and enablers associated with 

DCTs can be found in the Appendix.
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5 One such example relates to the significant supply chain changes required to facilitate drug logistics and management 

to multiple coordinating locations, including patients’ homes.  This “last-mile logistics” brings upon new challenges 

and necessitates a high degree of coordination across many stakeholders operating in different supply chain areas and 

various geographies. The issue of complexity also materializes in IT infrastructure and vendor management.  The 

abundance of emerging technological solutions and vendors has raised concerns regarding vendor selection, ease of 

integration, and interoperability of systems. Moreover, due to data in DCTs coming in from a wide range of sources, 

the complexity of data transfer, compilation, interpretation, analysis, and management has intensified. Such difficulties 

threaten the promise of DCTs and diminish the associated advantages. 

Table 5.3 A sample of the new demands and pressures introduced by DCT solutions and resulting 

pain points faced by sponsors, sites, and participants. 
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5.4 Discussion 

 

What becomes apparent through systems thinking analysis is that the appropriateness of DCT use 

differs depending on system characteristics. Various factors make certain studies or indications 

prime candidates for incorporating DCT solutions. Discomfort and unfamiliarity with technology 

is a participant pain point associated with the digitalization component of DCTs. For sites and 

sponsors, important considerations include constraints relating to the specifics of the study (e.g., 

the therapeutic area, the phase of the trial, the incidence and prevalence of disease, etc.), national 

and international regulatory environment, existing resources and infrastructure (e.g., staff, 

equipment, technology, competencies, procedures, etc.), and the budgets for clinical trial conduct. 

  

Clinical Trials Arena has tracked the distribution of different DCT categories by therapy area 

(Fultinavičiūtė and Maragkou 2023). The analysis finds that telemedicine and remote monitoring 

are the most widely accepted DCT components across therapy areas. Telemedicine has been used 

the most in infectious disease and oncology trials, while, perhaps not surprisingly, remote 

monitoring (using sensors, device, and trackers) has been prominent in cardiovascular, central 

nervous system, and metabolic disorder trials. Moreover, due to the regulatory and operational 

requirements brought about by the COVID19 pandemic, COVID-19 drug trials were the most 

likely to use remote drug delivery and remote nursing (Fultinavičiūtė et al. 2023). The research 

finds that dermatology and women’s health trials have most often incorporated ePROs, eCOAs, or 

eConsent. It is noted that the complexity of disease may limit the uptake of such components in 

oncology trials. Furthermore, data from eCOA may be less important for certain therapy areas, 

such as cardiovascular and metabolic disorders, that are more concerned with physiological 

measurements as key endpoints rather than reported outcomes (Fultinavičiūtė and Maragkou 

2023). This highlights a key point alluding to the quote “just because you can, doesn’t mean you 

should.” Even though a DCT element may be easily incorporated into a trial, the appropriateness 

to do so depends on the value it creates for the system. 

 

Demands and pressures imposed by DCT solutions may be more aligned with certain attributes, 

thus leading to fewer (and less pronounced) pain points.  For example, the therapeutic area and the 

types of assessments required for the trial are two critical constraints. Degenerative conditions
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6 Complete decentralization may not currently be feasible. However, this could change as technologies mature and 

become more widely accessible. For instance, new biomarkers have emerged and are increasingly used in oncology. 

One such example is circulating tumor DNA (ctDNA). A major advantage of ctDNA analysis is that samples are 

extracted non-invasively through blood collection. This could reduce the need for on-site visits for tissue biopsies.  

whereby travel for even short distances is especially burdensome (Kutzing and Deglincerti 2021) 

or areas such as stroke management, where patients can manage their disease condition relatively 

easily, and dermatology, in which telemedicine (and video consultation) is suitable and already 

well-utilized (Apostolaros et al. 2020), may be most appropriate for DCT solutions. Similarly, 

sleep studies conducted at home can provide more informative data and better facilitate patient 

preferences (Fantana et al. 2022). Such studies may be good candidates for the early adoption of  

most DCT elements. They can also pave the way for other indications by exemplifying the 

implementation processes and lessons learned.  

 

Clinical trials in oncology and infectious diseases, on the other hand, in which the safety of the 

investigational drug is not well characterized and require tests that can only be performed in 

medical facilities (e.g., magnetic resonance imaging) (Friend 2022) are unfavorable candidates for 

complete6 decentralization. In these cases, DCTs should be treated as one of the many resources 

that drug development stakeholders can add to their toolbox, and the decisions in choosing the 

right DCT elements for a hybrid trial approach become paramount.  

 

Sites and sponsors will also consider the operational requirements of the study (e.g., dosing 

frequency, method of administration, investigational drug storage requirements, to name a few) as 

well as whether there exists appropriate and validated technology and if the infrastructure is (or 

can easily be) established.  Moreover, the regulatory environments in which DCTs will take place 

must be carefully evaluated. Different geographies may have different laws and regulations 

regarding telemedicine and direct-to-patient shipping of IMP and be more or less receptive to trial 

decentralization. 

 

A key insight of the research is that DCTs enable a departure from a “one-size-fits-all” model of 

conducting clinical trials and facilitate patient-centered care. Through standard procedures and 

processes, centralized trials have the advantage of attaining operational efficiencies for sites and 

sponsors. However, as previously discussed, the challenges with centralization can deter 

participants from joining and/or remaining in clinical trials, thus negatively impacting enrollment
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and retention rates. To address these concerns, pharmaceutical companies have typically relied on 

monetary compensation as a key form of incentivization. A recent study shows that participants of 

1-2 phase I clinical trials earned, on average, $4, 000 USD annually (Fisher et al. 2021). Although 

participants’ motivations are not limited to financial incentives (for instance, other motivations 

include a contribution to science and the health of others, accessing ancillary healthcare benefits, 

meeting people, etc.), financial reward is the primary motivation for healthy volunteers (Stunkel 

and Grady 2011). Payments in the form of compensation for missed work and reimbursements and 

stipends for incurred travel costs can be considered as blunt instruments to overcome centralization 

issues (such as time commitments and geographical barriers). Analogous to pain killers, financial 

rewards alleviate participants’ pain points associated with trial participation in traditional site-

centric studies. However, this approach treats the symptoms and not the disease. As demonstrated 

in Section 5.3, pain points vary across participants. DCTs allow sponsors to target the root causes 

of pain points directly. By offering a menu of “treatments” or DCT elements (i.e., home visits & 

mobile clinics, virtual visits, eConsent, ePROs, and digital health technologies), sponsors can 

conduct more patient-centric trials. This is especially true for hybrid trials which grant participants 

the most choice in how they can participate. However, as with any treatment, DCTs also have 

“side-effects” that need to be considered. As previously noted, the introduction of DCT elements 

places new demands and pressures onto the existing system which can lead to pain points 

experienced by different system stakeholders (refer to Table 5.3). Taken together, moving away 

from a broad financial solution to a patient-specific approach could offer an opportunity for 

sponsors to recruit and retain participants without having to bear steep compensation costs. 

However, as discussed in the Section 5.3 and in the Appendix, DCTs may introduce operational 

challenges and new costs that may offset the cost reduction associated with lower participant 

compensation. As will be further discussed, the change in operational model needs to be evaluated 

on several dimensions. Whilst DCTs offer much promise, acknowledging and addressing the 

drawbacks and challenges of DCTs is key to their successful deployment.   

 

In thinking about how to scale and ensure the longevity of DCTs, it is crucial that appropriate 

solutions are deliberately selected and tailored to align with the specifics of the system prior to 

implementation.  This contrasts the early phases of DCT use in the pandemic where, to a certain 

extent, solutions were “shoehorned” into existing systems (Riches 2022). A key aspect of this is a 
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consideration of the partner ecosystem.  Looking across the system, tensions may appear when the 

costs and benefits stemming from DCT implementation are not shared equally. One question that 

arises is whether the industry is stretched in two directions: offering patient choice versus the 

pursuit of operational excellence (i.e., executing trials faster and cheaper) (Young 2022). The 

greater the alignment between such conflicting factors, the easier it is to ensure the sustainability 

of DCTs. This may necessitate building certain capabilities causing stakeholder roles to shift (e.g., 

consider, for example, the rising industry demand for data scientists) (Riches 2022).  It is important 

to recognize that to minimize implementation challenges, trade-offs and pain points need to be 

recognized and mitigated. The systems approach presented in the paper offers stakeholders a way 

of holistically examining the impact of DCTs on the system: the implications for themselves and 

as well as on their partners. Each stakeholder needs to ask themselves a series of questions: (i) 

What problem do we want to solve?; e.g., increase participation in a clinical trial, reduce costs, 

speed up data collection, etc. (ii) Who are the stakeholders and partners? Which organizations 

could we approach? (iii) Why do we approach this problem using a DCT?; e.g., disease profile, 

patient profile, etc. (iv) How can we overcome the challenges? What are we good at, and what do 

we need to improve? 

 

 

5.5 Conclusion  

 

Although the many possibilities offered by DCTs underscore strong industry interest in trial 

decentralization, without detracting from the promise of DCTs, we urge caution in the widespread 

application of DCT solutions absent a thorough systems-oriented consideration of their impact on 

the clinical trial operating environment.  

 

The current operating environments calls for heightened awareness and demand for solutions that 

can simplify the clinical development process for staff and patients. There is no doubt that DCTs 

will be a part of that effort. A recent survey found that most biopharma respondents viewed DCTs 

favorably (Lamberti 2022). However, how DCTs are implemented and incorporated into existing 

clinical research paradigms remains to be seen. 
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__________________________________ 

7 The adoption of DCT into clinical trials can help reduce some of the major barriers related to participation among 

underrepresented and marginalized groups, such as racial minorities. For instance, there is a common perception that 

a major reason why Black participants do not participate in clinical research is due to mistrust in medical science 

related to past ethical violation. Yet, recently, researchers have shown that mistrust related to past ethical violation 

was not a major reason for the lack of Black patients in clinical studies (Liu et al. 2023). Lack of accessibility, limited 

access to specialty care, and time have been identified as barriers for participation among racial minorities (Liu et al. 

2023). By reducing geographic barriers, DCTs can help increase opportunities for racial minority patients to participate 

in clinical research. However, this needs to be coupled with health system transformations which promote a 

racially/ethnically diverse healthcare workforce, diversity, equity, and inclusion training for clinicians, and initiatives 

that foster community engagement and partnerships to engage diverse populations (Borno et al. 2021). It is important 

to note that the benefits of DCTs may be limited for marginalized groups who, for example, do not have access to 

smart phones, internet, and/or lack a certain degree of digital literacy. 

 

At the current state of DCT adoption, many organizations, surveys, and roundtables reveal that 

customized hybrid trials are thought to be the most viable option (Sarraju et al. 2022, Hilderbrand 

et al. 2021). We believe a “all-encompassing” approach is inappropriate even as DCT adoption 

reaches maturity. As seen through the systems thinking framework, any such incorporation has 

wide-ranging impacts on key stakeholders and should be carefully considered. DCT solutions 

should be treated as one of the many tools that drug development stakeholders can add to their 

arsenal as they look for ways to make clinical research more relevant and accessible to a larger 

and more diverse7 patient population.  

 

To ensure that decentralization can enable diversity in clinical research, DCT solutions (and the 

resulting demands they place onto a diverse participant population) should be assessed to confirm 

that patients from diverse backgrounds are being included. Moreover, digital elements should be 

coupled with high-quality support and training to increase participants’ comfort and willingness 

to use technology. Importantly, clinical trials need to be designed to include accommodating 

options that meet a variety of patient preferences (and factor in various considerations such as 

participants’ socio-economic status). The resulting downstream impact (e.g., effect on data 

collection and data quality) of this level of customization should also be evaluated. Reinforced by 

a recent push from regulators (Kozlov 2023, Armstrong 2023) to increase diversity in clinical 

testing, well-designed studies incorporating DCT solutions may offer a way to address under-

representation in clinical research by removing some of the barriers associated with traditional 

clinical trials (Goodson et al. 2022). 
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Systems thinking can assist decision-makers in assessing the system effects of DCTs. In choosing 

the best candidates and elements for DCT implementation, the framework may reveal different 

insights for different systems corresponding to their unique characteristics and, importantly, can 

be used to shed light on the appropriateness of DCT use and where there may be shortfalls. If a 

DCT solution leads to the emergence of more non-actionable pain points than the number of pain 

points it alleviates, one should be cautious in its steadfast acceptance and implementation. This 

approach can help the industry adopt solutions with higher chances of success and create best 

practices for implementation early on. This will pave the way for introducing potentially more 

complex elements and solutions by solving any technology and infrastructure-related issues 

upfront. 

 

Recent trends indicate growing regulators’ commitment toward DCTs, laying the groundwork for 

regulatory guidance and oversight on the adoption of DCT (Agrawal et al. 2021). Indeed, the 

COVID-19 pandemic has resulted in increased and quickly evolving regulatory acceptance of 

decentralized interventions. Furthermore, the pandemic has helped improve attitudes toward 

digital health solutions and has heightened stakeholder comfort levels with digital technologies, 

which can undoubtedly reinforce the continued adoption of DCTs where appropriate. 

 

In conclusion, despite the enthusiasm surrounding the adoption of DCTs in clinical research, more 

robust research is needed to quantify the impact of DCTs empirically. The systems thinking 

framework provides a systematic and reiterative way to identify pain points and assess possible 

solutions through DCT implementation. A natural subsequent step is to devise new research that 

quantifies the impact of introducing DCT elements to various systems by considering the value 

generated for different stakeholders. To that end, we encourage and invite opportunities to 

collaborate with industry stakeholders to investigate a range of topics, ranging from mapping the 

types of operational models related to drug distribution and management, developing a scoring 

tool to systematically apply DCT elements and solutions to clinical trials for various conditions, 

to classifying the different types of devices used and examining their impact on patient experience.
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Appendix 

 
5.A A Discussion of the Advantages, Disadvantages, Obstacles, and Enablers 

Associated with DCTs 

 

 

Perhaps the most significant advantage of DCTs is that they facilitate more accessible and 

convenient clinical trial participation. For study volunteers, this means less disruption to their daily 

lives, a convenient and flexible participation experience, and increased representation in clinical 

research. For sponsors, this results in better recruitment and retention and a larger and more diverse 

patient pool that offers the potential to complete trials faster and with increased external validity. 

For sites, DCTs can reduce staff workload and execution burden by allowing certain traditional 

site activities to be conducted remotely.  Moreover, both sites and sponsors can benefit from the 

insights from real-time data collected in real-world settings. The efficiencies gained from DCTs 

carry the potential of significant cost advantages over time.  

 

 

DCTs also pose certain disadvantages and must be implemented cautiously. Skepticism in the 

industry stemming from the capabilities and infrastructure that need to be built alongside the 

introduction of DCT solutions and the time and resources necessary before benefits are realized. 

For participants, DCTs require a more active role in the trial and data collection, which can be 

particularly challenging if participants’ digital literacy falls short of what is needed, leading to 

potential inequalities. For sponsors, DCT implementation may necessitate new technology, new 

vendors (such as home HCPs), and new operational requirements. Sites and sponsors must make 

great efforts to maintain patient safety and to carefully consider how to ensure data protection, 

oversight, and data integrity.  

 

Perhaps supply chain challenges most threaten DCT adoption given the changes required to 

facilitate drug logistics and management across multiple locations, including patients’ homes. This 

necessitates a high degree of coordination across many stakeholders operating in different supply 
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chain areas and various geographies. Additionally, the number of nascent technology solutions 

and vendors has raised concerns regarding vendor selection and reliability, ease of integration, and 

interoperability of systems. Moreover, due to data in DCTs coming in from a wide range of 

sources, the complexity of data transfer, compilation, interpretation, analysis, and management has 

intensified. Such difficulties threaten the promise of DCTs and diminish their associated 

advantages. Considering and developing means to manage complexities is critical in overcoming 

obstacles to DCT uptake.  

 

Despite the various challenges, many enablers continue to spur demand for DCT solutions. 

Although there have been calls for clearer guidelines, more recent articles indicate growing 

regulatory agency commitment for DCT use in clinical trials. Indeed, the COVID-19 pandemic 

has resulted in increased and quickly evolving regulatory acceptance of decentralized 

interventions. Furthermore, the pandemic has helped improve attitudes toward digital health 

solutions and has heightened stakeholder comfort levels with digital technologies. These shifts in 

attitudes, alongside digital advances, growing sponsor and CRO investments to developing and 

bolstering IT infrastructure, and efforts to simplify protocol designs, will undoubtedly reinforce 

the continued adoption of DCTs. 

 

 

Advantages 

 

Better recruitment and retention: Currently, 85% of traditional clinical trials fail to recruit 

enough patients, and 80% are delayed due to recruitment problems (Clinical Leader 2012). 

Challenges with recruitment and retention can be incredibly costly for the sponsor, with direct and 

indirect costs reaching as high as $8 million per day (Hargreaves 2016). Conventional trials may 

cause significant disruption to participants' everyday lives. In a recent study, more than 12,000 

respondents patient travel was identified as the top burden to participation, “with 3 of 10 (29%) 

indicating that it was “somewhat” or “very burdensome” (Sine et al. 2021). DCTs enable a greater 

recruitment and retention rate by allowing trial activities to occur outside sites (Sommer et al. 

2018). They have shown promise, particularly during the COVID-19 pandemic. For example, a 

recent study found that DCT supported clinical trials were the only ones that recovered and
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exceeded pre-COVID recruitment rates compared to traditional clinical trials, which never fully 

recovered (Price et al. 2021). 

 

Enhanced access: In conventional trials, sites tend to be located in urban areas (Galsky et al. 

2015). The lack of availability of local trials serves as a barrier to participation for patients living 

in rural areas (Unger et al. 2019, Schneider and Biglan 2017). DCTs allow more patients to have 

access to innovative medicines (Sommer et al. 2018). Moreover, with a larger patient pool, 

sponsors can benefit from a faster recruitment rate (Horsey 2022). 

 

Increased diversity: Relatedly, another area that can most certainly benefit from a DCT approach 

and the increased accessibility that it enables is patient diversity. As different patient subgroups 

may respond differently to therapies, the lack of diversity in clinical trials may mean that findings 

from a largely homogenous participant pool may not be generalizable (Clark et al. 2019). Despite 

the need to include patients representing the general population, less than 5% of eligible patients 

participate in clinical research, and the figure is even smaller for racial and ethnic minorities, who 

are continually underrepresented in clinical research (Goodson et al. 2022). As previously 

discussed, the traditional site-centric archetype severely limits the participation of such individuals 

unable to travel for study visits. Such obstacles inadvertently lead to the exclusion of patient 

populations from underserved geographic areas. Though DCTs cannot solve all the barriers 

mentioned, they can mitigate some of the major challenges related to accessibility, the most 

obvious being DCTs’ ability to make certain clinical research studies more geographically 

accessible compared to traditional studies. By increasing accessibility and removing some of the 

financial toxicities of clinical trial participation (Khozin and Coravos 2019), DCTs could lead to 

better representation and increase the external validity of trial findings (Marquis-Gravel et al. 

2019). 

 

Improved patient engagement: DCTs can also positively influence patient engagement - the 

effort and movement to amplify and address patient voices in drug development and delivery. The 

flexibility afforded by DCTs can enrich the patient experience (ACRO 2020). A convenient trial 

experience can make it easier for patients to participate and remain in the trial, thereby increasing
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compliance and adherence (Sommer et al. 2018), which may enhance study safety (Van Norman 

2021). 

 

RWD & RWE: Electronic data capture gives sites and sponsors real-time access to data, which 

has multiple benefits. Issues can be quickly identified and addressed (ACRO 2020). For instance, 

sites can be altered to safety problems between on-site visits (Reites 2021). By reviewing data 

more quickly, sponsors can derive insights to optimize study outcomes (Informa 2021) and use 

data to inform clinical trial design. Data collected in real-world settings while a participant goes 

about their daily routines may represent the patient's experience more than data obtained through 

discrete site visits (Coran et al. 2019). 

 

Reduction in site burden: DCTs allow certain traditional site activities, such as drug 

administration and assessments, to be conducted remotely by participants or other HCPs, reducing 

site investigators' workload (Van Norman 2021). As a result, site investigators become free to 

pursue more complicated, high-value services (Spinner 2021). The efficiency and resources gained 

can reduce the number of sites needed to meet recruitment targets for a study (Sommer et al. 2018) 

and expand the number of trials that can be carried out simultaneously (Medable 2020). 

 

Cost advantages: With DCTs, fewer research sites may be needed, and this could potentially 

reduce the number of institutional review boards and redundant applications. As a result, costs and 

site-specific inconsistencies might decrease while making it easier to implement protocol 

adjustments (Van Norman, 2021). Moreover, the remote collection of digital biomarkers could 

facilitate a reduction in trial sample sizes (Khozin and Coravos 2019). 

 

 

Disadvantages 

 

Industry aversion: According to Agrawal et al. 2021, across sponsors, there can exist “skepticism 

about the urgency of adopting [DCT] approaches, internal cost pressures, lack of an established 

operating model for decentralization, and an increased amount of capability that must be built 

across asset teams, functions, digital and technology groups, and vendor management, among
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others". DCTs can also be burdensome to sites, particularly in the early stages of implementation. 

Lamberti et al. 2022 found that many organizations are experiencing barriers related to effectively 

using DCT technologies such as ePRO and eConsent. Moreover, the digital tools meant to simplify 

the process may burden the sites. For example, a recent report revealed that the average site must 

log into more than six platforms for a single study (Florence Healthcare 2022b), making the 

process cumbersome for the end user. Both studies underscore pain points related to identifying 

and using the right technology and highlight the importance of making it easy for end users to 

effectively and seamlessly use the different technologies. 

 

Potential inequalities: DCTs may introduce or exacerbate inequalities by excluding populations 

who do not have access to communication devices or the internet (Tan et al. 2022). Only 45% of 

people have internet access in developing countries, with just 20% in the least developed countries 

(Makri 2019). The percentage of those connected in rural areas is three times lower than in urban 

areas (Makri 2019). In the US, 20% of the population does not have access to broadband or a 

smartphone (Goodson et al. 2022). Moreover, participants from low-income groups might not have 

private spaces to discuss confidential topics with clinical investigators (Kelsey et al. 2022). van 

Rijssel et al. (2022) also highlight concerns about digital literacy as a potential participation 

barrier, as DCTs would require patients to have a certain level of digital literacy to work with the 

different technological platforms. Thus, providing high-quality support through training to 

increase participants’ comfort and willingness to use technology will be paramount to ensuring the 

successful implementation of DCTs. 

 

Privacy & data protection: It is important to maintain patient confidentiality and protect health 

data according to laws and regulations (such as GDPR or HIPPA), which may vary from country 

to country. This is so that data emerging from DCT elements, such as wearables, is not misused 

(e.g., potential discrimination from insurers based on cardiac activity recorded on a smartwatch) 

or hacked (Goodson et al. 2022). 

 

Patient acceptance: DCTs place a hefty burden on the patient. For instance, van Rijssel et al. 

(2022) pointed out that DCTs rely heavily on patients to monitor and report relevant data compared 

to traditional clinical trials where this is done at sites. Moreover, participants differ in their desire
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for human interaction, which may cause a preference for in-person visits. The relationship with 

study staff can be critical, especially when a participant is enrolled in a clinical trial for the first 

time (Shikova 2020). As respondents to a patient insight survey indicated, these relationships 

appear to contribute to a positive experience even when the therapeutic offered no benefit to them 

(Miseta 2021). Since one of the main benefits of trial participation is attention from experts, virtual 

trials may be too impersonal (Stoecker 2019). 

 

Operational requirements: One concern with DCTs is that home care staff and patients play a 

more active role in trial and data collection and may not be able to provide the same level of 

oversight and environmental control as a principal investigator at an approved study site 

(ArcheMedX 2022), which may lead to faulty data and flawed conclusions (Banks 2021). This has 

also sparked concerns regarding accountability from competent authorities since even though a 

home healthcare provider (which is not typically hired by the investigator) may be seeing patients, 

the investigator retains ultimate responsibility for the care given (Posselt 2023) and the data 

obtained. This raises the question of whether investigators are willing to delegate responsibilities 

to vendor staff particularly when it relates to primary and secondary endpoints. To ensure tasks 

can be shifted away from on-site investigators, it is imperative to provide support and training to 

the clinical research staff. A recent study showed that the level of training received by clinical 

research staff to interact with patients meaningfully was generally lacking (Kim et al. 2022), 

illustrating an area that organizations may want to pay more attention to, particularly as it relates 

to DCTs. Having a well-trained staff that understands how to help patients stay connected and 

engaged while providing accurate biometrics will no doubt be integral to ensuring the continued 

implementation of DCTs. Other risks to data integrity may stem from the fact that home nurses 

need to work with the equipment on hand. Technological failures may result in data loss without 

an expert to provide immediate fixes (mdgroup 2020). Moreover, with nurses taking patient 

samples to local laboratories for processing rather than having one central laboratory, data-transfer 

issues, and potential variance in data standards across multiple laboratories might jeopardize data 

consistency (Informa 2021). Although samples can still be sent to a central laboratory if suppliers 

and shipping material are provided to home HCP, this may introduce different challenges such as 

longer delivery times and higher transportation costs. 



5.A A Discussion of the Advantages, Disadvantages, Obstacles and Enablers 233 

 

 

Obstacles 

 

Increased supply chain complexity: A major complexity of DCTs is drug logistics and 

management. Unlike conventional trials, where drugs are shipped to centrally managed centers, 

DCTs require shipment to multiple coordinating locations (including patients' homes) (Van 

Norman 2021). Drugs need to be delivered in good quality and at the right time (often to coincide 

with a visit from an HCP), which necessitates substantial coordination among the supply chain, 

including logistics and technology providers, HCPs, and patients (Applied Clinical Trials 2022). 

Issues in coordination can jeopardize the promise of DCTs. For instance, certain trial durations 

increased in the decentralized arm compared to the conventional setting in one study, mainly 

because some patients took several days to retrieve drug shipments from their local post office 

(Sommer et al. 2018). One advantage of DCTs is increased access (e.g., to participants living in 

rural areas). However, this complicates logistics as there are varying levels of infrastructure across 

geographies. Adding to the complexity, in global studies, IMP and other clinical trial materials 

must be packaged, stored, and transported to comply with the regulations in each country the 

shipment passes through (Applied Clinical Trials 2022). 

 

 

IT Infrastructure: Another complexity arises from the need for new IT infrastructure. 

Organizations may have concerns about the cost, time, effort, and training required to acquire and 

implement new technology. Clinical researchers often have busy schedules and limited time to 

learn new software (Florence Healthcare 2022). Vendor management also creates difficulties. For 

instance, there is an abundance of vendors. As stated by one industry professional, there are “15 

different possible vendors for every single activity or step that goes into running a clinical trial”, 

creating a “tsunami effect” and complicating vendor selection (Halloran 2020). Choosing a vendor 

with less experience with clinical trials can create challenges for data reliability (Informa 2021). 

Since data is amalgamated centrally from multiple healthcare providers using multiple health 

record systems, there is also a concern regarding the interoperability and ease of integration of IT 

systems (Van Norman 2021).
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Data management: There are also complexities around data management stemming from the 

range and heterogeneity of data sources in DCTs (Informa 2021). The use of multiple parties in 

various sites with possibly different interfaces increases the security risk of a systems breach by 

external actors (ACRO 2020). Establishing cybersecurity capabilities for executing DCTs (Khozin 

and Coravos 2019) and ownership, accountability, and oversight of data are critical to ensuring 

data security (Coran et al. 2019). Lastly, the range and volume of data can complicate the 

utilization and data management for staff. DCTs can be more complicated and time-consuming 

than conventional trials if staff must spend hours sifting through data and transferring data across 

various systems (Florence Healthcare 2022). 

 

Staff Shortages: The world’s population has been growing and aging and there has been a rising 

burden of chronic disease (Betcheva et al. 2020). At the same time, the healthcare workforce is 

also aging with a large portion set to retire. The WHO estimate a projected global shortfall of 10 

million health workers by 2030 (WHO 2023). The COVID-19 pandemic exacerbated staffing 

problems among healthcare professionals. For instance, due to staff absences jeopardizing their 

ability to keep services running, some NHS trusts in England declared “critical incidents” 

(Iacobucci 2022). Staffing issues also impacted clinical research. Staff constraints resulted in 

challenges with site initiation, monitoring activity, patient recruitment, and patient care (Rubio-

San Simón et al. 2020). There are also lingering consequences from the pandemic. With staff 

working remotely or in a hybrid fashion, there has been a loss of side-by-side learning with 

experienced staff and a limitation in cross-coverage, both of which have negatively impacted staff 

recruitment and onboarding (Pennell et al. 2022). Moreover, COVID-19 caused attrition in clinical 

personnel. Attrition issues are attributed to “burn out… increasing clinical trial complexity, 

morale, lack of support (due to staff shortages) …lack of experience of new hires”, among others 

(Dizon et al. 2022). Furthermore, with the rapid rollout of decentralized trials, there have been 

reports of stress and anxiety related to the digital delivery of trials among research nurses (Pennell 

et al. 2022). Exacerbating the problem is the fact that training has not been widespread nor tailored 

creating gaps in the organizational support offered to nurses conducting remote or hybrid trails 

(Pennell et al. 2022). With historically high clinical trial activity and increased utilization of 

decentralized trial models (IQVIA Institute 2023), the need for adequate staffing of experienced 

research professionals such as clinical research nurses is paramount (Johnson 2022). 
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Decentralization (especially for disease areas such as cancer) increases demand for research nurses 

that have strong participant management skills to support trial designs which incorporate digital 

health (e.g., safety monitoring and remote data capture through wearables) (Johnson 2022). 

However, with rising numbers of nurses leaving the workforce or retiring, and long lead times to 

train new personnel, some have raised concerns whether staff can facilitate the development of 

novel therapies through decentralized models (Johnson 2022). 

 

 

Enablers 

 

Regulatory guidance & changes: To minimize disruption to ongoing trials and clinical research 

during the COVID-19 pandemic, regulators such as the FDA and EMA issued guidance permitting 

the integration of alternative trial elements. Methods included virtual visits, remote monitoring, 

and self-administration of doses (FDA 2021, EMA 2020). With increased regulatory acceptance, 

further guidance across different countries will likely evolve (Agrawal et al. 2021). Notable 

developments for the DCT industry include the FDA's launch of the Digital Health Center of 

Excellence, which “marks the beginning of a comprehensive approach to digital health technology, 

setting the stage for advancing and realizing the potential of digital health” (FDA 2022) as well as 

the formation of the Decentralized Trials and Research Alliance that brings together sponsors, 

CROs, patient advocacy groups alongside the FDA, to promote the widespread adoption of 

decentralized research methods (DTRA 2021). 

 

Protocol simplification: Studies have found that protocol design complexity has grown rapidly 

(Getz and Campo 2018), having detrimental implications for investigative site burden, patient 

burden, and clinical trial performance (e.g., longer cycle times and higher costs) (Getz et al. 2019). 

Excessive data collection associated with complex protocol designs can compromise the data 

analysis process, increase error rates, and negatively impact data quality (Getz 2014). The 

shutdowns brought about by the COVID-19 pandemic provided a catalyst for streamlining study 

procedures to focus on what was absolutely necessary (Halloran 2020). Concurrently, traditional 

site-based designs were retrofitted to allow for decentralization. As DCT adoption continues to 

grow, studies must be optimally designed upfront for decentralization (Spinner 2021). 
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Digital advances & funding interest: There is considerable investor interest in digital health, 

with venture capital funding for digital health technologies exceeding investments made on all 

medical devices combined (Marquis-Gravel et al. 2019). Technology companies, including Big 

Tech firms like Apple and Amazon, have moved into the healthcare market. According to Grand 

View Research, increasing smartphone penetration, improving internet connectivity, and 

advancing healthcare IT infrastructure, among other factors, are driving growth in the global digital 

health market (valued at USD 175.6 billion in 2021 and projected to grow at a compound annual 

growth rate of 27.7% by 2030 (Grand View Research 2022)). What is more, technologies for 

remote data collection are maturing and increasingly being validated, with more digital endpoints 

used as primary endpoints (Agrawal et al. 2021). 

 

Comfort with digital health: Following the COVID-19 pandemic, attitudes towards digital health 

have improved both on the consumer and provider side. According to research by McKinsey, 

telehealth utilization in 2021 is 38X higher than before the pandemic. The analysis also shows that 

58% of physicians continue to view telehealth more favorably now than they did before COVID-

19, and 40% of consumers believe they will continue to use telehealth compared to just 11% using 

telehealth prior to the pandemic (Bestsennyy et al. 20210. Comfort with digital technologies has 

also grown. A 2020 survey of healthcare consumers by Deloitte indicates that 42% of U.S. 

consumers used tools to measure and track their fitness and health (jumping from 17% in 2013). 

Among those using a fitness device, half shared data obtained from the technology with their 

doctor (Betts et al. 2020). 



 

 

Chapter 6 

 

Conclusion 

 
The dissertation studies the major challenges and complexities in managing healthcare ecosystems. 

The research strives to better understand and critically evaluate problems through the utilization 

of operations management strategies and methodologies with the aim of offering actionable 

insights for key decision–makers and healthcare practitioners.  

 

The essays in the dissertation follow an overarching “systems thinking” approach to address 

different problems. The broader healthcare system includes all the entities involved in the 

provision of medical products and services and is comprised of various subsystems, each wide 

ranging in both their functions and roles. There are many interacting elements within and across 

healthcare systems. Although elements can be people, processes, information, organizations, and 

services (Royal Academy of Engineering et al. 2017), each of the dissertation’s core chapters 

mainly focuses on the interactions between key stakeholders and studies how stakeholder decisions 

invariably impact other areas of the system. Supply chain management is a management strategy 

that is characterized by a systems approach in that it considers the organizations in a supply chain 

as an end–to–end integrated entity (Mentzer et al. 2001). With a focus on healthcare delivery, the 

initial half of the dissertation demonstrates the relevance and applicability of supply chain 

management in healthcare, whilst the second half of the dissertation examines how recent 

developments in pharmaceutical systems (the changing nature of outsourcing relationships and 

trial decentralization) have affected stakeholder interactions in clinical development.  

 

Chapter 2 of the dissertation delineates and categorizes healthcare supply chains into four main 

categories and eleven subcategories. The chapter considers the key stakeholders for each category 

and the main challenges and risks they face. The essay also discusses the existing academic 

research and puts forward at least one effective and efficient supply chain strategy that has been 

employed in practice pertaining to each category. The research serves two main purposes for 

industry and the academic community. First, by categorizing healthcare supply chains and
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outlining the pressing issues burdening each category, the essay lays the groundwork for further 

involvement of supply chain management scholars in the healthcare domain. Second, by 

demonstrating the applicability and value of supply chain management in healthcare, the essay 

advocates for more supply chain management research by academics working in healthcare 

operations and for the increased adoption of supply chain management concepts, tools, and 

strategies by healthcare practitioners.  

 

Chapter 2 offers an organized view of the healthcare ecosystem and its subsystems and calls 

attention to the research potential in healthcare supply chain management. Building on the 

learnings from Chapter 2, Chapter 3 addresses this call by illustrating how supply chain 

management concepts and strategies can be applied and tailored to healthcare through a careful 

consideration of the system’s unique challenges and opportunities. Focusing on the practical 

relevance of research, the essay offers readers a way to systematically think about addressing 

healthcare challenges from a supply chain perspective. This is achieved by following a framework 

that is customer focused, systems based and strategically orientated and that simultaneously 

considers clinical, operational, and financial dimensions. Exemplifying the framework, the chapter 

considers several supply chain strategies (such as coordination, integration, and incentive 

mechanisms, to name a few) in healthcare supply chains that are either commonly used in or have 

a high potential to be applied to healthcare. The chapter also highlights notable developments that 

shift care from treatment to prevention, from hospitals and clinics to primary care and patients’ 

homes, and from broad treatment approaches to personalized/precision medicine. These trends 

alter healthcare supply chains and demand a redesign of current systems. Applying the framework, 

the chapter considers how new care models shape healthcare supply chains of the future.    

 

While still focused on stakeholder interactions, the latter half of the dissertation shifts attention 

from healthcare delivery to the pharmaceutical industry, and in particular, to clinical development. 

Chapter 4 explores pharmaceutical outsourcing relationships between a pharmaceutical company 

and its provider, a CRO. The essay investigates if and how a pharmaceutical manager’s choice of 

outsourcing relationship can affect clinical trial timelines. The problem is formulated as a three–

stage game between the two parties and considers two relationship types; a strategic partnership 

(characterized by a pharmaceutical company’s commitment of future business to the CRO) and a 



6 Conclusion  239 

 

transactional arrangement (a one–off but potentially repeated engagement).  By characterizing the 

conditions under which either type of relationship should be pursued, several insights with 

managerial implications are derived. It is shown that although more environments are conducive 

to strategic partnerships than not, there is still a place for transactional arrangements (such as when 

the benefits from commitment are limited). The chapter also demonstrates the importance of the 

relationship’s operational details. The analysis shows that a strategic partnership with a well–

structured termination strategy enables incentive alignment between the pharmaceutical company 

and CRO devoid of high payments and high fines borne by either party. To the best our knowledge, 

the relationships between pharmaceutical companies and CROs have not yet been explored by 

operations scholars. By evaluating the role of transparency and commitment in such partnerships, 

the work builds on and contributes to operations management literature on project management, 

performance–based contracting, pharmaceutical contracting, and clinical trial operations.  

 

By examining the impact outsourcing relationships on clinical trial duration, Chapter 4 studies 

operational decisions that can improve the efficiency of clinical trials. With a similar focus on 

clinical trials, Chapter 5 explores how the adoption of trial decentralization alters the clinical 

development landscape. DCTs can mitigate many existing challenges in clinical development such 

as patient and provider burden, patient recruitment and retention issues, access, the timeliness and 

quality of data, among others, thereby potentially enhancing trial efficiency. However, DCT 

deployment introduces new demands and pressures onto existing systems that can diminish its 

promise and ease of implementation. As the prominence of DCTs grows and more is learned about 

the positives and negatives of DCTs, it is becoming increasingly important that stakeholders can 

adequately weigh the benefits and risks of adopting decentralized approaches into current systems. 

Employing systems thinking, the essay proposes a conceptual framework to evaluate the impact 

of DCT deployment on key stakeholders (patients, pharmaceutical sponsors, and investigative 

sites) through a reiterative assessment of pain points. By outlining the process of emergence and 

alleviation of stakeholder pain points, the essay offers a systematic way of uncovering and 

addressing implementation challenges, carrying practical managerial implications for various 

decision–makers involved in clinical development.  
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The essays forming Chapters 2 and 3 of the dissertation have been published. Through the 

categorization of healthcare supply chains and the conceptualization of a supply chain thinking 

framework in healthcare, it is hoped that the work spurs further interest and future research in 

supply chain management in the healthcare domain. For instance, the essays provide a high–level 

overview of how supply chain management can be applied and tailored to the broader healthcare 

ecosystem. Research narrowing in on particular healthcare supply chains and their challenges may 

lead to opportunities to adapt frameworks and learnings from other domains for the healthcare 

context, and to develop new research to advance healthcare supply chain management.  

 

The essay forming Chapter 4 of the dissertation is still a work in progress and a note on its 

limitations is merited. The work has undergone a first round of peer review. The revision of the 

research will address issues raised by external reviewers–here I will discuss two main concerns. 

First, the modelling of the problem focuses on the actions that the pharmaceutical company can 

take to decrease clinical trial duration (relating to transparency and commitment) that are within 

the company’s control. Thus, for the sake of simplicity, a deterministic duration for the two 

projects was assumed. However, we acknowledge that this is not necessarily reflective of reality 

and in practice there may be considerable uncertainty stemming from external shocks. Second, a 

deliberate choice was made not to endogenize the contract parameters. This was done in an effort 

to examine the different environments, characterized by various parameter sets, under which a 

pharmaceutical company will choose either type of relationship. However, endogenizing the 

contracts would more closely align the research with practice and allow for the determination of 

optimal terms, possibly leading to different and interesting insights.  

 

The essay forming Chapter 5 has been published. The research provides a framework to assess the 

emergence and alleviation of pain points through DCT implementation. A natural next step for 

future research would be to evaluate the impact of introducing DCT elements into systems by 

empirically quantifying the value generated for different stakeholders. Comparative studies 

between conventional, hybrid and virtual trials exploring a range of outcomes (e.g., patient 

engagement, access and diversity, time, costs, data quality, etc.) may generate valuable insights 

regarding the use and applicability of DCTs in different systems and could lead  to the development
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of scoring tools to systematically apply DCT elements and solutions to clinical trials for various 

conditions. 

 

In conclusion, the dissertation aims to demonstrate that in order to wade through the difficulties in 

managing healthcare ecosystems, complicated and often inefficient systems, one needs to carefully 

consider the many interacting elements that comprise the system. Through the utilization of 

operations management concepts, strategies, and methodologies, the dissertation provides several 

essays that evaluate and address major healthcare challenges from a system’s perspective.   

 

 

 

 

 


