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1 Evaluation results for Bag of Word (BOW) representation
of different window sizes

In Section 5.1 (Table 2) of our paper, we took the representation models trained with different
verb-related contexts and compared them against a generic BOW model with window=5. Here, we
provide the BOW results with different window sizes for reference (Table 1).

Window Size
Bio-

SimVerb(ρ)
1 0.4694
2 0.4696
4 0.465
5 0.4664
8 0.462

16 0.466
20 0.4524
25 0.4509
30 0.4402

Table 1: Performance on BioSimVerb (in Spearman’s ρ) using biomedical representation models
trained using different window sizes. We reported the result (win=5) in the paper for brevity.

2 An incidence matrix showing the class reassignments of
verbs in BioVerbNet

The new verbs judged as not valid were marked as candidates for reassignment to another existing
class, or as members of a subclass or a new class altogether. An incidence matrix showing the class
reassignments is presented in Table 2. For instance, exacerbate, aggravate and magnify, found in
the Inactivate class, were highlighted as forming a separate cluster of similar verbs, while the verb
deacylate found in the Release class was reassigned to the Modify class. In the general scientific
domain, an example of reassignment involved verbs display and exhibit, found in the Encompass class
but considered better suited for the Indicate class, within which four other candidates, underline,
underscore, highlight, emphasize, were marked as forming a subclass of underline-type verbs. Such
cases demonstrate the potential of the classification method for also discovering valid novel classes
not in the original classification.
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