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ABSTRACT

Securing encrypted communication

Diana-Alexandra Vasile

Secure messaging has led to the mass adoption of strong security principles such as end-to-
end encryption and perfect forward secrecy, which had previously failed to gain traction. While
this marks tremendous progress in the effort to enhance the security of communication, there
are still many open challenges. This dissertation looks at two open problems: providing key
transparency in secure messaging apps in an attempt to detect targeted wiretaps, and securing the
initial contact for journalists.

We begin by formalising the different combinations of key-to-name bindings seen in popular
secure messaging apps into key-name-graphs, which we then use to verify that the key server
provides the same snapshot of a key-name-graph for a user to all his friends. This approach
is proposed as a baseline gossip protocol between friends who physically co-locate, however,
when coupled with some enhancements, it has broader applicability to both different underlying
network technologies and to expanding verification beyond the friendship connection. We
analyse the deployability of the baseline gossip protocol using secondary data from two datasets:
Wi-Fi usage and call-detail records. We also implement the protocol as a discrete event simulator
and use it to perform model checking to analyse the protocol’s security.

Secure messaging is not enough for everyone, though. There are certain cases in which
further enhancements such as anonymity and metadata privacy are needed to protect those
communicating. As such, we analysed the options available to journalists to communicate
with sources who may later become whistleblowers. Through the insights from two workshops
organised with large British news organisations we show that the options available to journalists
are inadequate. We identify several open problems, such as low-latency secure and anonymous
communication and secure collaboration. We focus our efforts on initial contact, a problem that
appeared during the workshop to have a significant detrimental effect on the security of sources.
We discovered that often sources do not place significant emphasis on secure communication
from the start, and retrospectively applying security is non-trivial by the time they are ready to
share sensitive information. We thus propose a new and secure initial contact system, called

CoverDrop, which is integrated as a secure library directly inside newsreader apps.
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CHAPTER 1

INTRODUCTION

Decades of work went into securing communication, from enhanced security for devices, to
securing network traffic and applications. Significant effort has been placed on ensuring both
message content privacy, through which the actual content of communication is protected, and
metadata privacy, through which additional information about the communication, such as the
sender, recipient, timestamp and location data, is protected. The deployment of end-to-end
encryption to secure messaging apps, which is now widely adopted by more than 2 billion active
users, is a robust mechanism to protect message content. This ensures that communication
remains encrypted throughout the transmission process. Also, techniques such as onion-routing-
based messaging and file transfer have been deployed to address the privacy concerns posed by
not protecting metadata. This approach ensures that important metadata, such as the sender’s
identity and the intended recipient, is obscured by the time the message is delivered or sent.

The Snowden revelations in 2013 validated the risk posed by insecure communication on
backend network infrastructure between datacenters, and demonstrated to the wider public that
mass surveillance of civilians and industrial espionage is real. As a direct result, we saw a
wide-spread adoption of Transport Layer Security (TLS), both between browsers and servers, but
also between backend services. Furthermore, public demand for higher protection of personal
data increased and many organisations have now adopted stronger data security measures,
including end-to-end encryption, multi-factor authentication, and secure data storage practices.
These measures help to safeguard personal data against unauthorised access, ensuring that user
information remains secure and private.

In most cases, using TLS to encrypt the data exchange between devices and servers is
sufficient. However, devices are increasingly communicating directly with other end devices
with the server temporarily storing and then forwarding the communication to the final recipient,
which increases the risk of potential eavesdropping and interception of sensitive information.
This is because although TLS provides client-to-server security through encryption, in order

to forward the message to the intended recipient, the server receives a message encrypted for
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itself, it decrypts it, checks the recipient and re-encrypts the message with the correct key for
the recipient before forwarding it. This process leaves the communication vulnerable to attacks,
making this high concentration of information at the server an attractive target to malicious
actors.

End-to-end encryption enhances protection for personal data — data is encrypted at the
sending device and only decrypted at the receiving device. This takes away the trust placed in
the infrastructure to keep personal data safe. While end-to-end encrypted solutions such as PGP
(encrypted emails) and OTR (encrypted messaging) existed for over two decades, they never
raised in popularity particularly due to usability and scalability problems. Secure messaging,
though, is by far the biggest end-to-end encrypted deployment, with popular apps such as
iMessage and WhatsApp being used by billions of active users daily [13, 226]. Other areas,
such as different types of collaboration software, are working on usable end-to-end encrypted
solutions [116, 122].

Current encryption standards do provide stronger protection for personal data. Bug bounty
programs, responsible disclosure approaches and zero-day vulnerabilities are all meant to help
software vendors improve the security of their software and minimise risk of attack. Key
ratcheting, with forward secrecy and future secrecy properties, now ensure that encryption keys
are short-lived: they are discarded when the message is encrypted and rolled over to new keys
such that an attack at the current time will only affect the messages encrypted with that key, and
will not give the attacker a view of previous or any future messages. Since breaking the encryption
is becoming harder, requests for exceptional access by law enforcement and political leaders are
increasing by claiming it impedes investigation into criminal activity [2, 131]. Such proposals
include key escrow systems, or authorised backdoors into the encryption protocol. Another
approach recently proposed by GCHQ to wiretap end-to-end encrypted messages without having
to modify any of the encryption, or rely on backdoors, by silently introducing an extra end point
targeted to a certain user’s account, which will allow access to any messages the user sends or
receives [131]. While the former options are harder to perform at scale and more expensive
in terms of compute time, the method proposed by GCHQ is a subtle, quick and inexpensive
approach.

Operator accountability thus becomes as important as the demand for user data protection,
since trust has now moved from the messaging architecture to the trust establishment architec-
ture [213]. In practice, Signal and WhatsApp provide this through manual verification to allow
users to manually compare a short alphanumeric string, or for one user to take a picture with
their smartphone of a QR-code displayed on the other user’s smartphone. This step is optional
since both services run a central public key infrastructure (PKI).

Previous automated solutions attempt to decentralise power by displacing and reducing the
trust placed in certificate authorities [203], or by encouraging certificate authorities to submit the

contents of their PKI to public append-only logs in order to support external audits [127, 146].

16



None of these solutions can guarantee correctness, but they attempt to detect misbehaviour
after-the-fact. The main challenges with these solutions include interoperability between the
operators of end-to-end encrypted services (closed vs. federated), the requirement for operators
to cooperate and share the contents of their key directories, and the requirement that users
perform manual key checking.

Furthermore, this end-to-end encrypted approach does not protect metadata by default.
Despite not revealing the message contents, it still reveals information about the participants to a
network observer, such as who is communicating to whom and when, location, and IP addresses.
Mining such information reveals communication or travel patterns and other vital information
that can be used by attackers. To protect the metadata of communication we can run these
applications over anonymity systems such as Tor, Mixminion, or Loopix, which provide a higher
level of metadata privacy and censorship resistance, but it is not straightforward to apply such a
solution in all cases. Also, aside from mining information at population scale, metadata can also
reveal such information useful in a targeted attack. Since in some situations we are presented
with increased risk for individuals, just running an anonymity system such as Tor can single out
a target. For instance, whistleblowers have faced the consequences in the recent past, such as
dismissal [172], imprisonment [208, 230], intimidation [153], and even assassination [207].

Lastly, striking a good balance between usability (driving adoption rates) and security is
difficult. There are famous examples of systems that were designed for increased security but
suffered from usability issues, leading to low adoption rates [182, 192, 228]. On the other end of
the spectrum are popular apps such as Signal, WhatsApp and iMessage, which win on usability
by automating most of the security requirements and running their own PKI as an online service,
thus enabling a seamless experience for their users.

The driver behind this research is that everyone deserves good security and protection of
their personal data. This need was augmented recently with the rise in location independence
due to remote working during the SARS-Cov2 global pandemic, which has changed the way
people work through the introduction of social distancing restrictions in early 2020 in many
parts of the world. Different sectors, such as education, judicial and health have had to adapt to
operating online on a daily basis. Furthermore, the fact that remote work has been possible for
such an extended period of time makes it probable that hybrid work models will persist moving
forward [134]. This stresses the importance of having secure systems to facilitate different

communication needs.

1.1 Contributions

In this dissertation we set out to secure communication for end-users by targeting two main areas:
detecting targeted wiretaps for popular secure messaging apps, and providing potential whistle-

blowers, a subset of end-users with higher needs for secure and anonymous communication, with
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a system to securely initiate contact with investigative journalists.

In summary, the main contributions of this research are:

* An analysis and subsequent formalisation of public key-to-name bindings into key-name
graphs (KNGs), which can represent all current combinations of bindings in production

end-to-end encrypted apps (Chapter 3).

* A novel gossip protocol for key verification, which combines the benefits of automation

and web-of-trust style distributed key checking (Chapter 3).

* An implementation of the gossip protocol steps into a discrete event simulator to analyse
the protocol efficacy through model checking on all the types of social ties that can exist
with up to 4 users, including a stochastic exploration of the step tree of possible events
that can alter a KNG (Chapter 4).

* An analysis of the deployability of the protocol with Wi-Fi usage data from 11485 Android
devices and a social-geographic analysis of over 67 million call-detail records belonging

to over 1 million GSM subscribers, over a 35-day period (Chapter 4).

2

* The system requirements for a secure initial contact mechanism based on actual journalists

experiences, based on which we develop a realistic adversarial model (Chapter 5).

* A secure initial contact mechanism in three components: (1) a secure mobile library; (2) a
TEE-based mix strategy; and (3) a networking model that supports integration into existing

CDN-based networks with minimal modification (Chapter 6).

All experiments reported in this dissertation followed University of Cambridge’s ethical
research policy as approved by the Ethics Committee of the University of Cambridge, Department
of Computer Science and Technology. There are two main types of research involving humans
or their devices for which we considered the ethical implications and received approval from
the departmental ethics committee in advance of starting the research: (A) the deployability
analysis of our gossip protocol, based on data from two datasets recording information about
users’ devices (Chapter 4); (B) and the system requirements capture for our secure initial contact
mechanism based on actual journalists’ experiences, based on data coded from and quotes derived
from two workshops that we organised in London in late 2019 (Chapter 5). Any particular ethical

considerations and procedures will be discussed in the relevant chapters, where appropriate.

1.2 Publications

Parts of the research described in this dissertation have been published in the proceedings of peer

reviewed conferences and workshops:
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1. “From Secure Messaging to Secure Collaboration”, Martin Kleppmann, Stephan A. Koll-
mann, Diana A. Vasile, and Alastair R. Beresford, at Security Protocols Workshop 2018
(SPW’18) [116].

This is a position paper and is the result of lengthy discussions between all authors and
it was written in large by Martin. The work in this paper strenghtens the need for secure
collaboration approaches, particularly looking at end-to-end encrypted communications. It
thus analyses the required changes in principles and architecture to move the end-to-end
encrypted implementations directly from secure messaging to a collaborative system such
as Google Docs. Ideas inspired from it are reflected in several places throughout this

dissertation, such as Chapters 1, 2, 3 and 5.

2. “Ghost trace on the wire? Using key evidence for informed decisions”, Diana A. Vasile,
Daniel R. Thomas and Alastair R. Beresford, at Security Protocols Workshop 2019
(SPW’19) [217].

This is a position paper analysing the types of key-change events that happen in a secure
messaging application. The main contribution of this work is to analyse what kind of
cryptographic evidence we can gather prior to this key-change events taking place to help
improve the notifications users see. This work is the foundational work for the gossip
protocol in Chapter 3 and Chapter 4. Ideas inspired from it are also seen in Chapter 2.
The paper is written mostly by myself. Alastair and Daniel contributed with valuable
discussions, as well as feedback on writing. Daniel also assisted in thinking about and

writing the section on acquiring evidence for key validity.

3. “CoverDrop: Blowing the whistle through a news app”, Mansoor Ahmed-Rengers, Diana
A. Vasile, Daniel Hugenroth, Alastair R. Beresford and Ross Anderson, in submission to

Privacy and Enhancing Technologies Symposium (PETS’2022).

This paper proposes a new system for sources to initiate contact with journalists in a secure
way and forms the basis of Chapters 5 and 6. The idea to investigate and create a system to
secure communication between journalists and their sources originated from Alastair and
was initially shaped through lengthy discussions between myself and Alastair. It was then
enriched by Mansoor, Daniel and Ross joining the team. The overall system idea emerged
from lengthy discussions between all the authors. I led the organisation, requirements
capture and coding of the workshops in London, as well as performed the analysis of
current systems in use by journalists. I also performed most of the security analysis, with
important contributions from Daniel, particularly in the unobservability of communication
and plausible deniability when device confiscation occurs. Daniel coded about 90% of the
prototype implementation and did the performance evaluation. Mansoor coded the rest

of 10% of the prototype implementation and focused on writing most of the paper, with
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Daniel covering the performance evaluation and app prototypes and myself the status quo

and the security analysis.
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CHAPTER 2

BACKGROUND

We provide a brief history of encryption, starting from rudimentary attempts at encryption
and finishing with modern encrypted communication. This illustrates some of the ongoing
concerns, open problems, and approaches in encrypted communication, which we build on in
subsequent chapters, such as trust establishment, transparency, and usable security. We also
outline an overview of different approaches to providing secure communication as well as to

providing anonymity.

2.1 Encrypted communication

The desire and need to keep messages secret is prevalent throughout history, however this was
not always acknowledged or even possible. We provide a brief outlook on early encryption
and show the transition to modern encryption. At the base of working encryption lies trust
establishment which we cover in Section 2.1.2, because without a means to exchange initial

information securely one cannot have encrypted communication between two or more parties.

2.1.1 Early encryption — A brief history

A wide variety of examples of early encryption exist, from manual encoding, such as unknown
hieroglyphs on Egyptian tombs, or the use of the scytale transposition cipher [111], to more
complex examples involving mechanical encryption devices, such as the Enigma machine used
during World War II [88]. This all paved the way to present day efforts, which see end-to-end
encryption become the default communication option in popular messaging apps. We briefly
review in this section some of the significant milestones that were achieved to make present day
encryption possible.

Before the 1970s, encryption was typically used by governments and research was often
classified. The early 70s mark a significant shift with the proposal and adoption of the Data
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Encryption Standard (DES) [49], as well as the invention of public-key cryptography, which was
shown to be theoretically possible in the work of Whitfield Diffie and Martin Hellman on the
Diffie-Hellman key exchange [56]. A year later, the Rivest-Shamir-Adleman encryption scheme
(RSA) [178] was the first public-private key-based encryption scheme to be implemented. Over
time, DES became the de-facto standard for encryption in the industry, but was later shown
vulnerable. DES is most known for its vulnerability to brute-force attacks due to the small
56-bit key size!, which was shown in 1999 to be breakable in less than 24 hours on a personal
computer [197]. The Advanced Encryption Standard (AES) was introduced in the early 2000s to
address some of DES’s known vulnerabilities [64]. The most significant difference to DES is
the algorithm selection process used for AES, which was open to the public to submit their own
algorithms [46]. AES includes larger key sizes to address the fallacies of DES.

With the Internet boom, the need for transport layer security became more evident. The Secure
Sockets Layer (SSL) protocol was initially proposed by Netscape in 1994; but the first version
had weaknesses so was never released. In subsequent years, SSL 2.0 and SSL 3.0 [72, 117]
were released and used for over a decade until deprecated due to major deficiencies, such as
unprotected handshake messages and the ability for a person-in-the-middle to terminate sessions
by inserting a TCP FIN request [170]. Several versions of the Transport Layer Security (7LS)
protocol were also developed, which interoperated with SSL until it fully replaced it. TLS is

now de-facto for modern day encryption.

2.1.2 Modern encryption and trust establishment

After the Internet Boom, there have been two main approaches to enable modern day encryption
of data: asymmetric key encryption (also known as public-key encryption) and symmetric key
encryption. In symmetric key encryption the communicating parties arrange for a setup phase
in which they agree on a shared secret key. This key is then used for both the encryption and
decryption of messages. On the other hand, in public-key encryption, each party independently
generates a public-private key pair, stores the private key securely and makes their public key
known to communicating partners. The private key is used for encryption (or signing) and
the public key is used for the decryption (or verification). Both symmetric and asymmetric
encryption methods encounter key management problems: the former encryption method has the
initial hurdle of users agreeing on a shared secret securely; while the latter problem is slightly
different in nature — who holds the public keys and how does one distribute and authenticate
their public key? This problem is referred to as the trust establishment problem. We discuss the
two main approaches that have been used to address this trust establishment problem: the use of
a Public-Key Infrastructure (PKI) and the Web-of-Trust (WoT) model.

!Said to have been insisted on by the NSA during IBM’s work on the proposal
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Public-Key Infrastructure. One approach to addressing trust establishment is to use a PKI,
which is a widely used solution nowadays. PKI provides a mechanism to record unique digital
identities for users, devices, and applications and certify the binding between a public key and a
unique digital identity, hereafter name, by issuing a signed certificate. However, this approach
relies on an authority to issue the certificate and validate it. Should access to the private key be
lost, the authority is also enabled to revoke that binding and issue another. The most widely used
form of PKI is the Certificate Authority (CA) used by web browsers when fetching web pages.
CAs map DNS names to public keys to help automatically set up HTTPS connections without

any manual verification.

Web-of-Trust. An alternative to the centralised PKI trust model is WoT [114], which proposes
fully distributed key management. WoT relies on the idea that there will naturally exist multiple
“webs of trust” that can be accessed by a user through their friends (introducers). Thus, in
WoT users manage their own public key to name bindings and certify to the validity of their
friends’ bindings by digitally signing them. Key bindings can receive multiple certificates (i.e.
can be signed by more than one friend). Key revocation is a manual and complicated process,
particularly because it has to be thought in advance: in case of loss of access to a private key,
users cannot revoke the public key unless a revocation message has been prepared prior to the
loss of access. Without revocation, loss of access to a private key means that the users could
no longer decrypt messages intended for them. Pretty Good Privacy (PGP) [1, 234] was the
first to make encryption work for end-users using the WoT approach. With PGP, users provide
self-signed certificates and third-party attestations of those certificates. Users manually generate
public-private PGP key pairs, store a self-signed version of the public key-to-name binding in
independently maintained dedicated servers and then ask friends to attest to binding validity.

PGP encountered usability issues which affected its adoption, which we discuss in Section 2.3.

2.2 The need for transparency

There is an inherent trust in authorities to honestly run and distribute the components of the
services we use. Users trust Certificate Authorities to issue the correct certificates for valid
web services, key servers to distribute the correct key bindings for other users, and package
distributors, such as package managers or app stores, to distribute the correct binary for an
application they wish to install. Providing transparency in secure systems increases user trust
by enabling users to verify that these services are operating honestly rather than trusting them
blindly. We discuss in this section three approaches taken to increase transparency and aid

verification.
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2.2.1 Certificate Transparency

CAs enable trust establishment for DNS entries by issuing a certificate binding a public key to a
DNS name, thus having the power to validate and revoke domains. This assumes a hierarchical
structure, which enables trust to be passed from a CA to all of the certificates it issued: once a
client (such as a web browser) accepts a CA as trusted, it will trust all of the certificates signed
by that CA, whether they are genuine or not. This is implicit trust, which, without oversight can
be (and has been) abused by compromised CAs [59, 147, 179, 190, 195].

Certificate Transparency (CT) [127] addresses this issue by providing a verification mecha-
nism which requires CAs to store all the certificates they issue in an append-only log that can
be queried publicly by external, independent parties, and provide proofs of inclusion. Despite
requiring major changes in CA operation, it is now included in the most popular web browsers.
Such a change was a gradual process, because a full roll-out of the requirement that all websites
have CA certificates held in CT Logs would have broken the internet [199]. If a CA does not
support CT, it is untrusted by default [185].

To verify the consistency of the certificate logs introduced by CT, gossip protocols were
proposed [34, 97, 159, 203]. Due to the nature of append-only logs, revocation requires an
additional workaround [183], which was formally proved [58]. Other issues include short-lived
certificates in CT, and privacy-preserving proofs of misbehaviour [67]. The reliability of CT
relies on auditing the append-only logs, however the number of certificates stored daily into
popular logs makes it impossible for the average domain owner to act as a monitor and ensure
consistency [132].

Alternatives to CT provide full transparency directly into the issuance, update, validation,
and revocation of the certificates, by distributing thus reducing the centralised nature of the
whole process [18, 115]. CertLedger [121] uses blockchain, with a prototype implemented on
Ethereum, to show that no gossip is needed for such an approach because the blockchain is public
and there is no trust being placed in a log operator like in CT. However, only CT is currently
being used in practice [198]. As with any transparency tool, privacy becomes an issue [144].
There’s the matter of data being released about clients to the logs as well as who is collecting
and analysing these logs aside from those auditing the logs for consistency [119]. Issues with
misbehaving logs was linked to mismanagement of the root store [120] or overall poor security

practices [77].

2.2.2 Key Transparency

Another form of PKI maps public keys directly to human-readable names, such as a phone
numbers or email addresses. This is largely used in systems where the communication takes place
between end points, such as instant messaging. Automating the PKI functionality has addressed

the scalability and usability issues of previous approaches and saw end-to-end encryption
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seamlessly deployed to the masses through secure messaging apps. These apps automated their
public key management as an online service (key server), which in turn automated both the
storage and maintenance of public key to name bindings, as well as the key lookup process. This
enables users to connect to and communicate with their friends without any prior setup or need
to understand public key cryptography. However, this again assumes implicit trust because trust
between devices is established automatically rather than requiring it to be built manually by the
users (the WoT approach), which exposes the end users to a number of attacks [213, 217].

The primary approach to providing some level of transparency for key management is
manual verification. WhatsApp and Signal offer their users the option to manually verify
security numbers pairwise with their friends. This can either be done by comparing 60-character
alphanumeric strings, or scanning a QR-code on their peer’s device if they are physically co-
located [21]. However, this is an optional feature and it is likely rarely used. This process is not
only tedious and error prone, but it also assumes users have an understanding of the importance
of performing these checks [186]. Furthermore, verifying security numbers detects only person-
in-the-middle attacks, but it would not detect ghost-user attacks since it only performs checks
for the session key between the accounts and not the presence of other devices [193, 225]. The
apps also allow a user to manually verify which devices have access to the account, but such a
notification may be suppressed in the case of an attack, as suggested by GCHQ [131].

CONIKS [146] provides key transparency by requiring key servers to store the data in an
append-only format similar to CT and allows others to publicly audit the key server’s operation
in a privacy-preserving way. While the CT approach has been very successful for TLS/SSL,
CONIKS does not benefit from the same success because secure messaging protocols are
very different by design, which means that CONIKS requires the direct collaboration of app
providers to audit one another. This is difficult to achieve between closed systems such as
iMessage or WhatsApp [145]. CONIKS does not deal with the multiple-devices-per-user-
account scenario [146]. While CONIKS may be extended to detect whether additional keys
are legitimate, this relies on the users performing a manual pairing procedure to sign new keys,
which may pose usability issues for the average user.

Verifiable key directories such as those proposed by CONIKS incur significant delays when
key changes occur. SEEMless [30] improves on CONIKS by reducing these delays from an
hour to under a minute. However, to achieve such an improvement, SEEMless requires large
amounts of storage. Furthermore, Parakeet [136] also proposes changes to the initial verifiable
key directories approach, which optimises for real-world deployment by distributing small
commitments to users and proposing a compaction technique to reduce the pressure added onto
server storage by the growing number of keys and, respectively, users. WhatsApp took inspiration
from these approaches[30, 136, 146] and recently introduced key transparency into their system
by publishing an auditable key directory and offering an open source library to enable users

to perform verifications [128]. WhatsApp’s approach was released after this dissertation was
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written.

CONIKS transparency logs work in a similar way to CT logs and thus, need to be audited for
consistency. One approach is to use blockchain to perform the audit [155], or Ethiks [25], which
uses Ethereum to track CONIKS logs. As an alternative to CONIKS, Catena [210] uses the
blockchain to track key bindings. The use of blockchain in this situation makes it an expensive
process to fork this transparency blockchain. Alternatives to append-only logs focus on the use of
decentralised witness cosigning for a more proactive approach of cryptographically signing (by a
majority of witnesses) to attest a binding, rather than the retrospective application of transparency
mechanism [118, 203].

2.2.3 Binary Transparency

Although not as popular as the previous transparency methods, binary transparency aims to
provide a user with the means to verify that the binary they received from a source code repository
(or app store) is the same to what everyone else received and not a special, possibly compromised
version. Initial proponents saw binary transparency work in a similar way as CT: a signed binary
would be added to a public append-only log, which provides a proof of inclusion that is then
shipped with the binary for users who wish to install the application.

There are currently two active binary transparency logs: for the Mozilla Firefox browser [150],
and for the Pixel 3 device factory images [52]. They both use CT logs to prove that the correct
binary or image is sent to users. For the former, a binary hash is added to the append-only log
and proof of inclusion on the Merkle-tree root is included in the binary, while for the latter
image metadata is added to the log and an open-source verification tool is made available to
users. Contour proposes a slightly different approach using blockchain to store hashes for binary
packages [8]. It has been shown to work on over 900 000 Debian binary packages with relatively
low overhead and modification to the current structure. Similarly to previous approaches, it uses
the already-existing SHA256 hashes from within .deb packages to add into the blockchain and
proof-of-inclusion is added inside the .deb package. Decentralising the software update process
provides further transparency and eliminates the need for a single point of failure and a single
point of trust [156].

2.3 Usable security

Research into usable security is widely developed with a large corpus of case studies looking at
how to achieve secure usability, however secure systems still suffer from usability-related issues.
In this section we review briefly the main findings of these case studies of secure systems that
aim for high usability and then briefly review two use cases of PKI: PGP, which is commonly
known for its usability issues, and secure messaging apps (WhatsApp and Signal), which achieve

usable security.
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The concept of usable security arose from the realisation that the most common security flaw
of systems that are supposed to be secure is human failure [75]. This is because the systems
that are designed to be secure are not always easy-to-understand nor easy-to-use by the average
user, therefore users make mistakes that undermine the security offerings of the system. A
common example of such usability errors is a system which requires strong computer generated
passwords; it thus leads to users writing that password down on paper to have nearby, which
requires additional protection to ensure it is not accessible by anyone else [184]. Conflicts are
also common: the security restrictions or procedures of a system interfere with user intent or
expectation, so users tend to bypass security to speed up their processes [123]. To aid usable
security goals, these must be thought of in advance of creating a secure system, since retrofitting
usability considerations does not work [17]. Industrial procedures ensure security risks are
evaluated, but compliance with the security procedures is seldom evaluated [29]. Aside from
taking into account the users of the end-product, secure systems that aim for usable security also
must account for the software developers that interact with their APIs to ensure the security of
the system is understood and promoted in what the developers create [87].

PGP is famous for its usability issues that led to ineffective security [182, 192, 227], which in
turn limited its adoption. Two of the biggest usability-related issues are: the manual distribution
and verification of public keys and the encryption/decryption process. However, even if all these
usability issues were addressed, users would still face the burden of manually distributing and
managing their keys.

A completely different approach was taken by modern secure messaging apps, such as
Signal and WhatsApp, which thrived by automating the public key management and trust
establishment process by using an online key server maintained by the app provider. These
apps have successfully deployed end-to-end encrypted messaging to billions of active users,
an area in which many others have failed. This enables users to connect to and communicate
with their friends without needing any understanding of public key cryptography concepts.
However, the need for transparency led these apps to providing the option for users to manually
verify keys. This approach is faced with the same usability and scalability issues that PGP
encountered [186, 219]. This is because the average user is expected to understand why they
need to verify the public keys their friends have, as well as why they should regularly perform
these checks. Scalability is just as important, since it is infeasible to expect users to perform and
re-perform these checks with each of their friends on a regular basis. Although this very clearly
causes usability issues, it does not affect the normal operation of the messaging app since it is an

optional verification method.
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2.4 Secure communication

This dissertation deals with secure communication. Particularly, we look at the process of
establishing secure communication between end-devices and between users. We detail in this
section some of the primary forms of secure communication as a foundation for the chapters that

follow.

2.4.1 Pretty Good Privacy

Pretty Good Privacy (PGP) is one of the first programs to offer encryption to “everyone”, since
up until then encryption was only available to governments and large corporations [74, 235]. It
offers the authentication and confidentiality of both files and emails. It uses RSA public-key
cryptography to enable encryption/decryption and signing/verifying to take place. Beside RSA,
PGP also now supports Elliptic Curve Cryptography (ECC) [5, 108]. Instead of a PKI it uses
WoT, in which users hold the responsibility to manage their own keys, which includes creation,
revocation, and distribution of keys to friends. Section 2.3 discussed the usability and scalability
issues that PGP users encountered, which lowered adoption [74, 182, 192, 227].

2.4.2 Off-the-record messaging

Off-the-record communication (OTR) [26] was presented as a solution to enable end-to-end
security to instant messaging protocols since protocols such as PGP [74, 234] and S/MIME [63],
which depend on long-term keys, are less suited for such communication because they do not
provide deniability. Aside from offering confidentiality and authentication, properties in common
with its predecessors PGP and S/MIME, OTR also offers perfect forward secrecy and deniability,
such that if key material is compromised, the system can recover to a safe state and the read
messages cannot be attributed to a certain user.

OTR was initially shown to be insecure due to the insecure key-exchange protocol and design
choices [54], which was fixed in later iterations. Another issue with OTR is that it only enabled
secure conversations to take place between two users, however enabling the same between
multiple users is non-trivial. One approach to enable such multi-party conversation to take place
is to designate one of the users as a host (or “virtual server”) [20], which places a large amount
of trust on the host. An alternative change to OTR to enable multi-party conversations is to
provide pair-wise authentication between the group participants [82]. A more involved group
key agreement protocol uses the concept of a “circle of keys” wherein a shared secret can be
computed by anyone with a private key corresponding to a public key in the circle of keys [133].
OTR requires both participants to be online; a solution which addresses these limitations proposes
making available a chain of session keys to users, which would enable re-keying (for the duration

of the chain) without needing both users to be online [70].
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OTR also suffered from similar usability issues like PGP because it expects users to un-
derstand and securely use cryptographic concepts as seen in the Pidgin instant messaging
application [201]. Improvements based on the Socialist Millionaire’s Problem aim to resolve
such issues [9], which replaces the need to understand keys and fingerprint verification with a

password or a passphrase, concepts with which users are familiar.

2.4.3 Secure Messaging

Secure messaging bridges this usability gap by automating the trust establishment process in-
volved in exchanging the long-term public keys as well as performing any session key calculation
and renewal. The former is enabled through the use of an online key server as PKI. This allowed
apps such as Signal, iMessage and WhatsApp to deploy end-to-end encryption to billions of
active users without requiring any specific knowledge. Other apps, such as Facebook Messenger
and Telegram also offer end-to-end encryption but it is not enabled by default.

Despite all the usability improvements and the wide-spread use of end-to-end encryption
in daily life now, secure messaging apps still encounter usability limitations. The most evident
one is linked to the optional key verification mechanisms offered by Signal and WhatsApp,
which consist of expecting users to perform pair-wise checks with all their friends and compare
a long alpha-numeric string (or scan a QR-code on their friend’s device if nearby). This process
has several limitations [95, 186, 219]: (1) it expects users to understand the importance of
performing such checks as well as re-perform them regularly; (2) it is error prone since it is a
manual comparison, and (3) it is optional so it will only be performed by the more privacy-focused
users. An alternative is to create a link between online identities, such as secure messaging
accounts linked to social media accounts, which would then enable automatic authentication,
thus bypassing this manual process [89, 218]. However, such an approach raises privacy concerns
due to the amount of data collection typically performed on social media platforms.

Other limitations include the loss of privacy protections (or downgraded protections), par-
ticularly due to the centralised nature of these apps. Firstly, most of these apps require users
to share their phone number or email address in order to sign up. This, in turn, helps the
automated trust establishment process by giving other users a way to identify their friends
using a unique human-readable name. Secondly, despite offering end-to-end encryption, there
is no metadata privacy, which allows the service operator to collect information about who
1s messaging whom and when. Such information, linked to the database of user identifying
information gives significant power to the service provider. New approaches are emerging to
decentralise this well-established architecture and providing enhanced security features such as
anonymity or deniability [214]. For instance, Session [107], offers unique identifiers without
having to link them to personally identifiable information of the user, as well as metadata privacy
by providing onion-encryption of the messages and routing them through the Oxen Service Node

Network [165]. Biometrics-driven approaches are also explored, which ensures that private keys
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do not need to be stored on device anymore since these are derived from biometric characteristics
of the user, and an associated public key is generated using an asymmetric fuzzy encapsulation
mechanism [222].

A security evaluation framework proposes assessing secure messaging tools on three levels:
security, usability, and ease-of-adoption [213]. This framework identified several open problems
in the secure messaging components: trust establishment, conversation security, transport security.
The Electronic Frontier Foundation (EFF) created a secure messaging scorecard [151] to evaluate
the secure usability of messaging apps based on seven criteria. Aside from the usability issues,
one of the significant observations the EFF made is that most users do not need a “bunker” for
their conversations, they need a system with which security-focused users are happy to use, but

which can also be used by regular people.

2.4.4 Secure collaboration

There are many other forms of sensitive data exchange, beyond emails and instant messaging, that
require additional consideration to end-to-end encrypted protocols. Secure collaboration is one
such example in which different users with one or more end-devices want to securely collaborate
on a sensitive document. More specific examples include journalists sharing a large database of
files to report on a common story [142, 143], or lawyers collaborating on privileged documents
with other lawyers and their clients [130]. Applications that currently enable such activities are
not end-to-end encrypted due to the dependence on protocols such as Operational Transformation
(OT). They use encrypted data, but OT relies on a central server to merge concurrent modifications
and to relay current status to the users (e.g. if one device is offline for an extended period).
This means that communication is only encrypted while in transit to and from the server and
is decrypted on the server for the merging process. Such a centralised approach assumes
a significant level of trust in the server operator. By adapting the protocols used by secure
messaging, we enable the creation of end-to-end encrypted collaborative applications [116]. This
approach helps us retain important security guarantees, such as confidentiality and integrity in
the face of network attackers and malicious servers. However, insider threat from malicious

collaborators is non-trivial to address.

2.5 Anonymity

Modern cryptographic protocols offer communication privacy over unsecured channels, such
as the Internet. However, the metadata from these messages is exposed by default. Through
analysing metadata, an observer can learn per-communication details such as who is mes-
saging whom, how long messages are (or duration of a call) and what time the messaging
occurred; or learn user patterns by looking at the traffic volumes over time, which can lead to

re-identification [98]. The level of anonymity differs depending on need, ranging from hiding
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Figure 2.1: Onion routing diagram when User 1 sends a messages to User 4

from an observer with whom the user is communicating, to completely hiding whether any
communication is taking place. We discuss in this section some of the most common approaches

to achieve anonymity and what these anonymise.

2.5.1 Onion routing and Tor

Onion routing [83, 175] is the process of providing source routing using nested encryption, which
means that the sender determines the full path through the network until it reaches the recipient.
Figure 2.1 shows how this is done by applying multiple layers of encryption to the packet, which
is then forwarded through a set of relay nodes in the network, such that the outermost layer
is always the next remaining relay point and the innermost layer is the encrypted packet for
the recipient. This approach offers protection for both eavesdropping and traffic analysis. If
any of the intermediary nodes is corrupt, the packet is still safe since they cannot trace the
communication back to the sender. This property also holds if the recipient is corrupt, since they
are unable to trace the communication back to the sender.

Onion routing is circuit based in order to maintain efficiency. This means that the sender
establishes a path through the network (circuit) by performing handshakes with intermediary
relay nodes, which allows it to create session keys, used by all the packets within a session,
which use the same path. This creates linkability of packets for all those packets in the session
and enables fingerprinting of traffic. Because there is no added latency in the onion routing
process it makes it vulnerable to timing attacks.

Tor [57] implements onion routing, but differs from the initial proposals by implementing
several improvements such as perfect forward secrecy and location-hidden services. Despite
proposing a reasonable trade-off between anonymity, usability and efficiency, Tor has seen
criticism over usability issues. In particular, despite being a low-latency network, Tor users
commonly experience high delays, particularly visible since most Tor usage is for Web appli-

cations [53]. Part of the reason for these delays has to do with delays on the Tor nodes, and
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one mitigation is to detect in advance the nodes that lie about their capacity [167]. Another
usability issue identified within the Tor system is the reliance on the need for users to understand
the system, since without proper usage [73, 158] or low adoption numbers [104] it can lead to

deanonymisation.

2.5.2 Mix networks

Mixing traffic is not a new concept and it was initially proposed under Chaum anonymous
communication network in the early 80s [32]. It is the predecessor to onion routing and although
similar in concept, there are some essential differences. For instance, mix networks are packet
based, such that every packet has its own individual route, thus offering unlinkability at the
packet level. This approach however, is more expensive than onion routing due to the extra
public key cryptography operations required per packet.

Despite the encrypted package looking different between entering a mix node and exiting
a mix node, since the layer of decryption is stripped to find the next stop in the path, therefore
changing the bytes, such an action is still subject to timing attacks [191], which would enable
an attacker to guess the path of a packet based on the correlation between entering a mix server
and exiting it. To mitigate timing attacks, each server holds packets for a set threshold and then
releases them when the threshold has been met.

One common approach to improve the anonymity is to add extra (dummy) traffic into the
network. Such an approach adds noise into the network, increasing the anonymity offered by
aggregating into larger anonymity sets. Furthermore, adding dummy traffic into a mix network
contributes to reducing the overall packet latency in the network.

There are several types of mix networks with different anonymity guarantees based on
the chosen approach. For instance, mixnet-based proposals Loopix [169] and Vuvuzela [215]
use dummy traffic to incease the anonymity set, however leave the dummy traffic strategy as
future work. Nym [160] is a Loopix-inspired system, which implements a multi-purpose source-
routed mixned design with Nym Crypto Tokens used as incetives for used to make the mixnet
decentralised. Mixmaster [44] and Mixminion [48] are examples of mixnets that sacrificed
latency to maximise anonymity, thus making them unusable for situations that involve several

messages being sent back and forth, such as web browsing or instant messaging.

2.5.3 Covert channels

Providing a covert channel on top of already existing communication technologies is one ap-
proach to reducing communication metadata and providing anonymity, without requiring a large
number of active (or knowingly-involved) participants. For instance, a user’s browsing activity
can be used as the required layer of communication, such as hiding messages in HTTP request

headers [19, 194]. Sending a constant amount of data per epoch like in constant throughput
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channels is another common way to provide a covert channel that provides anonymity [41]. Such
an approach does not require a large number of active participants, however, it is usually limited
by bandwidth and latency since imposing large data traffic on users who are not actively using
the protocol causes concern, and also drives the number of real transmissions per epoch per user.
Typically, in this approach users and servers interact through dropping encrypted messages for
each other in generic mailboxes, from which all the users can fetch regularly [11] or broadcasting

encrypted messages to all the users [39].

2.5.4 DC-nets

The aim of DC-nets is to provide sender and recipient untraceability in a network by using a
broadcast-based approach [31]. In this solution, once a group is established there is no need
for the participants to interact. However, in this approach the users are effectively running
the infrastructure, so for the untraceability properties to hold, all the group participants are
expected to also broadcast a message every time a message is sent. Such an approach encounters
challenges with reliability as seen through several implementations of DC-nets [40, 81, 232],
most of which are vulnerable to disruptive participants that block communication, in part or in
full. In an attempt to correct this, Verdict [42] provides an implementation of verifiable DC-nets
that uses retrospective blaming to proactively enable the tracing of disruptors in a group.
Although modern DC-nets make use of client servers to make the process more efficient,
there are still very high communication overheads. Lastly, detecting cheating participants in this
type of protocol is non trivial, with solutions involving multiple broadcast rounds that include a

set of “traps” for the cheating participants [31] or single broadcast rounds [84].

2.5.5 SecureDrop

SecureDrop [188] is a system created and maintained by the Freedom of the Press Foundation to
enable whistleblowers to submit stories and materials to media organisations in a secure way.
Media organisations have to set up and run two SecureDrop servers in order to accept documents
from sources anonymously. The first server is the document receiving server, which is made
available as a Tor Hidden Service, and the second server performs security monitoring of the first.
The media organisation then have an air-gapped environment which is used for decrypting the
encrypted messages that have been received through the Tor Hidden Service and stored locally
on an encrypted drive.

In order to use SecureDrop, sources have to install a Tor browser, navigate to the media
organisation’s Tor page and start a SecureDrop session for which they are given a code name.
They can use the code name every time they need to check their SecureDrop inbox for any new
messages, or send a message. For the media organisation, each user (account) is identified by an

unrelated code name. Although enabling high security protections for sources, it is difficult for
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sources who are not technically-savvy to use SecureDrop [55]. Journalists are provided with a
SecureDrop Workstation, which allows them to see submissions, respond to sources and track
associated documents [189].

From an anonymity perspective, SecureDrop addresses the problem of metadata associated
with most end-to-end encrypted messaging systems, which is a give-away for such high profile
scenarios as whistleblowing. SecureDrop has independent security audits before every major
release and up to 2018 it had five independent security audits, which identified issues that have

been addressed in subsequent versions.

2.6 Summary

This chapter introduced the background and current research to support the rest of this dissertation.
We provided a brief historical review of encrypted communication, covering main events, prior to
introducing the problem of trust establishment and discussing two main approaches: Public Key
Infrastructure and Web of Trust. In discussing trust establishment, it is necessary to review the
level of transparency needed for users to trust that services operate correctly, which we discuss
in Section 2.2 and is an essential background to the work in Chapters 3-4. We also state that
systems are only as secure as they are usable and discuss this with famous examples of both
failures and wins in Section 2.3. We then provided a longer summary of secure communication,
which is central to this dissertation. Last, we discuss several approaches to provide anonymity of

conversation, essential to our work in Chapters 5-6.
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CHAPTER 3

DETECTING KEY SERVER EQUIVOCATION
IN END-TO-END ENCRYPTED MESSAGING

The Crypto Wars [105, 125] have seen numerous requests for exceptional access to devices
and encrypted systems. The usual motivator? — support for law enforcement and intelligence
agencies in their jobs to thwart terrorist attacks and maintain national security. Most proposals
include some form of manipulation to defeat cryptography: the introduction of backdoors (e.g.
ensuring pseudorandom number generators in elliptic curve cryptography are predictable [92],
or lobbying for small-enough key sizes in encryption standards to ensure they are easily crack-
able [38]); or the use of frontdoors (e.g. the failed attempt at introducing government approved
chipsets [168], or decentralising key escrow such that the government holds half of the en-
cryption key and all they need is a warrant to obtain the other half from the company [100]).
However, these requests were disputed because they would introduce significant risks to the
communication security and privacy offered to end-users by opening extra attack surfaces [174],
or simply facilitating unlawful mass gathering of data without any oversight [90, 93, 124], thus
breaching human rights.

This chapter describes ghost-user attacks — a means for law enforcement or national security
departments to add additional covert devices to a communication channel.

We research methods to obtain cryptographic proof that such an attack took place [217].
Ultimately, we propose a gossip-based approach to monitor the consistency between what
updates the key server provides about a user’s account and what the devices belonging to the user
acknowledge. This approach enables us to differentiate between the key changes that happen
on a user’s account and, in turn, detect ghost-user attacks and dismiss any false positives. We
analyse our approach’s security and privacy, and effectiveness in Chapter 4.

The content of this chapter consists of ideas drawn from a position paper in which we discuss
key change events and why the attack is possible, coin the term “ghost-user attack” and discuss

suitable cryptographic proof for detecting such attacks, which we published in 27th International
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Workshop on Security Protocols (SPW) [217]. In this chapter we build on these initial ideas and
propose a gossip protocol to detect ghost-user attacks. The initial idea for the attack originated
from discussions with Alastair on the subject. I was the primary author in this publication. My
collaborators Daniel and Martin, together with our supervisor, Alastair, have helped with lengthy
discussions about the attack, key changes, protocol structure, and analysis. They have also
provided invaluable feedback on the write-up. Throughout the research I led the protocol design,
the formulation of KNGs to allow us to make the protocol suitable for a variety of apps, as well

as the analysis that follows in Chapter 4.

3.1 End-to-end encrypted messaging

End-to-end encryption is now default for billions of users in popular secure messaging apps,
such as iMessage, WhatsApp, and Signal. In such apps, data is encrypted on a sending device
and only decrypted on the receiving device, flowing encrypted through any servers in between.

End-to-end encryption is typically implemented with public-key cryptography: each device
generates a long-term public-private key pair and ensures that the private key is kept secure.
Then, the public-key and a unique human-readable name (hereafter name), such as a phone
number or email address, are shared with the app provider. The app provider maintains Public
Key Infrastructure (PKI) as an online service, called a key server, that maps names to public keys.
For example, when Alice wants to send a message to Bob, her device first asks the key server for
the public keys of Bob’s devices and then encrypts her message using the keys provided by the
key server. Provided that Alice receives Bob’s keys (and only his keys) from the PKI, end-to-end
encryption prevents the rogue employee, cyber-criminal, or government agent from decrypting
her message.

This is the working model of secure messaging apps. In this design, trust moves from the
communication server, which now only sees encrypted data, to the key server, whose only
purpose is to enable trust establishment between end devices by facilitating key lookup. A
compromise at the key server allows the attacker to add or modify the public keys associated
with names. For example, because end-to-end encrypted messaging apps accept multiple devices
as end-points on users’ accounts, an attacker may associate an additional mobile device with
Bob’s account. Then, when Alice encrypts subsequent messages and sends them to Bob, her
messages will be received and readable by the attacker. This is because all messages sent by
these users travel via the messaging server and arrive at all the devices registered on the two
accounts involved in communication. Furthermore, neither Alice nor Bob may be aware that this
has happened. This is the strategy proposed by GCHQ to wiretap end-to-end encrypted messages
without modifying any of the encryption [131] and is called a ghost-user attack [217].

Modern end-to-end encrypted messaging is successfully used by billions of people largely

due to automation of trust establishment and message encryption. This automation however,
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increases the importance of operator accountability in end-to-end encrypted messaging, to
prevent widespread state surveillance of personal communication [213]. In practice, WhatsApp
and Signal provide this through pair-wise manual verification: users can either compare a short
alphanumeric string, or they can take a picture with their smartphone of a QR-code displayed
on another user’s smartphone. This is optional since both apps run a central PKI. We are not
aware of any research quantifying the frequency of these manual key checks. It seems likely
that this feature is rarely used because it is error prone [186], provides no obvious, immediate
benefit to the user, and requires users to regularly undertake a manual process with their friends.
Alternatives include decentralising power by displacing and reducing the trust placed in certificate
authorities [203], and encouraging certificate authorities to submit the contents of their PKI
to public append-only logs in order to support external audits [127, 146]. These solutions
aim to detect misbehaviour after-the-fact. The main challenges of existing approaches include:
interoperability between end-to-end encrypted services (closed vs. federated), the requirement
for operators to cooperate and share the contents of their key directories, and the requirement
that users perform manual key checking. WhatsApp also recently announced the release of key
transparency through verifiable data structures [128], an approach inspired from prior work such
as CONIKS [146], SEEMless [30] and Parakeet [136].

We provide a novel, automated verification method that can be performed in parallel with
the normal operation of the key servers. Our approach combines the benefits of automation,
which takes the cost of verification away from the end-user, and Web of Trust style distributed
key checking, which takes advantage of a diversity of network paths typically seen by mobile
devices. Our design for the gossip protocol allows us to perform automatic verification of the
bindings between public keys and names provided by the key server. This is the first protocol to
focus on detecting ghost-user attacks through key verification.

We choose gossip protocols because of their scalability and resilience due to the inherent
redundancy they produce in the network. Furthermore, they are easy to implement [129]
and platform and network topology-independent, which makes them highly versatile. Using
a background data dissemination gossip protocol [22] allows us to continuously adjust the
confidence in the correctness of a public key-to-name binding. Here, propagation latency is not
critical since such latency only affects speed of verification, not speed of message delivery.

Apps bind public keys to names differently. We therefore, generalise the bindings into a
Key-Name Graph, hereafter KNG (Section 3.2). Tracking the changes in the KNGs enables
us to differentiate between benign and malicious key change events, reducing false positive
notifications (i.e., notifying users of legitimate key-change events, which can take attention away
from actual attack cases). Security is then provided by checking that the key server is distributing
the same KNG for a user’s friend as the KNG discovered using our gossip protocol. By sharing
the KNG and the cryptographic proofs of the edges in the graph over local networks, users can

constantly check their key bindings with their friends, providing an alternative mechanism for
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verifying the correct operation of the key servers. This proposal is practical and compatible with
the normal operation of messaging apps.

The base protocol provides gossip opportunities for users who frequently co-locate with their
friends, or those who have friends in common, thus restricting gossip reach. We detail the type
of changes needed from the key server to prove misbehaviour to third parties (Section 3.4.6).
We also discuss two alternatives that enable wider gossiping with strangers (Section 3.4.7):
friends-of-friends and epidemic-style gossip.

Our approach provides significant security above that provided by a central server since
an attack against our proposed solution requires the attacker to compromise the victim’s end
device or all the local networks the device ever visits. Furthermore, its simplicity coupled with
support for different underlying network technologies makes it suitable for deployment in many
existing apps and does not necessitate changes at the key server, such as generating or circulating
signatures.

We make the following contributions in this chapter:

* an analysis and subsequent formalisation of public key-to-name bindings into KNGs that
can represent all current combinations of bindings in production end-to-end encryption

apps (Section 3.2).

* a novel baseline gossip protocol for key verification, which combines the benefits of

automation and web-of-trust style distributed key checking (Section 3.4.4).

* an analysis of the type of key-to-name binding changes that affect a key-name graphs
(Section 3.4.5).

* a proposal for changes at the key server which would allow a user to prove misbehaviour
to a third party (Section 3.4.6).

* a proposal for changes in the baseline gossip protocol to enable gossiping with strangers
(Section 3.4.7).

* adiscussion of possible underlying network technologies suitable for the gossip protocol’s

deployment (Section 3.5).

3.2 Key-Name Graphs

Associating public-keys with people is surprisingly difficult. Commonly, public-keys are bound
to a human-readable name to make it easier for humans to identify other users. We formalise
these bindings to a KNG (Figure 3.1). While the end-to-end encrypted apps available to users
seem different in their setup on the surface, we provide a walk-through of some of the different

designs and produce a model to bind names to public keys that will work for all current apps.
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This general model will be used in the gossip protocol (Section 3.4.4) and it can be applied to
both current and new end-to-end encrypted platforms.

Signal and WhatsApp used to map a single name to one device (one public key). Now, they
support multiple devices for the same account: browser log-ins (WhatsApp) or desktop app
(both). The Sesame Algorithm [137] provides this multi-device setting. With Sesame, devices
either share the same key-pair (“per-user identity keys” — WhatsApp in the old model), or each
device generates its own key-pair (“per-device identity keys” — Signal and WhatsApp now). In
WhatsApp, without an active Internet connection for the mobile phone the other devices won’t
receive messages, while in Signal, each device can independently receive messages and decrypt
them with its own key. The keys map to a single “User ID”, which is the user’s phone number.

In contrast, iMessage [12] supports not only multiple devices per user, but also multiple
names (e.g., email address, and phone number) and these are associated with a set of three key
pairs for each device: an RSA 1280-bit key, an encryption EC 256-bit key on the NIST P-256
curve, and an ECDSA 256-bit signing key. The private keys from the key pairs are associated
internally with the devices on which they have been generated using the device’s Apple Push
Notification (APN) address.

We formalise such key bindings for an individual as a KNG to refer to the undirected tripartite
graph formed by a many-to-one connection from the names set to an account identifier, and a
one-to-many connection from the account identifier to the set of public-keys as seen in Figure 3.1.
Each device maps to exactly one set of key pairs through a one-to-one mapping. Each of these
sets may contain multiple key pairs per device (iMessage), a single key pair shared across devices
(WhatsApp), or anything in between. Our KNG framework supports all the configurations found
in end-to-end encrypted apps today and can be used to model the names and keys used in the

iMessage platform as well as Signal and WhatsApp.

3.3 Adversarial assumptions

In a successful ghost-user attack, the attacker receives copies of all the messages Alice sends
or receives, without either participant knowing. We describe the actors involved, analyse an
attacker’s goals and capabilities and review our assumptions before formalising our adversary

model.

3.3.1 Actors

A messaging app has the following actors: users, key server, messaging server, and app store.
Users are the main actors of a messaging app. Alice is a user of the app. She begins by

installing the app on her device, typically from an app store. She then registers to use the app by

providing her name (phone number or email address). She uses the app to securely message her

friends.
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Figure 3.1: An example KNG for Alice for A) iMessage, B) Signal and WhatsApp (current), and
C) WhatsApp (old model). These show the versatility of formalising bindings into KNGs. A)
there are many to one links from Alice’s different names for her account to an internal identifier,
and one to many links from the internal identifier to all of the public key sets that reside on
Alice’s devices; each of these key sets map to exactly one device APN address [12]. B) and C)
use Sesame [137] and have one name (phone number), which removes the need for an internal
identifier. The name maps to either a public key for each device (B), or to one key, which then
maps to all of the devices (C).
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We define a friend as another user of the messaging app, whose name is recorded in Alice’s
contact list on her device. When Alice has more than one device, all of these devices have the
app installed and have access to all the message contents (gained through authentication means
defined by the app itself — more details in Section 3.2). When she uses one of these devices to
communicate with a friend, all of her devices receive the message Alice authored (from either of
the devices), or that her friends have sent to her. Upon installation, devices generate one or more
public-private key pairs depending on the app implementation (Section 3.2).

The key server is an online service maintained by the app provider. It serves to automate the
storage of public key to name bindings and facilitates key lookup. The key server, depending on
the app, can store more than one binding for a name, which means that users can have more than
one device connected to their account (for details see Section 3.2).

The messaging server is also an online service maintained by the app provider. It ensures
message transmission between different users by using names to identify the destination.

The app store is an online service, independent from the app provider, offered by different
mobile platforms (e.g. Apple App Store and Google Play Store). The app store serves upon

request the messaging app binary to users’ devices for installation or updates.

3.3.2 Assumptions

The most common devices with access to end-to-end encrypted messaging apps are smartphones,
tablets, and laptops. We focus on these end-user devices which have access to the end-to-end

encrypted messaging app and describe our main assumptions below:

Secure corresponding devices. We assume that the corresponding devices are free of spyware
apps, including root spyware, and that no adversarial possession or physical attacks take place.
This excludes from our threat model the chance for message contents to be extracted through

other means, such as unlocked device screen capture, keystroke logging or Ul control.

Secure encryption. We assume that the public-key algorithms used for encryption in the
messaging app are in a secure state. We consider backdoors or flaws in encryption algorithms

out of scope for the correct operation of the end-to-end encrypted messaging app.

Secure app store. Attacks on the app store are outside of the scope of our threat model. Even
if an attacker were to compromise the app store that delivers the app’s updates, they won’t be
able to deliver a compromised version of the app without gaining access to the keys used for

signing the app, which are typically stored offline.

Physical mobility of devices. We assume that users sometimes meet some of their friends on

a local network and that the rate of meeting people is higher than the rate of device change. We
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justify these assumptions in Chapter 4.

Time synchronisation. Smartphones use the mobile network to synchronise their clocks;
tablets and laptops usually have an active Internet connection, so they can use services such as
NTP to maintain time synchronisation. Since key change events are expected to be rare, we

assume a loose time synchronisation of approximately five minutes is sufficient.

3.3.3 Attack goals

The attacker’s objective is to read the messages sent between Alice and her friends. We discuss
two ways in which an attacker can achieve their goal: person-in-the-middle attacks and ghost-
user attacks. In a person-in-the-middle attack the attacker replaces all of Alice’s keys with their
own at the key server, compromising the messaging server to receive all the messages intended
for Alice before re-encrypting and forwarding to Alice’s devices. In a ghost-user attack, the
attacker adds an extra device (i.e., a new public key-to-name binding) to Alice’s set of devices
recorded by the key server, thus attaching themselves to Alice’s account. The attacker now
receives a copy of all the messages Alice sends or receives without the sender or recipient
knowing.

A person-in-the-middle attack is fragile when compared to the ghost-user attack. The person-
in-the-middle attacker has to compromise all of the keys Alice has in her KNG and update all
the keys previously shared with her friends. In this case, the full set of key-to-name bindings
of the user changes, triggering a key change notification in some end-to-end encrypted apps.
For a ghost-user attack, an additional key is inserted into the set, which does not notify any of
Alice’s friends. In some apps, for instance iMessage, Alice herself would be notified on her
other devices that a key has been added. Our solution improves on this by enabling detection of
the event solely by the devices, supporting users who only have one device, and also notifying
more than just Alice herself, but also her friends. Furthermore, the attacker would also have to
compromise Alice’s friends devices to avoid detection.

In addition to detecting ghost-user attacks we also detect person-in-the-middle attacks since
these also appear as a key change. However, in order to detect them, friends have to observe the
correct keys before the person-in-the-middle attack starts. An advanced user might detect an
initial person-in-the-middle attack by noticing that gossiping is not working when it should. This
case occurs when the user is unable to confirm the keys of his friends on the local network, since
the user does not have any correct keys for his friends.

The underlying problem, which stops users from detecting person-in-the-middle attacks, is
the large number of key-change notifications users are currently exposed to. Because of this,
users are likely to ignore a key-change notification since often this is harmless, such as their friend
reinstalling the app or purchasing a new device. Our work aims to reduce the signal-to-noise

ratio of these key-change events so that an alert is only issued when either a person-in-the-middle
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or a ghost-user attack is discovered.

3.3.4 The adversary model

Thus, we assume the following adversary model:

1. The adversary can compromise the key server. We assume the attacker can access, modify,
inject, and delete bindings for some or all the keys in the key server. In doing so, the
messaging server will send a copy of all future communications between the attacked user

and their friends to the attacker’s device.

2. The adversary can compromise the messaging server. However, without access to the

correct private key the adversary is unable to break encryption and access the messages.
3. The adversary cannot compromise the app updates supplied by the app store.

4. The adversary can track devices on a local network, but has limited visibility over local
networks, such that it can only access, modify, inject, or delete messages sent on a subset

of the local networks to which a user connects.

3.4 The gossip protocol

We propose a gossip protocol to enable Alice’s friends to continuously verify that Alice’s KNG
provided by the key server, is the same across all her friends and matches the KNG locally
gossiped and signed by Alice’s devices. This protocol eventually detects ghost-user attacks and
person-in-the-middle attacks (Section 4.1.4) by differentiating between the types of key changes
that can take place in the app. The gossip protocol can be used with a variety of underlying local
network technologies (Section 3.5), however, technology-specific details are omitted from the

description of the protocol for simplicity.

3.4.1 Functionality goals

We define below the main functionality goals of the gossip protocol:

F1: automated detection. The gossip protocol enables automatic detection of ghost-user

attacks and person-in-the-middle attacks.
F2: minimal changes. The inclusion of the gossip protocol in an existing end-to-end en-

crypted messaging app requires minimal changes to the support infrastructure (i.e. key server or

messaging server).

43



F3: flexible underlying network. The gossip protocol does not restrict an underlying network
specification as it aims to be flexible regarding the choice of underlying local network technology.
Therefore, it is designed to work with a wide range of networking protocols such as WiFi,
Bluetooth and 5G. Further information regarding compatibility of these technologies is discussed

in Section 3.5.

3.4.2 Security goals

We outline the protocol’s security goals with reference to our adversary model (Section 3.3.4)

and justify in Section 4.1.4 how the gossip protocol achieves these goals.

S1: correctness. The adversary cannot mask their access to an account as a normal key change.

The protocol correctly identifies all the types of key changes for KNGs (Section 3.2).

S2: soundness. The adversary’s presence cannot be hidden indefinitely. The protocol even-
tually detects ghost-user attacks when one has taken place, provided that the user successfully

gossips with at least one friend post-compromise.

S3: availability. The adversary cannot completely stop a user from gossiping on local networks.

If the ability to gossip is enabled in the app, the user’s devices can gossip.

S4: privacy. The protocol maintains the privacy protections already offered by the messaging

app.

3.4.3 Limitations

The gossip protocol’s main limitation is its dependence on human mobility. While cases where
users do not meet with friends on local networks for extended periods of time do not affect
the normal operation of the end-to-end encrypted messaging app, it does make for windows of
vulnerability of varying sizes. The gossip protocol aims to improve on the current established
manual key verification process and provides extension opportunities past the immediate friends
network (Section 3.4.7).

The gossip protocol robustly detects ghost-user and person-in-the-middle attacks while
minimising false positives from legitimate key change events (e.g. new device). However,
investigating how to usefully report this information to the user is out of scope for this paper.

The protocol detects these attacks, however, it does not enable these attacks to be proved
to a third party, as that would require changes at the key-server to sign records it supplies

(Section 3.4.6), which we left out-of-scope by focusing only on app-level changes.
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Setup: We describe the knowledge base for Bob’s device.
Note: Throughout Alg 1-4 we denote procedures with psudocode in SMALLCAPS and those
without in teleType.

1: precmpHashToDeviceMap — map of public key hash to devicelD

2: publicKeys — map of friends’ devicelD to public key

3: localAdsList — list of adverts currently on the local network

4: pendingRemovals and pendingAdditions — temporary list of removals and additions not yet

confirmed by the key server stored for each friend

Algorithm 1 (Advertise): Alice’s device creates an advert for the local network using the
public-private keypair on the device.
1: procedure ADVERTISE(KNG)
2: t « getCurrentTimestamp()
broadcast(GENSIGNATURE(KNG,t))

3

4:

5: procedure GENSIGNATURE(KNG, t)
6: h < hash(KNG)

7: ttl «+ 24 hours

8 sig < sign(privKey, h||t)

9: hint < hash(hash(pubKey)||t)
10: return (sig, hint, t, ttl)

3.4.4 Baseline gossip protocol

Manual verification, currently available in some end-to-end encrypted apps, assumes a three-step
process: (1) two users decide on a location to meet in person (advertise), (2) find each other at
that location (discover) and, (3) confirm the keys on their devices are correct by scanning each
others’ QR-codes (sync). Our approach is inspired by this process but the protocol enables us to
automate these three steps while leveraging decentralisation and human mobility. This removes
all manual labour for the common case where the KNGs match, and identifies attacks in the
case where the KNGs do not match through cryptographic evidence. We aim to improve on the
established manual process and enhance transparency for messaging applications, while limiting
the changes to app-level with a protocol that is infrastructure agnostic.

The baseline gossip protocol operates by constructing gossip messages that are readable
only by those who know the user’s public key and have previously constructed their own copy
of the user’s KNG (i.e., the user is a friend of theirs). Its aim is to continuously verify the
information received from the server against the information received from gossiping about a
user and maintain freshness in the common case where these two sources of information provide
the same KNGs. We deal with key change in Section 3.4.5. We describe below the three main
steps in the baseline gossip protocol between two friends — Alice (the advertiser) and Bob (the

verifier):
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Advertise. Devices advertise their presence on local networks so friends’ devices can find
them. For example, Alice’s device advertises on arrival to a local network. It also re-advertises at
regular intervals if the device has been on the same local network for a long period of time. Such
intervals that can be adjusted to cater to timing constraints imposed by the underlying network
technology. This process provides regular signed adverts from every device on the local network.

To build an advert (Alg. 1), the device first takes a hash of Alice’s KNG, which is represented
as an alphanumerically-sorted string of triples (name, public key, device id). The current
timestamp on the device is appended to this hash and signed with the private key stored on the
device (Alg. 1 — line 8).

A hint is then prepared by hashing the hash of the public key appended with the same
timestamp (Alg. 1 —line 9). This hint reduces compute time in the discover phase (see below) by
replacing a potentially large number of signature verifications with the same large number of
hashes which are computationally much cheaper to perform [223]. At the end of the hashing
process, a device discovering adverts on the network can detect whether any of the adverts were
signed by a public key known to them. Because the public key hash is hashed with the current
timestamp, the hint does not act as a constant identifier. A similar approach of sharing encrypted
packets between devices in vicinity of other devices has been used by Apple/Google in the
SARS-Cov2 pandemic for automatic contact tracing [101].

Adverts broadcast on the local network consist of an opaque signature and hint since those
without the correct information cannot verify them, and the cleartext timestamp and a Time-To-
Live (TTL). The use of the one-way hash prevents both data modifications and supports security
goal G4 by not exposing any static identifiers or other forms of identifiable data on the network,
because the hints and signatures are opaque without knowledge of the public key. A TTL ensures
the adverts do not persist indefinitely when the underlying network can cache data (in Algorithm
1 this is specified as a 24-hour constant, however it can be tailored depending on the network’s
ability to cache this data).

Discover. Devices regularly check adverts they see on a local network to identify those owned
by friends and initiate the sync process. Every device holds a pre-computed list of public key
hashes belonging to the devices owned by the user’s friends. On every run, the device gets a
list of recent adverts placed on the local network and attempts to link them to the list of friends’
devices’ keys by using the timestamp provided by each advert, as shown in Alg. 2 — lines 3:7.
The discover protocol returns a list of adverts that belong to the Bob’s friends, which will be

passed to the sync phase.

Sync. Every advert received from the discover phase belongs to a device owned by a friend. The
sync phase enables devices to update their knowledge of a friend’s KNG. Updates from gossip
happen either if the KNG has remained unchanged from the previous gossip (most common

case), or if there are changes (rare cases, handled in Section 3.4.5). Refreshing knowledge of
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Algorithm 2 (Discover): Bob’s device identifies which adverts belong to his friends from a
list of local adverts. Returns discoveredAds — list of all the discovered pairs (advert, signing key
hash) that match a key known to the scanning device.

1: procedure DISCOVER(localAdsList)

2 discoveredAds < {}

3 for each ad € localAdsList do

4: for each h € precmpHashToDeviceMap do
5: if HINTMATCH(ad.hint, h, ad.t) then
6:
7
8
9

discoveredAds.put(ad, h)

return discoveredAds

: procedure HINTMATCH(adHint, hashPub, t)
10: H; < hash(hashPubl|t)
11: return H; == adHint

KNGs even if they remain unchanged is important to verify the consistency of correct key server
updates over time [217].

Sync between Alice and Bob is performed in one of two ways: DIRECTSYNC, when Alice’s
device is available to connect on the local network and confirm any changes directly; and
SECONDDEGREESYNC (provided the underlying network caches data), when her device is no
longer on the network so only an update of previously known information can be performed.
Alg. 3 handles the case when the KNG received from the advert (gossipK NG 4) matches the
current device knowledge (local K NG 4) (derived from previous key server updates, or last
confirmed through previous gossip, or both). Note, because localKNG changes with updates
from the key server, it means that, provided no equivocation took place, localKNG will always
match the signed KNG in the advert. We discuss what happens when equivocation or delays
happen and these don’t match in Section 3.4.5.

For DIRECTSYNC (Alg. 3 — line 10), the direct connection between devices depends on
the underlying network protocol used; we assume that device-to-device secure connections can
be established. During this connection, Bob’s device checks that it received the same KNG
information that was signed in Alice’s advert and then proceeds to processing any changes to
Alice’s KNG (Section 3.4.5).

During SECONDDEGREESYNC (Alg. 3 —line 22), Bob’s device verifies the signature using
its own knowledge of Alice’s KNG (local K NG 4): if the verification succeeds and the advert
has a newer timestamp than the one held by the device, then Bob’s device can refresh Alice’s
last gossip advert by replacing the previously held advert (signed by Alice) with the new one it
just received; but if the signature verification fails, either the KNG in the advert differs from the
one held by Bob’s device (valid signature on different data) or the signature is corrupt. Either
way, when the signature fails and Alice is not on the network, Bob’s device cannot update

Alice’s KNG. If there are multiple occurrences of this event on different adverts and up-to-date
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information from the key server, then an alert is triggered to inform Bob of the event. We leave
investigation into usable ways to present such information to users as future work (Section 6.1.4).

Devices connected via a DIRECTSYNC process can also confirm common friend’s adverts by
performing a checkCommonFriends, which uses private set intersection on the set of names
(e.g. phone numbers) to find the friends two users have in common. This extends this one-to-one
connection, which is heavily dependent on users co-locating physically with their friends, to a
many-to-one by allowing friends-of-friends verifications. Upon obtaining the intersection the
two devices exchange the most recent adverts for each of the friends in the intersection and,
provided the signatures match the KNG they have on record, they update their friends’ KNGs
with the most recent gossip advert by running SECONDDEGREESYNC. In particular, if the hashes
match and the timestamp is newer than what the device previously held it refreshes with the
newer version. If the hashes do not match, we describe the process in Section 3.4.5. Because
SECONDDEGREESYNC takes into account the most recent changes confirmed by the server
(through localKNG) it ensures the update is still timely albeit, the timestamp could still be very
old. Eventually newer signed adverts would propagate to the device, which could confirm the
data is still valid, or could enable server misbehaviour detection (server continued to confirm old

data despite the device changing this through gossip).

3.4.5 Handling changes to KNGs

Through baseline gossiping, devices automatically check for consistency over time and across
users. Although key change is expected to be rare, we nevertheless handle key addition, key
removal, and orphaned keys. Tracking these helps distinguish ghost-user attacks from legitimate
changes. Because the key server propagates any key changes to a Alice’s friends and they update
their local view of Alice’s KNG, she advertises on local networks only with her newest KNG.
This section discusses how we analyse the delta between local K NG 4 and gossipK NG 4 when
a change has occurred.

Key addition. A user logging into the app from a new device (e.g., a desktop or browser
version of the mobile app, or adding a new device to a group of devices as in the iMessage model)
is a key addition. This can be confirmed by the other devices in the group since new device
registration is already a manual process. It often involves users scanning a QR-code from the
device on which the user is using already, or using one-time passcodes to confirm the addition
from the other devices in the group.

Key removal. A key removal happens when a user signs out of the app on one of their devices.
Similar to key addition, this is a manual process that can be confirmed by both the device itself
before it signs out and by other devices in the list of user devices.

Orphan keys. An artefact of the gossip protocol is an orphan key. These are created when the
last key in the account is removed and replaced but the change cannot be signed and gossiped.

These are linked to events in which access to the device (and hence the private key) is lost: device
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Algorithm 3 (Sync): For every discovered advert in discoveredAds, Bob’s device runs sync
to verify the local KNG against the signed KNG in the advert.

1: procedure SYNC(discoveredAds)
2 for each (ad, h) € discoveredAds do
3 friendDev < precmpHashToDevice M ap.get(h)
4: friendPubKey < publicK eys.get(friendDev)
5: if canConnect(friendDev) then
6 return DIRECTS YNC(ad, friendDeyv, friendPubKey)
7 else
8: return SECONDDEGREESYNC (ad, friendPubKey)
9:
10: procedure DIRECTSYNC(ad, frDev, friendPubKey)
11: if connect(frDev) then
12: gossipK NG < receivekNG() > receive the new KNG
13: match < KNGSMATCH(ad.sig, friendPubK ey, ad.t)
14: local KNG < getKNG(friend PubKey)
15: frDev.PROCESSSYNCDATA (ad, local K NG, gossipK NG, match)
16: > Update localKNG timestamp, or Alg. 4 if dealing with key change
17: checkCommonFriends(frDev)
18: > runs PSI to enable SECONDDEGREES YNC for common friends’ adverts
19: else
20: SECONDDEGREESYNC (ad, friend PubKey)
21:

22: procedure SECONDDEGREESYNC(ad, pubKey)
23: if KNGSMATCH(ad.sig, pubK ey, ad.t) then

24: updateFreshness(ad, pubKey)

25: > Copy the new advert and update KNG timestamp
26: else

27: recordFailOrAlert(pubKey)

28: > If threshold is met create a user-facing alert
29:

30: procedure KNGSMATCH(sig, friendPubKey, t)
31: hashLocal K NG < hash(getKNG(friend PubKey))
32: return verifySig(sig, friend PubKey, hashLocal K NG, t)
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Algorithm 4 (Process Sync Data): Process data during DIRECTSYNC. At this stage, Bob’s
device identifies any key changes that alter Alice’s KNG (addition, removal, or orphan keys) by
running CALCULATEDELTA between Bob’s view of Alice’s KNG (local K NG 4) and the one
received from Alice’s device (gossip K NG 4), and guided by the SKMs received.

1: procedure PROCESSSYNCDATA(ad, local K NG 4, gossipK NG 4, match)

2: if match then > local KNG 4 == gossipK NG 4

3: checkSKM() > check that all entries in local K NG 4 received an SKM; update
SKM list stored locally

4: removed <— local K NG 4.getRemovedBindings()

5: checkRemoval(removed, gossipK NG 4.get SKM())

6: > check that all previously removed keys have an SKM

7: else

8: (extraLocal, extraRemote) <— CALCULATEDELTA()

9: reconcileExtras(exrtralLocal, extraRemote)

10: > do SKMs account for extras, or still within threshold?

12: procedure CALCULATEDELTA

13: extralLocal < diffList(local KNG 4, gossipK NG 4)
14: extraRemote < diffList(gossipK NG a,local KNG 4)
15: return(extralLocal, extraRemote)

theft, physical loss or irreversible damage, or by forcibly uninstalling the app and reinstalling
on the same device (e.g., for storage management purposes). Loss of access to the private key
means the event cannot be confirmed by the device. Typically, when such an event takes place,
the user is able to recover their phone number (e.g., through transferring the phone number from
the old SIM card to the new, or transferring SIM cards between devices) and re-register for the
app. Such changes are accepted by the app after verification: e.g. the app might send a one-time
passcode to the user’s phone number for them to enter into the app. This replaces the account on
the old device with the account on the new device and thus creates an orphan key in the gossip
protocol because the new device does not know about any previous devices.

We introduce signed key modifications (SKMs) to authenticate key change events. An SKM
is a key binding and consists of a timed signature of a hash of a public key (and specifically
the key undergoing modification) and an action identifier (the type of modification taking place:
key-add or key-remove). The signing key in the SKM belongs to the device signing the change,
which can also be the device itself for a removal.

SKMs are used during a DIRECTSYNC when, together with the gossipKNG (Alg. 3 —line 12),
the device receives the SKMs for that KNG (including removal SKMs for bindings no longer
present). This enables the PROCESSSYNCDATA procedure (Alg. 4) to analyse cryptographic
evidence for any changes that took places in Alice’s KNG over time and detect malice. We
differentiate between key change events using SKMs (Alg. 4 — checkSKM, checkRemoval,
and reconcileExtras) as seen in Table 3.1:

We note two special cases: orphaned keys seen gossiping (indicative of a person-in-the-
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| SKM type | gossipKNG 4 | local KNG, | SKM add | SKM remove |

Added & Valid
Removed & Valid
Added & Pending

Removed & Pending
Removed & Invalid
Orphan
GhostUser & Inactive
GhostUser & Active
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Table 3.1: The list of key change events that occur within the gossip protocol. We identify active
bindings (e), removed bindings (o), missing bindings or SKM (x), received SKM (v"), and not
needed or expected SKM (-).

middle attack: the key is still in use but the key server says that it has been replaced), and key
change updates arriving out-of-order (local gossip may be faster than a key server update). For
the former we record orphan keys and include them in the discover process (Alg. 2), and for the
latter we keep two temporary lists of bindings: pending removals and pending additions (Setup),
which store cryptographic proof that changes failed to arrive from the key server repeatedly. Key
server misbehaviour is observed by a user’s friend if the key server fails to acknowledge changes
that have already been observed through gossiping in the next key server updates. The number

of key server updates chosen for this threshold is configurable.

3.4.6 Proving misbehaviour

The baseline gossip protocol creates evidence for Alice’s friends to detect key server misbe-
haviour: they receive Alice’s key bindings from the key server, but also the signed KNG and
SKMs through gossiping. However, they are unable to prove misbehaviour to an external party
(e.g. the app developer or even Alice herself). This is because the key server provides the
key bindings to Alice’s friend via an authenticated channel, so no signature on the bindings is
produced. To prove to a third party that the key server has produced improper key bindings, the
key server needs to share cryptographic signatures on the key bindings with users. Hence, when
a mismatch is detected, Alice can use the cryptographic evidence acquired to prove to others that
an attack took place, but she cannot fake an attack. This is important as faking an attack might
undermine confidence in the messaging infrastructure (e.g., by a competitor) and push people to

other, possibly less secure, platforms.

3.4.7 Gossiping with strangers

The baseline gossip protocol so far balances mobile device energy consumption and privacy as

a means to enable adoption. This is done by limiting gossip to friends co-locating on the local
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network. We consider two different approaches that relax one of the two restrictions, and discuss
the advantages and disadvantages of them.

Friend-of-a-friend gossip enables users to gossip with strangers, if they have a friend in
common. This could be enabled by devices initiating private set intersection with strangers
to discover if they have any friends in common (i.e. if the stranger is a friend-of-a-friend).
Remaining challenges include the high cost of running PSI and the possibility of an attacker
running an exhaustive search by having a very large friends list to find out who is friends with
whom. These could be mitigated by imposing rate limits and maximum set sizes — a common
approach to deter data scraping [35].

To expand the gossip beyond the friendship graph, we could use epidemic-style gossip, in
which all gossip peers act as data mules. Each gossip peer collects a subset of adverts they see
on a network and re-share them on another network. This enables secondDegreeSync to
happen between friends who would not physically otherwise meet. Remaining challenges include

maintaining user privacy and ensuring that local networks do not get flooded with adverts.

3.5 Underlying technologies

Gossip protocols are a class of distributed communication protocols specifically designed for the
efficient dissemination of information in large-scale, decentralised systems. These protocols are
inspired by the way gossip spreads in social networks and are seen as typically lightweight for
the infrastructure needed. In the context of content distribution, gossip protocols can be particu-
larly useful for efficiently disseminating information across a network of nodes. Projects like
Haggle [187] and Firechat [24] proposed to use gossip protocols for distributing content between
end users, such as files and messages. Notably, Firechat successfully constructed a robust mesh
network, empowering smartphones to disseminate messages in a peer-to-peer fashion. It received
significant adoption during protests and demonstrations [23], where conventional communication
channels are often subject to censorship or face scalability limitations. Matrix [71] provides
decentralised encrypted communication by implementing a federated approach to messaging in
which the users can subscribe to a static servers (called homeserver), that can either be run by the
user or someone else. Matrix peer-to-peer [96] was later introduced to test a fully decentralised
Matrix protocol in which the homeservers are run in a peer-to-peer/single-user way.

To detect key server equivocation, gossip protocols are a intuitive choice because they provide
a lightweight approach to distribute KNGs between friends and ensure that we can tailor the
underlying technology to the app requirements. Suitable solutions include Wi-Fi, Bluetooth Low
Energy (BLE), the telecommunications network (5G), and peer-to-peer networks. I hosted two
interns in 2017 whose projects were designed to implement the gossip protocol steps for both
the Android and the Apple platforms. These early prototypes showed that DNS-SD on Wi-Fi

is a good fit due to the ability to discover peers on the local network, as well as to leave tokens
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behind due to it’s built-in caching behaviour, despite users having to be connected to the Wi-Fi.
Using the IP address and port number fields, devices can establish a secure channel between the
two devices to finalise the sync operation. An alternative is the Wi-Fi probing mechanism, which
can serve as an overlay for small notifications [3]. BLE is showing promising results in recent
deployments: privacy-preserving contact tracing apps for the SARS-CoV2 pandemic [101],
as well as the FindMy app, and AirTags on Apple devices. Furthermore, BLE now reaches
devices over distances ranging of up to 1 km using the “coded phy” feature, which is already
available in OnePlus phones [4]. Also, 5G device-to-device communication (5G-D2D) [173]
specifies that communication between two nearby users can bounce off the local 5G cell tower
rather than being routed through the telecommunications network. Lastly, suitable peer-to-peer
infrastructures such as Dat [113], Cabal [28], or Matrix P2P [96] reduce the restrictions on
physical distance between friends and bring some of the local safety advantages to a global scale,

provided that users are connected to each other over a network that has not been tampered with.

3.6 Related work

Public key cryptography enables secure communication over insecure channels, but the end
points need to know each other’s public keys. PKIs [141] provide the structure needed to bind
user identities to public keys. Manual management of keys saw limited deployment due to
scalability issues [66, 177]. Other flaws also led to low adoption numbers [63, 76]. Web of
Trust (WoT) provides an alternative to traditional PKIs, by decentralising trust establishment.
PGP employs the WoT approach, but is famous for its usability issues that lead to ineffective
security [192, 228], which in turn limited adoption. Even if all usability issues were addressed,
users still face the scalability issue of the manual process. Keybase simplifies PGP for end-users
by linking identities to social media [89]. Human interaction has been used previously to create
WoT between devices [112]. SMKEX [43] implements a secure opportunistic key exchange,
with forward and backward secrecy properties, that leverages the diversity of network paths by
creating encrypted tunnels without reliance on network topology.

Automation addresses the scalability and usability issues of the previous approaches, but
it assumes an implicit trust, which exposes the end-user to a number of attacks [213, 217]. In
secure messaging, manual key verification is proposed as an option to provide transparency, but
this results in an error prone process [21, 186, 219]. Some apps provide information on which
devices have access to the account, but such notifications may be suppressed in the case of an
attack, as suggested by GCHQ [131].

Certificate Transparency (CT) automatically verifies the behaviour of Certificate Authorities
(CAys), but it requires CAs to store all the certificates they issue in an append-only log that can be
queried publicly and provide proofs of inclusion [127]. Although widely deployed [199], it is at

risk of split-view attacks. Solutions to thwart such attacks focus on using gossip protocols [34,
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159, 203], but have not been deployed yet [200].

CONIKS [146] proposes using the CT approach for secure messaging key servers, however
it has not been deployed due to incompatibility between closed systems such as iMessage or
WhatsApp [145]. A CONIKS extension proposes handling multiple devices, but it involves
manual pairing [146]. Further improvements on verifiable key directories such as SEEMless [30]
and Parakeet [136] optimise the approach proposed by CONIKS to reduce the delay for key
updates, as well as reduce the size of the storage needed to record the data structures.

Alternatives propose removing the need of dedicated infrastructure in favour of using
blockchain technology [78, 210]. In comparison to previous non-equivocation solutions, our
gossip protocol offers a lightweight alternative to discover key server equivocation and detect
ghost-user attacks, while providing minimal change to the app server infrastructure in favour of

changing the app client to enable gossiping of KNGs.

3.7 Summary

In this chapter, we presented ghost-user attacks, a novel approach for adding covert devices to an
individual’s account for an end-to-end encrypted messaging app and we proposed a solution to
automatically detect such attacks by using gossiping. We started by formalising the key-to-name
bindings used by key servers in popular secure messaging apps into key-name graphs. This
structure is useful to model any combination of key-to-name bindings the apps use and is used by
all the devices during the gossip process. We also formalised the gossip protocol steps to reveal
how gossiping between the devices of friends can take place. Handling the key changes that can
affect a key-name graph is an essential step in the detection of ghost-user attacks because part
of the subtlety of the attack is not having any mechanism to differentiate between legitimate
key changes and malicious ones. We also take into account the necessity for a way to prove to
third parties when an attack is discovered, and we detail the changes required at the key server
level to enable such abilities. Gossiping more widely within the friendship group, such as with
friends-of-friends, or even strangers is something we consider as an enhancement to the baseline
gossip protocol in this chapter. We also discussed the multiple options for the underlying network
technologies, which can be tailored depending on app choice, location or other factors. We
conclude the chapter with a related work review. The next chapter covers the analysis of the
baseline gossip protocol, by implementing the algorithms presented for the baseline protocol in
this chapter into a discrete event simulator. The simulator helps us analyse the protocol’s main
security goals 6.1.3. We also look at two different data sets that help us analyse the protocol’s

effectiveness.
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CHAPTER 4

BASELINE GOSSIP PROTOCOL ANALYSIS

In Chapter 3, we described ghost-user attacks, a subtle targeted wiretapping approach aimed
at end-to-end encrypted messaging users, and proposed a baseline gossip protocol to enable
end-user devices to detect when the key server equivocated, and, as a consequence, identify
when a ghost-user attack or a person-in-the-middle attack has taken place. The baseline gossip
protocol is supported in Chapter 3 by several enhancement proposals to enable gossiping with
strangers and proving misbehaviour. In this chapter, we analyse the baseline gossip protocol
and justify it meets the security goals defined in Section 6.1.3. We also analyse the protocol’s
effectiveness by using two datasets: Wi-Fi connectivity from 11485 Android devices between
2011-2016, as well as call-detail records data coming from over 1 million devices in India for a
one-month period in 2012.

My contribution to this work has been to perform both the effectiveness and security analysis.
I implemented the Java-based simulator, which includes the gossip protocol steps, as well as
adapting the simulator to support model checking. For the call-detail records analysis I went
as a visiting researcher for four months in 2019 at the company hosting the dataset in order to
perform the analysis on their servers (subject to an NDA and ethics approval by the university’s
Department of Computer Science and Technology). Throughout this work and the writing up of
the results I was advised by both Daniel and Alastair who provided invaluable advice on both the
analyses and the write-up. The prototype implementations (Section 4.1.3) in Android and 10S
were implemented by two summer interns in 2016 under my guidance, whom I’ve jointly hosted
with Alastair.

To summarise, the main contributions of this chapter are:

* a simulator implementation to check the protocol steps and subsequent analysis through

model checking (Section 4.1.1);

* an informal security and privacy analysis focused on the core security goals of the baseline

gossip protocol (6.1.3), using data from the simulator and model checker (Section 4.1.4);
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and

* an effectiveness analysis using using Wi-Fi usage data from 11485 Android devices
to quantify the effectiveness of a local Wi-Fi gossip protocol and the social-geographic
analysis of over 67 million call-detail records belonging to over 1 million GSM subscribers,

over a 35-day period (Section 4.2.3).

4.1 Privacy and Security

We begin by describing our implementation of the simulation platform, which includes a Java
implementation of the algorithms in Section 3.4. We also detail the changes we made to turn the
simulator into a model checker. We discuss early prototype apps that tested the use of mDNS
as an underlying network technology to perform gossiping. We use the simulator and model

checker to justify how the baseline gossip protocol meets its core security goals (Section 6.1.3).

4.1.1 Simulation

We implemented the baseline gossip protocol as described in Section 3.4 in Java and exercised it
in a discrete event simulator. We abstract network details and leave systems-style analysis, such
as performance and bandwidth for future work. We use the simulator to test the gossip process,
and to provide substance to our security analysis.

In the simulator, we identify each person by a unique name. Each person can have one or
more devices. The first device that is associated with a person is marked as the primary device.
If the primary device is removed, one of the remaining devices deterministically becomes the
primary device. When creating the person in the simulator and adding a first device, we register
an account with the key server using the triple (name, device public key, device ID). The user
can add or remove key bindings from the account, but if the last remaining device is removed,
the account gets removed from the key server. The key server also provides account updates to
any device that enquires about a name.

Devices hold a list of friends (to represent an address book on a smartphone). Together with
the list of friends, the device also maintains a list of KNGs belonging to the friends’ devices, as
well as a KNG for the user’s own account. For each KNG, there is a list of pending additions,
one for pending removals, one for removed key bindings, and the actual key name graph, which
stores the active bindings, as guided by the protocol specifications in Section 3.4.4. Alongside
each of the entries in these lists, we record a list for the SKMs received from gossiping.

Every time a user adds a new device, each one of the user’s devices (including the new one)
sign this change and record the SKM for it in the user’s KNG for later gossiping. Also, every

time a user removes a device, all of the devices sign this removal and it is recorded in the user’s
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removed key bindings list in the KNG. These signed modifications help with conflict resolution
during the sync step of the gossip protocol.

Each time-step in the simulator sees events happening in the same order: movement (process-
ing of any key addition/removal, devices coming/leaving locations, ghost keys addition/removal,
friend addition/removal), key server updates (every device receives updates from the key server
for every friend in its list), advertise (all the users who come to a location, or whose adverts have
expired at the location they are in currently, prepare a fresh advert), discover (all the devices
present in locations run a discover step in which they find out which of the currently present
adverts belong to their friends), sync (all of the devices that have non-empty lists of discovered
adverts attempt to perform a sync with the devices that advertised), and stats gathering.

The simulator takes as input a Json config file specifying the users in the simulation, their
friendship network, and movement over time. For each user, we specify in the config how many
devices they have. The simulator then generates public-private key pairs for each of them, adding
them to the user’s KNG and notifying the key server.

We used unit testing and more explicit gossip step testing to check that the basics of the
protocol result in the expected behaviour. This helped us check the interpretation of key changes
in the KNG and how that affects the KNG representation and, most importantly, that the different

key changes that can occur on an account are identified correctly.

4.1.2 Model checking

We adapted the simulator to support bounded probabilistic model checking. We create a new
config generator, which takes as input the number of people and number of time-steps and
generates all the possible combinations of friendship these could have and combinations of
steps these people would perform. We also define a step tree to represent the tree formed of
all the possible combinations of actions a device can perform in the gossip protocol: arrive at
a local network, leave a local network, add device, remove device, add friend, remove friend,
add ghost and remove ghost. The model checker allows us to perform a stochastic exploration
of the step tree. Due to the nature of the protocol this is a parametric model checking problem,
for example it depends on the number of users, the maximum friends, the number of devices,
and the combination of possible events. The problem is undecidable without bounds set for the
model checking to be feasible. We built a list of all possible friendship combinations up to 5
users (14 700 combinations). We kept the same number of devices per user and same order of the
events (step tree) across the friendship combinations in these simulations. We generated config
files under these starting restrictions to enable us to perform a stochastic exploration of the step

tree.
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4.1.3 Prototype implementations

We implemented basic prototypes of the gossip protocol for both the Android and 10S platforms
that use the Bonjour protocol [51] to perform the advertise-discover process, which allows users
to find each other in a zero-configuration approach on the local network. The main result of the
prototype was to demonstrate that zero-configuration protocols work between Android and i0S

devices and can therefore serve as the basis for a practical implementation over Wi-Fi.

4.1.4 Privacy and Security Analysis

We analyse the gossip protocol’s core security properties.

Correctness: the protocol correctly identifies all the types of key changes for KNGs (Sec-
tion 3.4.5). Unit testing and gossip step testing checked that the basics of the protocol result in
the expected behaviour. We verified the interpretation of key changes in the KNG and that every
possible key change is identified correctly. This identified one case in which a false positive
is returned: the user forcibly replaces their device before gossiping, resulting in an orphaned
key. This is because all of the user’s friends’ devices will have recorded the addition and then
removal of the key for the removed device and would be awaiting confirmation through an
SKM, but the user’s new device doesn’t know of the key. This is expected to be a rare event
and something that the end-user will know has happened. Without modifications to the key
server this can be addressed with user-facing prompts (e.g., “Did you recently change devices?”).
Alternatively, the key server could store and forward SKMs in each account: the user’s device
confirms key modifications through SKMs. These SKMs are delivered during user updates,
which leads to identifying the orphaned key correctly: it will not have a removal SKM, but it will
have the addition SKM, which is essential for differentiating between legitimate key additions

and ghost-user key additions. However, server-side changes are out of scope for this paper.

Soundness: the gossip protocol eventually detects ghost-user attacks when one has taken place,
provided the user successfully gossips with at least one friend. Model checking shows that this
happens even if the ghost has been removed by the attacker because there would still be a record
of the addition and then removal of the key on the user’s friends’ devices and no confirmation

from the user’s device.

Availability:  if the ability to gossip is enabled, users can gossip. An attacker can cause denial
of service on a particular local network by flooding many spurious gossip messages so that there
is either no more space to store gossip messages on the network or the devices give up checking
hashes before they come to a real message. However, local network denial of service is fairly

straightforward without gossiping and as long as there is at least one local network not affected
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by an attacker then gossiping can succeed on that network. Targeted denial of service attacks are
also possible. An attacker can overwrite adverts for a user or repeatedly attempt to gossip with a
device until it hits a rate limit or runs out of power. The latter can be mitigated by targeted rate
limiting of gossip attempts, but this can be difficult if the attacker changes their MAC. However,

just sending a high volume of IP packets to the targeted device is likely to have a similar impact.

Privacy: the protocol aims to maintain the privacy protections offered by the app, while
improving the security of connections between end-users. It does not share persistent identifiers
on the network, because H(H (K),T) changes with each timestamp and can only be decoded by
those who already know K. Similarly, the signature of the KNG {H(G), T'} g, is opaque
such that only those who know the graph itself and K can verify it. Hence, anyone with access
to the user’s public keys can detect the device’s presence on the network. Without collusion
with the key server, only users’ contacts that are physically close to them can detect their (past)
presence on local networks. If a nation-state attacker colluded with the key server, they would
have the power to pre-compute the KNGs for all the users to test for the user’s presence on
the local networks. However, on modern Wi-Fi networks, connected devices already use the
MAC address of the Wi-Fi chipset, which can act as a static identifier despite randomisation
attempts [69, 138, 140]. Such information is already trivial to gather by the owner of the access
point, so it would more sensible just to use the MAC address for such tracking. However, to
mitigate the risk of a nation-state attacker colluding with the key server, additional changes at
the key server level, or more reliance on zero-knowledge algorithms is required, which we leave
as further work. Gossiping may become identifying if only a small proportion of devices gossip.
Furthermore, PSI gossiping (Section 3.4.7) leaks information about any shared contacts during
a set comparison with another device. If an attacker has the public key of a user and inflates
their own contact list to check for contacts of interest (e.g. known dissidents) they can quickly
confirm if the victim has that contact. This risk can be mitigated by enforcing a maximum
contact list size, rate limiting gossiping, and specifying contacts to hide from the list at least for

some contacts.

4.2 Effectiveness

Due to the restrictions imposed by the baseline gossip protocol so that only users who know each
other can gossip, it is important to analyse the effectiveness in practice of such an approach. To
perform this analysis we use two different data sets: the Device Analyzer dataset [221], including
data collected from 11485 Android devices from 2011-2016, and a call-detail records (CDR)
dataset from over 1 million subscribers generating over 67 million records in a 35-day period in
2012.
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4.2.1 Device Analyzer

Device Analyzer (DA) [221] is the largest capture of the Android ecosystem in the wild. It was a
project run by researchers at the University of Cambridge for over a decade (2010 — 2020) to
capture usage information directly from Android devices. The project continuously collected
Android device usage data in the background directly from Android phones through a purposely
built app. Users can install the app from the Google Play Store and need to agree to participate in
the study in order for the phone to send the stats for collection. The app also displays summary
statistics about the individual device for the users of that device to browse. DA records more
than 200 different usage statistics from the Android device, from raw telephony and sensor data,
to device and app usage [10].

In DA, direct personal identifiers are removed before leaving the end device. Data entries can
be correlated between re-installs of DA on the same device, because DA’s data has a salted hash
function applied on the data, which is derived from on-device hardware identifiers, but it cannot
be correlated across devices. Furthermore, multiple options are presented to users to provide
enhanced user ownership over their data, such as downloading their historic raw data from the
DA website based on their unique identifier, choosing whether the collected data gets sent for
research or discarded, opting to pause or withdraw from data collection at any point in time, and
even asking to have their historic data deleted [221].

Our research is based on a snapshot of the DA dataset taken in 2016. The dataset contains
over 18TB of exported raw historical data over six years (2011 — 2016), collected in 30445
compressed directories containing daily log files. Contribution times vary significantly, with
some devices contributing data for less than seven days and some more than a year. Because we
are looking for longitudinal patterns in the data, we eliminated from our analysis those devices
which contributed data for less than 30 days. This restriction reduces the sample dataset from
30445 to 11485 devices in total worldwide.

Limitations

The main limitation for using DA in our effectiveness analysis is the inability to correlate
information across multiple devices. For instance, we cannot extract co-location information
because, even if a Wi-Fi access point was shared between multiple devices, these would appear
as different entries since the hashing function is device-dependent. Furthermore, the privacy
enhancements mean that no demographic or biographical data is available either. Lastly, device
contributions are not always complete due to app crashes or connectivity issues, or consistent
in terms of length of contribution. We chose a minimum contribution length of 7 days, which
resulted in a 62% reduction in devices considered for the dataset (from over 30 445 contributing

devices we reduced the set to 11485 devices, which contributed data for at least 7 days).
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Figure 4.1: The dataset format after the pre-processing step of anonymisation

Ethical considerations

We obtained permission prior to conducting our analysis on the 2016 snapshot from the DA
dataset from the University of Cambridge Department of Computer Science and Technology’s

research ethics committee.

4.2.2 Call detail records

We analyse a CDR dataset consisting of over 67 million CDRs generated by more than one
million subscribers over a period of 35 days in the spring of 2012 in Karnataka, one of the largest
regions in India.

The data comes from all active mobile subscribers of a telecommunications provider in
Karnataka. Karnataka is a large region with a surface area that covers over 5% of India’s total
land mass. It consists largely of rural areas, with some larger cities along the coastline and the
region capital, Bangalore, which has a large surface area of over 700 km?. The cell provider had
over 5.7% of the total GSM subscribers in the region at the end of April 2012 [163].

The dataset largely consists of two types of files as seen in Figure 4.1. There are files for
each of the 35 days filled with rows of CDRs, consisting of subscriber ID, phone number, cell
tower ID for both caller and called, as well as time of the call, whether it was a call or an SMS
and duration. The dataset is also accompanied by a file containing cell tower IDs with latitude
and longitude coordinates. There are three consecutive cell tower IDs for every one of the cell
tower’s antennae, as explained in Section 4.2.3.

Cell tower IDs were pseudonymised before we received the data so cannot be directly
linked to other datasets. We pseudonymised the user identifiers before processing the dataset
by applying a salted hash over the subscriber ID and phone number and afterwards discarding
the salt, which resulted in the modified records seen in Figure 4.1. We only processed the
pseudonymised version of the data for our analysis. All of the computation and analysis was
performed by me on the servers of the company hosting the dataset. While it has been shown that
pseudonymised CDR data still leaks valuable information that could lead to re-identification of

individuals [233], we limited our analysis to the extraction and presentation of non-identifiable
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(typically aggregated) information while working on the data; we provide further details in our
discussion of the ethics approval at the end of Section 4.2.2.

The dataset is a real-world portrayal of communications in the Karnataka region in India for
one provider. We thus considered different types of data sanitisation and validation in order to
ensure there were no spurious records or inconsistencies. As part of the data sanitisation process,
we ensured all entries were semantically valid. We also considered filtering data devices, which
might represent shops or businesses rather than personal devices, however there is no clear divide
in the data. For example, we attempted to remove subscribers with a large number of CDR entries
who do not change cell for the duration of the dataset; however, no such subscribers exist and we
have no ground truth data to help us check the validity of more sophisticated data sanitisation
techniques. We therefore present our results using data from the full range of subscribers.

We also looked at all cell towers for which we have location information to ensure they were
in service and find that each cell tower appears in at least two CDR records. We do have CDR
entries containing cell towers for which we do not have location information, which suggests
they are either from outside the region of study (but from the same provider), or from a different
provider. We decided to retain data collected from these cell towers as this type of interaction
allows us to estimate friendship connections and co-location which would otherwise be missing,

as outlined in Figure 4.2.

Limitations

While this dataset is useful, there are several limitations.

First, the data comes from a single region in India, Karnataka in 2012 and so the results may
not be generalisable to other locations or time period. We argue it provides a lower bound as
connectivity is likely to be better both in Karnataka in 2020 and in many locations elsewhere.
Furthermore, the main advantage of working with CDR data from 2012 is that it is likely to
have better friendship information than more recent data due to the limited alternatives for
communication at the time; newer CDR datasets will lack social network information due to the
replacement of SMS and voice calls by Internet-enabled applications, such as WhatsApp.

Second, each cell provider is only responsible for monitoring and recording CDR data for
its own subscribers and thus the dataset does not record details concerning subscribers of other
providers. We only receive data from subscribers of other networks when at least one of the
parties to a call or text message is connected to the provider’s network. In such cases the
provider can record the location, phone number and subscriber ID of the other party, for instance
subscriber C and D in Figure 4.2). However, the location for subscribers outside of our provider’s
network is opaque as the cell tower IDs are pseudonymised and we do not know their location.

Lastly, the location inference is coarse and sporadic because the cell tower distances vary
significantly and we only receive localisation information when a two parties communicate via

call or text message. The installation of GSM antennas is coverage bound in rural areas, and
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Sample CDR entries

Caller | Called |Cell_ID_Caller| Cell_ID_Called | Time| Type
Acalls B
A B ID1 ID2 T1 | Call Provider 1 Subscriber A Subscriber B
C A ? ID1 T2 | Call
B D ID2 ? T3 | Call
Ccalls A
Caller | Called |Cell_ID_Caller| Cell_ID_Called | Time| Type
Provider 2 Subscriber C B calls D

c A D3 2 1o | can rovider ubscri e\r
c D ID3 ? T3 | SMs

Csends\\\

SMSto D
Caller | Called |Cell_ID_Caller| Cell_ID_Called | Time| Type NN
C D ? ID4 T3 | SMS Provider 3 Subscriber D
B D ? ID4 T4 | Call

Figure 4.2: Four GSM subscribers from three different telecommunications providers and some
sample interactions between the subscribers with CDR entries linked to each provider; Provider
1 can only record information from Subscriber A and Subscriber B, but will only capture details
about Subscriber C and Subscriber D if they are directly involved in a call transaction with one
of Provider 1’s subscribers.

capacity-oriented in urban areas; consequently location accuracy varies across regions.

Ethical considerations

We obtained permission to conduct this study from the University of Cambridge Department of
Computer Science and Technology’s research ethics committee. The ethics committee approved
the review request with a waiver for informed consent guided by the requirements set out in
Section C.2.1 of the Menlo Report [161], such that: a) The research involves no more than
minimal risk to the subjects; b) The waiver or alteration will not adversely affect the rights and
welfare of the subjects; c¢) The research could not practicably be carried out without the waiver or
alteration; and d) Whenever appropriate, the subjects will be provided with additional pertinent
information after participation.

We satisfied these requirements as follows: A) The research was carried out on the premises
of the company that provided access to the dataset and a non-disclosure agreement was signed.
A pre-processing step was applied to hash any personally identifiable information in the dataset
so this information was not visible to researchers; B) the research carried out only generates
non-identifying statistics to answer our research questions as set out in the ethics application
and no individuals involved in the data will be identified; C) Obtaining informed consent from
over a million participants is infeasible, especially given the age of the dataset and the fact that
the cell provider no longer operates; furthermore, we would be unable to answer our research
questions unless we looked at the population dynamics over a large population and geographical

area; and D) upon publication of the research we will write a blog post presenting our results
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to the general public; we will happily answer questions from both the general public and any

potential study participants.

4.2.3 Effectiveness Analysis

The ubiquity of mobile devices and local networks suggests that gossip protocols are feasible,
however our privacy-enhancements of the baseline gossip protocol reduce the opportunity to
gossip because it can only take place if users are friends. Our approach thus depends on human
mobility in the physical world, social behaviour in the online world, and the availability of local
networks to bridge these two worlds.

We start by reviewing friendship models, particularly looking at research on the cognitive
limitation of the human brain to maintain more than 150 friendships at a time, and how this
is reflected in online behaviour. We then use the two datasets described in Section 4.2.1 and
Section 4.2.2 to confirm our hypotheses that local networks are suitable for this approach and

that users would physically co-locate with friends on local networks.

Friendship models

Evolutionary psychology shows that people actively maintain at most around 150 friendships
at a time [60], commonly known as the Dunbar number, because of the biological limitation
imposed by the size of the brain’s neocortex. The Dunbar number consists of people with whom
we have meaningful interactions. Analysis on datasets built from answers to surveys [61], as
well as data from Facebook social graphs [15, 62] and Twitter messages [15, 62, 85] have also
shown the Dunbar number reflected in online interaction.

The baseline gossip protocol aims to protect the connection a user has with their closest
connections, i.e., those whom the user communicates with regularly. Based on the Dunbar
number [60], we therefore expect the number of friends a gossip protocol might plausibly protect
to be in the range of 15 to 50, with an upper bound of 150. In our experiments on the Device
Analyzer dataset, we analysed contacts list sizes from a subset of 7051 devices that share internal
contacts list data with Device Analyzer. These devices had a median of 175 contacts in their
contacts list and a 95th percentile of 949. Our analysis of the CDR dataset shows similar results:
over 99.88% of the subscribers have 50 or fewer contacts with whom they call or message over
the data collection period, and the majority of subscribers actually have fewer than 15 friends.
Furthermore, users in the CDR dataset have significantly more friends-of-friends than friends
(Figure 4.3). On average, subscribers have a mean of 3.5 direct friends (median 2) and a mean
for friends-of-friends of 22.6 (median 10).
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Figure 4.3: Friends and friends-of-friends for each subscriber has in the CDR dataset. There is a
higher mean for friends-of-friends per subscriber. Also, a proportion of 2.6% of subscribers have
zero friends-of-friends in the dataset due to them either residing outside of the study area, or
having a different provider (Section 4.2.2). Plot area is truncated. Max direct friends 910, max
friends of friends 15 556.
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Number of Days user connected to the same network
networks 1 2 3 4 5 6 7
940 81.0 7277 66.7 614 559 445
80.5 719 64.1 58.1 514 435 314
733 634 56.2 49.7 442 357 24.
67.5 583 506 446 392 323 205
639 533 458 39.7 33.0 259 15.7
58.5 48.8 433 36.7 31.7 229 123
544 453 372 322 266 188 9.8

NN R W=

Table 4.1: Percentage of Device Analyzer users who connected
to at least one, and up to seven, local Wi-Fi networks every day
for between one and seven days in total. Data comes from all 733
Device Analyzer users who contributed between 2015 and 2016.
Data from North America and Europe look similar.

Wi-Fi Usage Data

We use the DA dataset to explore our hypothesis that local Wi-Fi networks are suitable for using
as an underlying network for our baseline gossip protocol. We thus analyse the availability of
local Wi-Fi networks.

For each device in our Device Analyzer dataset, we extracted the following information:
date, time, duration of connection to a local Wi-Fi network, and the salted hash of the local
Wi-Fi network name (SSID). The latter allows us to determine if and when a device connects
to the same local Wi-Fi network, but not to correlate connections between devices. If the user
of the device has enabled location services and agreed to share their data with us, the dataset
also contains the network-based location of the device, expressed as a latitude and longitude. We
used the location data to determine the continent of the device, in order to account for different
usage patterns.

We observe that devices spend long periods of time connected to local Wi-Fi networks
(Figure 4.4): the average device spends around 10 hours a day connected to Wi-Fi networks, with
the median times varying between 6 and 14 hours per day on four different continents. There is
a significant increase in the lengths of time spent connected to Wi-Fi networks across all four
continents, which suggest increasing Wi-Fi coverage over the measurement period.

Furthermore, there is availability of networks to enable devices to display habitual behaviour
over 14-day periods (Fig. 4.5): after five consecutive days, the diversity of connections to Wi-Fi
access points starts to plateau and after nine days, little additional change occurs for many
devices. This is because humans are habitual. We revisit the same place frequently, and seek out
new places (and therefore new local Wi-Fi networks) relatively rarely.

Lastly, because trends show that connectivity times have increased over the years (Figure 4.4),
we reduced the set size to users who actively contributed in 2015 and 2016 to take a closer look.

We split each individual contribution into seven-day periods, which were then used to capture
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| Mean Median Lower 10% Top 90%

Within city 12 6.8 1.8 22
Elsewhere only 138 32.5 2.9 299
Elsewhere to city 269 122 17 499
City to elsewhere 273 118 17 502
Full dataset 106 134 24 250

Table 4.2: Physical distance (km) between the cell towers for people
who are actively communicating.

the number of connections to, and diversity of, local Wi-Fi networks (Table 4.1). We observe
that a significant proportion of these users (94%) connect to one network at least one day of the
week in all of the weeks they contributed to the dataset. More importantly though, over 50.6% of
DA devices connected to 4 networks for 3 consecutive days, showing a tendency for devices to
reliably connect to some networks over several days (i.e., there are other repetitive connections

beside the home Wi-Fi, which is probably the connection that appears most often).

3G Location Data

Location data can be used to infer some properties of the social behaviour of users, however, this
requires the ability to correlate location between individuals. Common indicators of friendship
include phone communication, their unique locations, and co-location on a Saturday night [65].
Virtual friends are often physically co-located during the day with as many as 10% of Facebook
friends co-locating regularly [45]. While the DA dataset is useful for studying individual
mobile device connectivity at scale, the study was not designed to capture interactions between
different devices, so we looked at an alternative dataset that can provide this element of social
interaction, while still capturing relative geographical location over time. Thus, we analyse the
social-geographic-temporal aspect of CDR data (Section 4.2.2).

Location in the CDR dataset is given by the cell tower ID entry in the record of a communi-
cating party (regardless of whether they sent or received a call or an SMS). Our dataset contains
over 2000 cell towers with latitude and longitude coordinates, which allows us to observe the
type of coverage these exhibit. A GSM cell tower has three directional antennas, each covering a
120° angle, which is referred to as a sector. All the three antennas create a cell. We therefore
define co-location of two users as both devices having the same cell tower ID in the CDR at the
time of the CDR being recorded.

In this dataset the distance between cell towers acts as a proxy for the physical distance
between subscribers in the CDR data (Table 4.2). GSM cell towers have a maximum range of
35 km. However, we see a higher density of cell towers in cities and along the coastline, which is
due to a higher population density and, hence, higher communication demand (Figure 4.6). We
choose the largest city in the dataset, Bangalore (Figure 4.7), to obtain a more accurate location

of users since each cell tower ID has a smaller coverage area. On the other hand, the large
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Figure 4.6: The Voronoi tessellation of the cell towers within the Karnataka region; there are
over 2 000 cell towers within the full area. It is clear that there is a higher concentration of cell
towers across the coastline and in the cities. The square identifies the highest concentration of
cell towers, located in Bangalore.

physical distance between the chosen city and elsewhere in the region, coupled with large areas
of no connectivity, drive the overall mean distance between subscribers to 106 km. However,
these events only represent 16.2% of the CDRs and thus the median is much smaller (13.4 km).

Within the city, there is approximately 1 co-location for every 5 non-co-located calls, whereas
elsewhere in the region this increases to 1 co-location event for every 3 non-co-located calls
(Table 4.3). The distances between cell towers and the coverage of each cell tower suggests that
on average, when actively communicating, 1 in 5 friends are located within, at most, 4.5 km of
each other within the city, and 1 in 3 friends are within, at most, 17 km (Table 4.4). The lower
number of co-locations within the city is due to the higher density of cell-towers, resulting in
smaller coverage areas (Table 4.4).

One of the most significant results shows that over 52.7% of the 1 million subscribers makes
at least one sector co-located call during the 35 days. Furthermore, this increases to 58.2% of the
dataset population if we treat the cell tower area as a whole (i.e., across all three sectors) rather
than look at each sector individually. However, this only captures co-locations that occurred
when friends were calling each other but not co-locations that we can infer from calls with others.

We therefore extend our analysis to co-location between friends who are not actively com-

municating with each other, but are communicating with other parties from the same cell sector
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Figure 4.7: The Voronoi tessellation of the cell towers within Bangalore, the largest city from
the Karnataka region; there are over 900 cell towers within the city limits

during the same 10-minute interval. We analyse the frequency of subscribers who co-locate
with their friends, be they direct friends or friends of friends (Figure 4.8). We find that over
70% of subscribers have co-located with at least one friend (a contact with whom they actively
communicated) within the same sector and that all subscribers have co-located with at least one

friend-of-a-friend in a cell within the 35 days observation period.

4.3 Summary

In this chapter we reviewed two datasets to gain insight into the effectiveness of the gossip-based
key server equivocation detection protocol, which was presented in Chapter 3. We also present
the Java implementation of the gossip protocol steps in a discrete-event simulator, which we used
as a basis for a security analysis of the baseline gossip protocol (specification in Section 3.4).
We conclude that using gossip, an approach which has seen recent widespread deployment for
devices in physical proximity to share small encrypted tokes, is a valid solution to enable the
detection of ghost-user attacks and person-in-the-middle attacks within end-to-end encrypted
messaging apps.

End-to-end encryption has been deployed to the masses, enabling the average user to com-

municate securely with their friends. But this is not enough in select user groups, such as
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Co-located Not Co-located
Elsewhere only 13.4% 35.4%
Within city 6.3% 32.1%
Elsewhere to city - 6.6%
City to elsewhere - 6.2%

Table 4.3: Percentage of co-location events seen in the CDRs, ex-
cluding over 0.4% of the CDR data that contains at least one cell
tower ID we don’t know. The “Elsewhere only” notation means
everywhere in the region excluding the city area.

Mean Median
Area Range Area Range

Region 925.2km? 17km 37.3km? 3.5km
City 62.5km? 45km 11.8km? 1.9km

Table 4.4: Estimated surface areas of Voronoi polygons, which
approximates the coverage of the cell towers

journalist-whistleblower communication. In subsequent chapters we look at the higher privacy

needs journalists require to communicate securely with their sources (which may later become
whistleblowers).
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CHAPTER 5

UNDERSTANDING WHISTLEBLOWING AND
THE ASSOCIATED RISK

The Snowden leaks [90] revealed just how widespread mass surveillance is. It is not only a
significant breach of privacy for the general population, but it also poses significant danger to
select groups, such as whistleblowers. In the recent past, whistleblowers have not only been
fired [172] or suffered professional boycotts [196], but also suffered more severe punishments,
such as torture, imprisonment [208, 230] or were even killed [207]. However, whistleblowing
is pivotal to holding those in power responsible when illegality, wrongdoing or abuse of power
happens [14, 90, 176], and must be adequately supported by deployed systems and the research
community. Unfortunately, computer security research into systems suitable for whistleblowing
is sparse [142]. We therefore take a complementary approach since whistleblowing happens
regularly: we review systems currently in use by journalists (Section 5.1), review the security
offered by those systems (Section 5.5), and organise two workshops with major British news
organisations to understand the space (Sections 5.2 and 5.3). The first workshop aims to
understand the needs of our primary users — the investigative journalists — and the second
workshop presents and sanity-checks the technical requirements we derived from the ideas drawn
from the first workshop to a more technical audience from one of the news organisations that
attended our earlier workshop.

We find that the risk of identification for a source is great when an inadequate technology is
used to communicate with a journalist. Unfortunately, current available technology addresses
specific issues and has different goals and threat models depending on the target user. These
methods are not directly applicable to the needs of journalists and their sources. Furthermore,
there is a strong imbalance between security and usability in those systems, as often one fails in
favour of the other. The lack of systems deployed for this user group leaves journalists and their
sources exposed to significant risk.

This chapter, therefore, focuses on understanding the communication needs of journalists and
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their sources, presents the motivation for our focus on whistleblowing systems, and, particularly,
our decision to secure the initial contact between journalists and their sources. Based on this
research we build a system called CoverDrop, which we present in Chapter 6.

This chapter is largely based on peer-reviewed research published in the Proceedings on
Privacy Enhancing Technologies Symposium 2022 [7]. The initial idea for providing a secure
method for users to communicate with journalists spawned from several discussions between
myself and Alastair on the subject of inadequate communication security protections in jour-
nalism. We originally scoped out the idea of including a secure communication app, such as
Signal, within the news app, which was the prime motivator for the work. Upon Mansoor
joining the team, we refined details of the messaging app (which we later named CoverDrop)
as a group, such as using Trusted Execution Environments to provide metadata protections and
Secure Element on devices. We presented this CoverDrop system overview for our audience
at the workshops presented in this chapter as a driver to generate ideas and allow us to ask
relevant questions. Details of the final CoverDrop system which we present in the next chapter
we finalised upon the analysis of the workshop discussions. My contribution relevant for this
chapter is, therefore, varied throughout the project ranging from ideas generation, to running the
workshops, and transcribing and coding the results. I initially investigated the contact options
provided to journalistic sources by analysing the websites and apps of 24 different major news-
papers across the globe, as well as studied the main communication options that have been used
in the past. I also led the organisation of two workshops with major British news organisations
and transcribed the recordings of the first workshop together with Mansoor. Furthermore, I
was primarily responsible for analysing the transcripts and drawing the major points from the
workshop discussions, which were later corroborated by Mansoor’s analysis. This research both
shaped our understanding of the user requirements for a whistleblowing application, and led the
formulation of the technical and security requirements of the CoverDrop system, which are later
presented in Chapter 6.

In summary, this chapter provides the following contributions:

1. an analysis of current options available to secure the journalistic communication process;

2. an understanding of journalist processes and technical requirements for a system to secure
communication between journalists and their sources, through two workshops with British

news organisations;
3. an understanding of the adversarial model faced by whistleblowers and journalists; and

4. an analysis of related work and the security of systems currently in use by journalists.
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5.1 Contact options for major news organisations

We start by reviewing the recommendations made by 24 major news organisations to possible
sources when they wish to contact a journalist with a story. We chose 24 news organisations
from around the world based on their high scores on Alexa top sites, ranked by category and
country. We begin from the web home page of each news organisation and investigate the
options suggested to people to contact them by following the “Contact us” pages. The results of
our review and our analysis of the security properties offered by these options can be found in
Table 5.1, ranked by popularity which is measured in terms of news app installs on Google Play.
We chose the popularity metric based on the number of app installs on Google Play rather than
the Alexa ranking as it is relevant to the approach chosen in designing CoverDrop as a news app
library.

Our findings show that only half of the newspapers offer an encrypted means of communica-
tions. This is either a general-purpose encrypted messaging app, or a special-purpose system such
as SecureDrop. Furthermore, only two newspapers offer in-house, tailored, secure technology,
which is unfortunately closed source. Commendably, two of the reviewed newspapers, The New
York Times and The Guardian, offer easy-to-understand information on the suitability of the
different options provided based on the needs of the user.

We believe such important information should be advertised often and should be easy to
find on a newspaper’s web page, such that a potential whistleblower does not need to search for
key words, thus exposing themselves to further risk. Therefore, in our analysis, we derived an
“easy to find” metric by counting the number of links a user has to traverse from the homepage
in order to reach the relevant information needed to initiate contact, particularly based on the
fact that a potential whistleblower should not just search the web for such information. We find
that most newspapers score two or more. Some of the ones that score one, had direct links to
special-purpose systems such as SecureDrop, which may not be directly obvious to the potential
source. Notably, The Guardian, not only had a link one hop away, but also regularly run a banner
through the middle of the page as the user scrolls news articles advertising methods to initiate
contact.

Another area of interest would be whether sources typically try to contact a member of
staff directly or whether they would go through a main triage entry point. We find through
our review that only a few newspapers offered PGP keys directly for staff, and most just offer
company-wide or department-wide contact points. This was validated by the journalists in our
workshop (Section 5.2) and was incorporated in our technical requirements for CoverDrop (see
Section 6.1).
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Table 5.1: A view of 24 different newspapers across the globe and the options they provide
sources to contact the editorial team. Popularity is calculated by the number of installs from the
Google PlayStore. Easy-to-find is calculated as the number of hops from the main web page.
Legend: e = offered; x = not offered; * = custom solutions offered

5.2 Workshop 1: Understanding the journalistic process

To better understand the journalistic process, in particular what the journalists’ priorities are
and how current procedures and system options clash with these, we organised a workshop with

journalists and information security experts from several major British news organisations.
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5.2.1 Ethics considerations

We obtained approval to run the workshop and to collect the results from the Department of
Technology and Computer Science at the University of Cambridge Ethics Committee. We
also sought approval from our participants to record the discussion during the workshop in
order to produce a transcript that can be analysed. We kept participant identity and affiliation
anonymous [99] by coding each person as P1 through to P20 when transcribing the discussions

from the workshop.

5.2.2 Workshop format

The 4-hour workshop was held in London in September 2019. In total we had 20 attendees
(coded as P1 through to P20): 17 in-person, 3 call-ins. During the workshop we presented the
participants with our view of the current world (Table 5.1) and an initial idea for the CoverDrop
system. This was aimed at generating discussion. We also used a semi-structured approach,
commonly used in interviewing, by having a list of open-ended questions to drive discussion
and challenge our understanding. These questions covered areas such as: source cultivation
processes, current systems being used and what are downsides of those systems, keeping sources

and journalists safe, keeping data safe, and enabling secure collaboration between journalists.

5.2.3 Transcript analysis

The primary aim of this workshop was to gain an understanding of current systems and processes
in use by journalists to communicate with sources, as well as define the user requirements
for a suitable replacement. The most important result of the workshop was that there is not a
system that can fit all cases, purely due to the continuously changing nature of requirements.
Furthermore, some of the mainstream applications that offer good usability are not great at
providing anonymity or even metadata security guarantees, whereas those intended to provide
such security goals are subject to usability issues, such as high latency or expert knowledge
requirements. However, it helped us identify a soft-spot: a system to secure initial communication
with a journalist, which can then be used to complement secure data transfer systems such as
SecureDrop or PrivNote.

To analyse the results, we conducted a thematic analysis over the transcript using double-blind
coding. This helped us observe recurring themes in the discussion and define our understanding
of the needs of journalists and their sources. We used Workshop 2 (Section 5.3) to validate the

themes that emerged from Workshop 1.
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The journalistic processes

Due to the restricted amount of research on journalistic processes that are relevant to the computer
security community, we dedicated a significant amount of time to validating and complementing
our understanding of the process that follows from an initial contact to a story being reported.

Below are main themes that emerged from the discussion relevant to the journalistic process:

* Source cultivation is a long process. Building trust takes time. And this trust is central to
a journalist-source relationship because “[sources] want to build up the trust relationship

before [sharing the sensitive information]” (P4).

* Communication importance evolves. Often contacts start a conversation in an insecure
channel because “it is rare for it to be a high degree of emphasis placed on security by the
source at that stage” (P1). As the communication evolves, so does it’s importance and then
the conversation “moves to another channel” (P4). So, as the source is getting increasingly
worried about their job security, “they tend to become conscious about security” (P1).
However, at this time a change in platforms attracts attention and poses a direct threat to

the source’s anonymity.

* Sources often change in nature. Not all sources start out with the intention to blow the
whistle: “Confidential sources sometimes become whistleblowers because they’re getting

increasingly angry about something” (P8).

* Reputation is important. “/Being contacted by new sources with information is] not
just direct” (P4). A journalist-source relationship isn’t always defined as either having
some form of prior contact, or being complete strangers. Sometimes sources come through
recommendations and a journalist’s reputation plays an important role: “the hope is that
we can proactively approach an individual with the story based on our reputation for
covering that area. Or, alternatively, our reputation is such that people might wish to

contact us directly” (P9).

* Journalists take responsibility. Dealing with communication security falls on the jour-
nalists who “take responsibility [as to what secure tools to use] upon themselves a lot of
the time” (P9). Furthermore, because popular insecure technology has made it easier to
identify sources, it is now easy to “identify 5 people who at some point have exchanged
emails [with the journalist or the newspaper] and that’s the sort of retrospective footprint
problem” (P8). Dealing with the aftermath of insecure platforms is another hard problem
often left for the journalist to try and mitigate because “the damage is done in security
terms” (P1).
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The systems

A significant part of our workshop was dedicated to discussing current options, including the
benefits and drawbacks of the systems currently available to journalists, as well as understanding
what risks are considered acceptable. From the beginning our attendees remarked on the
importance of whistleblowing, despite it being rare, with “less than 10% ”(P4) of user-sent
content ever becoming a story, yet “you cannot give up the opportunity that some day someone
will” (P13). The following themes thus emerged about current options, which we used to guide

our choices for CoverDrop (see Chapter 6):

* High latency. The journalists remarked that current solutions are slow. For example,
SecureDrop “is very high latency. [...] someone has to download [messages] on a USB
stick and take it to an air-gapped environment and then decrypt it. And even that is quite a
slow process.” (P4). Through discussions we learned that the manual workload involved
in the decryption of SecureDrop messages on an air-gapped system increases the system’s
latency to a magnitude of around a day. Having a lower-latency system to enable multiple

messages (back and forth) is important in the early stages of trust establishment.

* No message receipt confirmation. The fact that most secure (purposely-built) systems
do not handle message receipt confirmations, coupled with the real-world high latency,
may cause problems to an already-worried source. We were told some work-arounds exist:

“So we actually somehow mitigate the latency: we send an automatic response when we
receive stuff, to let people know it has been received on the server, even though we haven’t

actually read it, or downloaded it, or decrypted it. Just to reassure people.” (P4)

* Difficult to use or understand. Lastly, and one of the most important observations was
that a good balance between usability and security is important: “I think we’d like the
easiest solutions that give us with usability the best protections” (P13). This remark is
strengthened by the fact that the attendees showed a clear grasp of both confidentiality
and anonymity: “/we] distinguish quite a bit between confidentiality and anonymity, just

cause the latter is so much harder” (P4).

Furthermore, we learned that it is worthwhile having a front-desk approach for incoming
messages, as well as individual contact points for journalists themselves: “a lot of softer stories
tend to come [through a front desk]. Bigger stories, in my opinion, do not tend to happen
through the front end, but that might be with how we’re set up” (P1). Lastly, resilience to
warrants is important for such a system. Many participants commented on the fact that a trusted

whistleblowing system would enhance transparency and lead to a better democracy.
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5.3 Workshop 2: Technical requirements

We were invited by one of the organisations attending Workshop 1 to deliver a presentation
of CoverDrop to several departments of their news organisation. We used this opportunity to
validate the themes that emerged from the analysis of the Workshop 1 transcript (Section 5.2), as

well as to derive and confirm the main technical requirements of the system we were building.

5.3.1 Ethics considerations

To attend this workshop, present our research and take notes of the discussion, we obtained
prior permission from the Department of Technology and Computer Science at the University of

Cambridge Ethics Committee.

5.3.2 Workshop format

This workshop differs both in goals and format to its predecessor. This workshop was more
informal, approximately 2 hours in length and the list of attendees was refined by the news
organisation. We presented our research to a team of approximately 40 people from teams
in software engineering, system administration, and, of course, investigative journalism. The

presentation was followed by free discussion on technical aspects of CoverDrop.

5.3.3 Analysis

The analysis following this workshop is based on the researchers’ personal notes from the
meeting, which were then corroborated amongst the team members. From Workshop 1 we
defined the requirement: a secure, anonymous and low-latency initial contact method for sources.
This is designed to help bypass the initially insecure options currently available, as well as
remove the need for dealing with the “retrospective footprint”. We used this workshop to validate
the themes that emerged through Workshop 1 (Section 5.2). As such, it was confirmed that
a high priority for any system is the ease of deployment. Many participants confirmed that a
higher success rate is guaranteed when accompanied by minimal engineering effort. Furthermore,
we received interesting insights into important technical aspects, such as a news website’s (or
app) dependence on Content Delivery Network providers (CDNs) and how to navigate the
complication added by CDNs to our proposed solution, the risk posed by external libraries
that are part of the news app, as well as the risk posed by ads. We used these insights to drive
the development of our CoverDrop system, as well as the prototype. Lastly, several attendees
stressed the importance for news organisations’ app developers to be able to patch the app when

vulnerabilities are found.
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5.4 Adversarial assumptions

We used our research of existing systems together with the results from our two workshops to
arrive to a realistic adversary model. To build our adversary model, we begin by summarising

the main failure points in the communicating devices of a journalist and a source.

5.4.1 Possible points of failure

The most common points of failure for the communication between a whistleblower and a
journalist lie in one of four options: device compromise, network compromise, infrastructure

compromise, or end-user security mistakes.

* Device compromise. Mobile devices (such as tablets or smartphones) can be compromised
in multiple ways. Spyware apps without root privileges, for instance, can record the screen,
however this cannot be done discreetly due to OS warning notifications being triggered
when this happens. Side-channels that allow the partial capture of keystrokes [33] can
be safely excluded from the threat model since their signal-to-noise ratio is too poor
to enable police surveillance. Root spyware, on the other hand, enables a wide-range
of access such as data stored by other apps, Ul control and keystroke logging, which
would render network security protections ineffective. We consider root spyware out of
scope for our threat model. Recent research showed that root spyware is not completely
undetectable [103], and should this be a concern, our recommendation is to only use
CoverDrop for the initial form of contact, upon which getting a burner phone from the
journalist and overwriting the active CoverDrop session. Lastly, we assume temporary
adversarial possession is possible and include it in our threat model. In this case, USB
forensic devices may be used to obtain system information, provided the phone had been
unlocked since it was powered on. As such, we assume that the Secure Element (SE) or

equivalent Trusted Execution Environments (TEEs) can resist such methods.

* Network compromise. Whistleblowers can face incrimination if it can be proved that
communication took place between them and a journalist at the relevant time. As such,
there is a need for completely unobservable communication: protecting both message
contents and any associated metadata (thus hiding that communication even took place).
We assume our adversary can access any relevant networking infrastructure such as CDNSs,
ISPs, or even corporate LAN. However, we assume the adversary is a passive observer
aiming to infer connections between users, rather than attempt to drop or manipulate

messages.

* Infrastructure compromise. Warrants are commonly used by law enforcement to gain

access to systems and data relevant to an ongoing investigation. Therefore, we assume
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that warrants may be issued after the individual blew the whistle. These warrants could
be served to any third party, including ISPs, post office, or cloud providers, as well as the

news organisations themselves.

* End-user security mistake. Users are central to the correct operation of security systems.
Even the most secure systems fail if usability was not at the forefront of the system’s
design [182, 192, 227]. When people are under stress, or they are doing something new,

or it is something they do rarely, the risk of operational mistakes increases [6].

5.4.2 The adversary

We arrive to the following baseline adversary model which we believe is realistic for a government
whistleblower wishing to remain anonymous. In Section 6.3 we discuss stronger adversarial

models. Therefore, our baseline adversary can:

1. monitor and record any communication to and from a news organisation, the journalists

and any potential sources;
2. monitor and record any network traffic on the news organisation internal network;

3. issue warrants either during or after the leak took place, therefore gaining physical control

of devices and servers;
4. issue warrants to any third parties (CDNs, ISPs, cloud services, or messaging app servers);
5. install non-root spyware apps on journalists and possible sources’ devices; however,

6. they cannot compromise the confidentiality and remote attestation guarantees of a TEE
during normal runtime operation. Should a warrant be issued or physical attacks performed

post-disclosure, we cannot assume any TEE guarantees. Lastly,

7. they cannot compromise the smartphone’s SE, even when in its in their physical possession.

5.5 Related work

Research in the area of secure communication for journalists and sources is sparse. In this
section, we split the related work analysis into two separate areas: an analysis of the research
space, and an analysis of the systems currently used by journalists and sources to communicate

(whether secure or not).
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5.5.1 The research space

The research space is multi-disciplinary. On the one hand, journalists hold insufficient security
knowledge to reasonably provide safety for their sources [206, 212]. On the other hand, the
security research community needs a better understanding of the needs of investigative journalists,
their workflows and processes, in order to address the significant barrier to secure and usable
communication that journalists and sources, alike, are facing [142]. While this is a long-standing
problem, the Snowden revelations, which revealed proof of mass surveillance and abuse of
power [90, 93, 124], brought more attention to communication security [126], particularly to
avoid the unwanted effect of silencing any future whistleblowers [224]. Unfortunately, this has
complicated investigative journalism because there is a lack of consensus on what is needed to
establish secure (and possibly prolonged) communication between a journalist and a source [220].
Protecting confidential sources is important to maintain freedom of the press, as well as to expose
any wrongdoing inside governments and organisations [148], however this often results in
conflicting and independent choices made by the journalists themselves to maintain source
security [220].

Ad networks can be used to route messages from a source to a news organisation [181],
however, this type of submission platform cannot guarantee message delivery, nor does it
withstand our adversary. Keybase has also been used to provide the key verification mechanism
for an encrypted email platform, Confidante, which is designed to support journalists and
lawyers [130]. However, due to compatibility issues with email, Confidante does not attempt to
hide metadata, which does not support our adversarial model. Using Tor to upload documents to
news organisations [106] has both advantages and disadvantages when it comes to security and
anonymity. Particularly, because it requires computer security knowledge for a user to operate
securely, as well as the fact that Tor is banned in some countries. Furthermore, simply using
Tor may act as a red flag, e.g. if in a company of 4 000 employees only a handful use Tor, it
greatly reduces the list of possible suspects. With this in mind, we designed CoverDrop to have
an easy-to-use secure initial contact method for sources to communicate with journalists (see
Chapter 6).

5.5.2 Systems in use

While the research space is sparse, journalists do communicate often with sources in practice
(some of whom may become whistleblowers). We, therefore, review the systems largely in use
today and reason on the level of security offered to users. We focus on the main contact method
extracted from our research (Table 5.1), which were confirmed by the workshops we organised
(Section 5.2 and Section 5.3): physical mail and unencrypted email, secure messaging, encrypted

email, and SecureDrop.
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Physical mail and unencrypted email. These are perhaps the easiest to understand and use,
which is why they are the most common method of contact (Table 5.1). The source, without
any specific security training, can take any precautions they deem fit when using physical mail.
For instance, not adding a return address attempts to secure the source’s location, but it makes
communication one-way, and through postage franking one can still estimate geographical
locations. Furthermore, widespread video surveillance makes any letter or package drop-off
risky, and delivery is not guaranteed. Similarly, with unencrypted email, the ubiquity of free
email providers makes it easy for a source to create and use a single-use email address for this
purpose. This solves some of the issues with physical mail, making the communication two-way,
and fast delivery. However, it exposes the user because of the metadata logging email providers

perform, and it has a lack of in-built encryption by default.

Encrypted email. Encrypted email is one way to combine the benefits of encryption and the
ease of message transfer offered by the email servers. Unfortunately, encrypting email content
through the use of PGP is known for it’s notorious usability issues [76, 182, 192]. Even without
the usability problems, metadata logging would still be problematic, thus enabling correlation
attacks, as well as the fact that most modern email providers now require a phone number or

recovery email address when creating a new email address with them.

Secure messaging. End-to-end encrypted apps such as Signal and WhatsApp have risen
in popularity in the past years and are now actively and securely used by billions of regular
users daily. While Signal is partially open-source, WhatsApp is closed-source, but shares
code components since it used the Signal messaging protocol as a basis to deploy end-to-end
encryption. Despite the ease-of-use and security provided, which were missing from the previous
options, both apps have a common weakness — mobile phone numbers are used as the main
identifier for user accounts. So, while guaranteed to be fast, encrypted message delivery in a
two-way channel, a source has to reveal their phone number to the journalist in order to initiate
contact. Furthermore, there is no network obfuscation, so a passive global adversary could
perform a timing analysis. Since ISPs already log message metadata, such as sender and receiver
IP addresses, a less powerful adversary could use this information as an alternative attack vector.
Lastly, unlike Signal, WhatsApp message metadata is collected and centrally stored by default, so
information such as time of communication and the message size would be subject to subpoena,
without either party being aware of this (because typically a gag order accompanies a subpoena

prohibiting the service operator from notifying the users).

SecureDrop. As a service purposely built to protect whistleblowers’ identity by allowing them
to share files with reporters anonymously, SecureDrop targets a comparable user space, security
goals, and threat model as our system, CoverDrop (the name itself is an homage to SecureDrop).

It achieves anonymity by generating pseudorandom identifiers for the whistleblower and the
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account created is not linked to any personally identifiable data such as a phone number, name
or banking details. It runs over the Tor network by relaying all the messages received so that
it obfuscates the whistleblower’s IP address. However, simply downloading and using Tor can
single out a user and has previously put people on NSA watchlists [180], so the fact that a
whistleblower might be using Tor for the first time as an artefact of using SecureDrop would
reduce their anonymity set gravely (if the whistleblower is the only Tor user in the office from
where the leak originated, then it may cause trouble). Furthermore, securely installing and
browsing the Tor network (i.e. to navigate to the newspaper’s onion address) requires a high
level of skill, thus posing usability problems for the lay person. Lastly, our workshop attendees
who used SecureDrop revealed that the high latency of SecureDrop processes is a real problem
for a possibly nervous source. Our workshop discussions revealed that the real-world round-trip
latency of SecureDrop is in the order of days, and coupled with a lack of read receipts has led
to anxious sources dropping out. A recent trial of SecureDrop Workstation aims to improve
this latency by using Qubes OS to open and decrypt each message into an offline virtualised
environment allowing it to obtain compartmentalisation, thus achieving comparable security

while removing the latency involved in using an air-gapped workstation [189].

Other options. Our review of current options presented to sources showed other options are
used, albeit rarely (Table 5.1). For instance, another secure messaging app, Threema, is different
from the other options presented above because it does not require a phone number or email
address to sign-up. However, the app requires payment through the app store, thus raising other
privacy concerns. Another type of anonymous data transfer similar to SecureDrop is PrivNote. It
enables anonymous and encrypted data transfer to a dead-drop site, but it’s main differentiator is
that through its simplicity it only provides one-way communication. This was a crucial system
capability to enable trust establishment in the source — journalist relationship. Furthermore,
it requires a secondary means of communication to enable the source to share the link to the
dead-drop site with a journalist — an operation where CoverDrop might be ideal.

Lastly, in high-profile cases, where the threat is extreme, root malware becomes an option as
it can be installed remotely and covertly on the devices of all suspects and reporters. While this
is rare due to the rarity of zero-day exploits, they are difficult to block. Burner phones are used
in high-profile cases to enable the source and the journalist to communicate on devices unknown
to authority. The role of CoverDrop is to simplify and secure the initial contact establishment,

thus helping the news organisation to become the destination of choice for future Snowdens.

5.6 Summary

This chapter discusses the risk involved in whistleblowing, analyses what is currently used in

practice, as well as any related research exploring the secure journalism space. We organised

85



two workshops in London in 2019 with attendees from major British news organisations and
summarise the results, which helps us draw out important aspects of journalistic workflows. We
use the information learned from the workshops to describe a realistic adversarial model for a
government official who wants to anonymously blow the whistle. The work in this chapter helps
us understand the computer security research opportunity in journalist-source communication,
which is a method for a source to securely and easily make contact with a journalist. In the next
chapter we introduce CoverDrop, a system that was developed to address the issues faced by
journalists trying to retrospectively protect their sources by enabling news readers to establish
this initial contact with the news organisation (particular journalist or the front office) in a secure

and anonymous way through the news app already installed on their phone.
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CHAPTER 6

COVERDROP: SECURING A SOURCE’S
FIRST CONTACT THROUGH A NEWS APP

In Chapter 5 we discussed the problems journalists commonly encounter when trying to protect
their sources and reviewed currently available solutions. Through our workshops we identified
that one communication problem journalists have is insecure initial contact, particularly because
it is a much harder problem to apply the necessary protections retrospectively to fix any footprints
left by insecure means of communication. In this chapter, we present our solution to this problem
— CoverDrop — a simple and secure two-way communication platform built within a news
reader app. CoverDrop protects the communication between a source and a journalist against
the powerful adversary we identified in Section 5.4.2. CoverDrop can be integrated with
Content Delivery Networks (CDNs) and uses cover traffic generated by all the users of the news
app to mask any communication taking place between a source and a journalist (or the news
organisation) and thus, benefits from the large user-base news reader apps typically have. The
traffic (whether real or not) passes through at least one Threshold Mix (called a CoverNode)
upon reaching the news organisation’s network. Another advantage of using CoverDrop directly
in a news reader app over other systems is that the source does not need to install another app on
their device, which acts as a give-away sign of their intent or actions.

The work in this chapter is largely based on peer-reviewed research published in the Pro-
ceedings of Privacy Enhancing Technologies Symposium 2022 [7]. The initial idea came about
through discussions between Alastair and myself. Since then, CoverDrop has been the product
of team effort and the final design is the result of all co-authors: Mansoor, myself, Daniel, Ross
and Alastair. My contributions include work on the overall design, with a particular focus on
building a system consistent with the workshop feedback (see Chapter 5). I also analysed overall
the security goals and system limitations, and performed most of the security analysis with
contributions from Daniel reflected in analysing the unobservable communication goal and the

plausible deniability goal when the device is confiscated. Mansoor implemented the SGX-based
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CoverNode; and Daniel implemented the sample news app and the CoverDrop mobile library,
as well as ran the performance analysis and performed a semi-formal security analysis of the
properties offered by the encrypted storage on the mobile device. The figures used in this chapter
were designed by Daniel (the protocol flow in Figure 6.1 and the Ul screenshot in Figure 6.2)
and I refer to them to clarify system details. Similarly, Table 6.1 was designed by Mansoor and I
refer to it to compare CoverDrop’s features to other systems currently used for whistleblowing.

In summary, the contributions made in this chapter are:

1. A secure mobile library for easy deployment of covert communication channels masked

by cover traffic in existing applications.

2. A TEE-based CoverNode that provides strong protection against a powerful adversary and

supports 3 million messages per second per CPU core.

3. A networking model that supports integration into existing CDN-based networks with

minimal modification.

4. Strong protection against a global passive adversary that can also use warrants to compel

infrastructure providers and to seize devices from journalists (and their sources).

5. An open-source prototype implementation.

6.1 CoverDrop overview

CoverDrop is a messaging system designed to help the users of a news reader app initiate secure
contact with news organisations (either through a front desk approach, or direct contact with
a journalist). We review CoverDrop’s system requirements as well as design decisions, which

were guided by our workshop with British news organisations (see Chapter 5).

6.1.1 System requirements

During our workshops we identified problem areas in existing systems as experienced by the
journalists and information security experts attendees. Identifying these problem areas helped us

develop a set of functional requirements for CoverDrop:

* Two way asynchronous communication. It was apparent in the workshop that two way
asynchronous communication resembling popular messaging apps is essential to support
the initial stage of communication in which the correspondents build trust with each other

through several message exchanges and answer each other’s questions.

* Low latency. An important feature is low latency to allow multiple messages to be

exchanged daily. This supports the early stages of trust establishment between a source
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and a journalist since whistleblowing tends to require multiple rounds of communication

and high latency can cause additional stress to an already stressed source.

* Responsiveness. A high level of responsiveness from the chosen method of communi-
cation, such as message delivery confirmation, is preferred to provide peace of mind to

anxious sources.

* High usability. The UI should be easy to use for all users and should not expect any
specific cryptography knowledge in order to offer a high level of security.

* Ease of integration. A solution that is easy to integrate, both for the news organisation’s

network and the news reader app.

We note that in CoverDrop we favour low latency over high bandwidth, which makes
CoverDrop a suitable system to initiate contact, establish trust, and to decide on next steps when
the source is ready to share files. Thus, CoverDrop can be seen as complementary to systems

such as PrivNote and SecureDrop.

6.1.2 Design decisions

The two workshops we organised with British news organisations helped us to better understand
the requirements and priorities in this space (see Chapter 5). Thus, we arrived to our motivation,
centred around two driving ideas: (1) existing systems are inadequate in the face of a strong
adversary (defined in Section 5.4.2), and (2) usability is key to security. As a follow-up to the
workshops it was evident that several design decisions need to be addressed for: the infrastructure,
the security offerings, and the user interface. In this section we discuss the main design decisions
we took for CoverDrop and the benefits or disadvantages of each.

When it comes to the infrastructure, we tackled two main requirements in CoverDrop’s
design: not requiring any additional software to be installed by the end-users, and reducing
the integration efforts for the news organisations. To not require any additional software for
end-users we chose to design the CoverDrop functionality directly inside existing newsreader
apps. The advantage of this approach is two-fold: we benefit from a large existing user base of
the newsreader app (see Table 5.1, which details the number of Android installs of each app), and
we remove the initial giveaway of intent for a user who installs custom whistleblowing software
(e.g. if the leak originated from a particular office, a passive adversary can observe which
employees downloaded a Tor client and used SecureDrop). We introduce constant-throughput
channels (see Section 2.5.3) in our design to benefit from large numbers of active users such
that each regular user’s app (those that installed the news app) sends a constant amount of cover
traffic, which allows us to create cover traffic to hide when real conversation takes place. Such
messages have two layers of encryption applied to them (inner encryption for the recipient and

outer encryption for the proxy handling the bulk of incoming messages), such that an outsider
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cannot distinguish between real or cover messages. The immediate downside is throughput
is limited to short text-only messages (see Section 6.1.1 for justification) making CoverDrop
suitable for text messaging rather than large file transfers.

Furthermore, the newsreader app interacts with the news organisation’s infrastructure, typ-
ically relying on a Content-Delivery Network (CDN). To enable ease of integration in the
news organisation’s app infrastructure, we designed CoverDrop to easily integrate with the
organisation’s existing CDN infrastructure, which can route both real and cover messages.

Our security-related choices for the type of conversation that takes are based on the following
flow: a source (whistleblower) decides to contact a news organisation or a particular journalist
with a lead for a story; therefore the source initiates the contact with an initial message. This
flow allows us to have a system in which journalists and theme-based newsroom desks publish
public-keys to enable the encryption to automatically take place for the user’s message. Based
on the chosen recipient, the app forms the inner encryption layer, to which it applies an outer
encryption layer for a constant-throughput proxy, whose design we detail below.

We use constant-throughput proxies and double encryption to thwart correlation attacks and
ensure that real messages cannot be distinguished from the constant throughput of messages
(cover or real). Our constant throughput proxy is called a CoverNode and it is implemented within
a Trusted Execution Environment (TEE). All the real messages have two layers of encryption:
the inside layer encrypted with the recipient’s public key and the second, outer layer encrypted
using the CoverNode’s public key. The CoverNode is then used to decrypt the outer layer of
encryption within the TEE to distinguish real from cover messages and drop the IP address of
those who send real messages to ensure such information is not accessible. In our system, we
include one CoverNode, but for added protection we highlight the changes needed to enable
multiple CoverNodes operating across multiple news organisations (see Section 6.2.4).

For added protection against device seizure or spyware, we store all the app data, which
includes any active chat logs, encrypted and padded to a fixed size, regardless of whether the
user has used the CoverDrop functionality of the news reader app or not. This ensures plausible
deniability for all users who have the app installed. Furthermore, we derive the master secret
used for storage encryption from the passphrase provided by the user and a secret stored in the
Secure Element (SE) of the device.

Lastly, when it comes to the user interface, we designed CoverDrop with the look and feel of
modern messaging app to enable even the less experienced users to operate it successfully. We
provide additional assurance for users (when messages are due to leave the device, or when the

next incoming batch of messages is to be expected) within the chat log.

6.1.3 Security goals

Our workshops (Section 5.2 and Section 5.3) revealed three core security properties required for

making initial contact with journalists: confidentiality & integrity, unobservable communication,
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and infrastructure plausible deniability. We outline CoverDrop’s security goals with reference to
our adversary model (Section 5.4.2) and justify in Section 6.3 how CoverDrop achieves these

goals.

G1: confidentiality & integrity. The adversary is unable to read or modify the contents of

messages between potential sources and journalists on any computer network.

G2: unobservable communication. The adversary cannot tell which, if any, news app users

are currently sending messages to journalists.

G3: plausible deniability. Even with physical possession, the adversary cannot determine

which, if any, news app users have previously used CoverDrop.

6.1.4 Limitations

There are inherent trade-offs between the provision of cover traffic, fixed-size messages, and rate
limits. An increase in bandwidth would allow us to support larger or more frequent messages
for the minority of users who are whistleblowers, but require the remaining users to send larger
volumes of cover traffic. However, our research has determined that there is a sweet spot
where the traffic costs for the average user remain low while the bandwidth required to support
whistleblowers is sufficient to support first contact with a journalist. We note that messages larger
than the predefined size are split into multiple packets and sent over time (due to the rate limits).

We leave for future work the inclusion of stronger privacy guarantees such as forward secrecy
and post-compromise security, which are becoming the norm for secure messaging apps, to retain
protocol specification simplicity. During implementation, one could achieve forward secrecy, for
example, through small changes to the protocol, such as adding session identifiers and key state,
or rotating public keys.

Lastly, to fully support security goals G2 and G3, CoverDrop relies on the security of TEEs
(in our implementation SGX), Secure Element on device, and third-party libraries. We discuss the
effect compromise of either of these elements has on the security of CoverDrop in Section 6.3.2
and provide an extended analysis of the properties provided by encrypted storage on the mobile
device in our publication at PETS 22 [7].

6.2 System details

In this section we provide the system details for CoverDrop by first detailing the actors involved

in the protocol and discussing the protocol flow before looking at any individual components.
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We exclude implementation details for which we have provided the open sourced code'.

6.2.1 Actors

CoverDrop takes four different types of actors into account, whom we detail in this section.

News organisations have a vested interested to provide secure and accessible ways for their
readers to contact their journalists with leads for stories.

Journalists have a vested interest in making a source comfortable sharing news-worthy leads
or documents. Part of making sources feel comfortable is also an assurance of protections, thus
journalists often take matters into their own hands to protect their sources (see Section 5.2).

Sources may indeed turn out to be whistleblowers. They want to initially make contact in
order to share some information with a journalist, however they would like to maintain their
anonymity.

Regular users of the news reader app expect to continue enjoying their app and not be
noticeably affected by the pressures of increased energy consumption (affecting their battery
performance) or increased mobile data traffic (affecting the price they pay for their mobile data

plan).

6.2.2 Protocol flow

For the protocol walk-through we refer to Figure 6.1. We discuss the components and processes
involved in the CoverDrop protocol flow, which includes the deployment of CoverDrop, the
enrolment steps required for journalists and users, what the app does in the background to
generate cover traffic, and what happens when a CoverDrop session is started (i.e. the process of
sending a message) and messages are being passed between journalists and sources.

There are three sets of public-private key pairs we will use in this section: journalist app
(puby and privy), the CoverNode (pubsex and privsax), and the source app (puba and privya).

We differentiate below between the protocol flows for the journalist app and the source app.
The first step for any journalist app is enrolment. When CoverDrop is initially set up all the
journalists choose a unique, fixed-length identifier (i¢d;), as well as generate a public-private
key pair (pub; and priv;). To enrol in CoverDrop, the journalists send to the CoverNode’s
SGX enclave a signed tuple {id;, pub;} @. Should the news organisation already be using an
Identity Provider for their accounts, the enrolment process can be modified to use it instead. The
CoverNode’s SGX enclave uses the signed tuple by first verifying the signature and then adding
the tuple to the map of journalists journalists : {id; — pub;}. These mappings are periodically
forwarded by the SGX enclave together with the SGX public key to the WebApi/CDN: POST
/pubkeys @.

! Github source code:
https://github.com/coverdrop/prototype/tree/main
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Figure 6.1: Protocol flow in CoverDrop.
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There are two additional workflows for a journalist app: retrieving messages and replying
to a message. For the former, the journalist app regularly fetches their inbox from the CDN and
verifies the signature of each message @. Upon successful verification of the signature, the app
then attempts to decrypt each message, which will only succeed for real messages @). The journal-
ist now has access to the message contents, M 4, and can use pub 4 to link the message to existing
chats and when composing a response. For the latter, when the journalist replies to the source,
their message M ; is encrypted with the receiver’s public key and signed with the journalist’s pub-
lickey: Cinner = Epun, (Mg, idy, Spriv,(M;)) @-. This inner ciphertext is the encrypted again
with the public key of the CoverNode’s SGX enclave: Cj = Epupeny (Crinners Spriv, (Crinner))-
The message C'; is then sent to the CoverNode. Providing the signature for every message
authored by a journalist ensures other users cannot impersonate a journalist with the scope of
filling the dead drop or tricking users.

Similar to the journalist app, the source app also goes through an enrolment process. When
any regular user starts the news reader app for the first time, the journalists’ public key mappings
/pubkeys are downloaded from the CDN @. The app creates an encrypted storage area on
the device with a randomly chosen passphrase (see Section 6.2.3) and a buffer for outgoing
messages, out.

There are three other flows for a source, two user-facing: starting or retrieving a Cover-
Drop session, and contacting a journalist; and the last refers to the message dispatch process
which happens at regular intervals regardless of whether there is a message awaiting dispatch or
not.

In order to send a secure message, a user either has to start a new CoverDrop session, or
open an existing one. Every time they navigate to the CoverDrop screen inside the app, the user
is presented with both options, regardless of whether a session already exists. If a passphrase
is entered, CoverDrop uses Kyger + Kgg to try and decrypt the existing encrypted storage. If
successful, all the relevant data, such as keys and message history, is retrieved from storage.
Otherwise, fresh storage is created, pub,s, priv, stored, and then this is encrypted using the new
passphrase Kuger + Kgg. The fresh storage is not distinguishable from the one that was created
when the app was started for the first time.

To contact a journalist by means of sending a message M 4, two layers of encryption are to
be applied. The message M 4 is padded to a fixed size and, together with the user’s public key, is
encrypted using the journalist’s public key @: Ca inner = Epub, (pad(M 4, puby)). This inner
ciphertext is encrypted using the CoverNode’s SGX public key: Cs = E,upeey (1dr,s Cainner)-
(4 is then added to the buffer of outgoing messages, out.

Last, messages are regularly sent to the CDN at every time interval t, where t is a con-
figurable global parameter set by the news organisation. If there are any messages in the out
buffer, then the oldest message is sent (using POST /message @), else a cover traffic message

is created and sent using a dummy payload. Both types of messages have an outer layer of
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encryption, encrypted using the Cover Node’s public key pubgscx, which enables the detection
and discarding of cover-traffic messages once decrypted within the SGX enclave @.

Lastly, the CoverNode handles traffic in two directions: towards the news organisation,
and towards news reader apps.

The CoverNode receives encrypted cover traffic and messages from the CDN ¢. It attempts
to decrypt the received message into Cy jnner. It awaits for enough messages to arrive, as
well as creates any necessary dummy messages to fill the buffer @ (see Section 6.2.3). The
CoverNode signs every outgoing message and then publishes (C'a inner; Spriveay (CAinner)) tO
the journalist’s inbox.

The CoverNode also handles the message traffic originating from within the news organisation
towards users’ news reader apps. When the CoverNode receives messages from the journalist
side, it verifies the signature it receives and then posts the message to user_deaddrop @.
Users’ phones download the dead drops regularly and by trial and error they attempt decrypt the

encrypted messages when the user has opened a CoverDrop session.

6.2.3 CoverDrop components

The are four primary components of CoverDrop: the CoverNode (sits in the news organisations
infrastructure), the secure app library (provided to news organisation to include in their news
reader app), a WebApi/CDN integration (which makes it easy to integrate the CoverDrop
workflow within the news organisation networking infrastructure by leveraging their use of
CDNss), and the user interface component (for which we make recommendations through our
prototype, but leave to the news organisation’s developers to customise). We discuss each of the
components in turn.

The CoverNode is implemented as a Threshold Mix [191]. It manages traffic in two
directions: forwarding messages from user devices to journalist devices, and in reverse. We
describe the traffic from the user device to the journalist (reverse is similar). The CoverNode
is a trusted proxy within the CoverDrop communications platform. It operates inside a secure
enclave (in our prototype, SGX) to hide communication metadata from an outside observer that
would connect a user with a journalist. It only communicates directly with the news organisation
infrastructure (the journalist app) and with the CDN/WebApi. All the user apps send traffic
towards the CoverNode (real or otherwise), but this is routed through the CDN/WebApi, thus
protecting the CoverNode from DoS or timing attacks. The CoverNode polls the /message
endpoint until enough messages have been received to meet the input threshold ¢;,, (a configurable
parameter). Each message is decrypted to learn (idg, Ca jnner). The cover traffic messages are
discarded and any real messages, M j 4ctuai, are collected for each journalist identified by ¢d ;. The
SGX enclave also generates enough cover traffic to meet the output threshold: ¢,,: — | Mg actuarl-
The cover traffic is also encrypted, but with a random key that does not match any journalist to

ensure decryption for all journalists fails. All of the messages are signed by the SGX enclave
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and published to each journalist’s inbox located on the CDN/WebApi. Observers only see that
the CoverNode process/receive t;, and send ¢,,; (both constant amounts) of fixed size encrypted
messages, with ¢, > t,,, because the majority of messages are cover traffic.

The CoverDrop app functionality can be integrated within existing news reader mobile
applications with the help of the secure app library. Our prototype news reader app uses it to
enable the CoverDrop functionality. A background service running at regular intervals ensures
encrypted messages are sent to the news organisation. Every epoch, if a real message is not in the
outgoing queue, then a cover message will be sent. By ensuring a constant output of fixed-size
messages we therefore ensure that no information on whether communication is taking place
is leaked. When the news reader app is open for the first time, it creates a fixed size (100 KiB)
encrypted file and chooses a permanent salt value. We encrypt using a random passphrase pw and
a fresh SE key Kgp. Creating this file regardless of whether a CoverDrop session exists ensures
plausible deniability for the users of the news reader application. This file’s “last-modified
date” is updated every time the app is opened. We used cryptographic routines provided by
the Android platform and the Argon2 password hash function. The process of starting a new
CoverDrop session replaces the CoverDrop state with a newly encrypted empty one (padded to
the fixed size of 100 KiB). The encryption process has three stages. First, the padded plaintext is
encrypted using the AES—-GCM encryption protocol with the key K gg within the SE, returning
the following ciphertext: cipher’. Second, using a Key Derivation Function (KDF) we derive
Kyser from pw and a salt value. And third, we encrypt cipher’ using AES—CTR with K4,
resulting in CoverDrop’s encrypted state. Analogous to creating a new state for CoverDrop, a
similar process is followed when a user accesses an existing CoverDrop state. Decryption of
stored state depends on both the correct passphrase pw being entered, to enable correct derivation
of Kyser, as well as the existence of the correct Kgr within the SE. Whether pw is correct
is not observable until the last step of decryption when the GCM tag is checked for validity.
Therefore, only by passing cipher’ through the SE can an attacker verify passphrases. The user
passphrase is generated from a wordlist, to ensure users can remember them easily. Using a
wordlist also means that we can check for commonly mispelled words when the user enters a
passphrase. This is an important validation which ensures that a common typo would not cause
any existing CoverDrop session to be overwritten by starting a new session altogether. There are
approximately 4.70 - 10! possible passphrases that can result from our list of 7777 words. Our
experiments show that the bandwidth of the SE on a Pixel 3 device is limited to no more than
20 KiB/s, therefore limiting the efforts of a brute-force attack to 12 passphrases per minute. This
is because of the requirement to pass cipher’ through the SE and it ensures it would take the
attacker more than 70,000 years to try all possible combinations. This is based on the assumption
that the SE is resistant to physical access and that attackers cannot extract any stored keys from
the SE.

Ease of integration into existing infrastructure is central to our design, which we address
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Figure 6.2: There are two entry points into CoverDrop: through journalist profiles and the main
page. We always offer two options on login: recover a previous session and start a new session.

through two approaches: a WebApi to handle the POST requests and ease of integration with
existing CDNs (see Chapter 5). As such, we facilitate CoverDrop’s integration with existing
CDNs, commonly used to distribute content and static resources, while also offering protections
against DoS attacks. This approach lightens the load of the news organisation’s web servers
when it comes to handling cover traffic. The CDN maintains the journalist list and stores the
dead drop for encrypted messages. All the clients are expected to access the dead drops at regular
intervals. If clients miss some collection rounds (perhaps because their devices were offline)
they can still access multiple old rounds because they are stored on the CDN for a set period (e.g.
last 7 days). Clients are also expected to send a set amount of messages periodically (i.e. POST
requests), which means that the rate-limiting feature of the CDN can disallow more requests than
were expected. The WebApi web service handles all of the POST requests rather than sending
them directly to the CoverNode. The WebApi protects the CoverNode (and in turn the TEE)
from DoS and timing attacks, since it creates a message queue from all the POST requests it
receives and allows the CoverNode to collect them on their own schedule.

Lastly, the user interface is a stand-alone implementation in order to demonstrate the type
of interface a news organisation might develop. We did not include it inside the CoverDrop
library to allow native integration within news reader apps, as well as facilitate branding and
different workflows. Accessibility and minimal operational mistakes are vital to our UI design.
Guided by our workshop responses (see Section 5.2), we place two entry points into CoverDrop:
individual journalist’s profiles and the main menu. The CoverDrop entry point always presents
two options for any user who navigates to it (see Figure 6.2): starting a new CoverDrop session,
or recovering a previous session. This is a deliberate to ensure an adversary with access to the
user’s phone learns nothing when loading the CoverDrop screen about existing sessions, and
supported by the fact that CoverDrop retrieves its state only when the encrypted data is loaded
into memory using the user’s passphrase. Although the internal UI of CoverDrop looks like

a messaging app to increase user familiarity, batching messages to benefit from the constant
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throughput channels means that messages incur delays (up to a maximum of the epoch time —
set to one hour), which is not immediately obvious to a user. If we allowed messages to be sent
immediately or exceed the cover traffic rate, it would be noticeable to a network adversary. We
therefore, propose to explain these delays to users through a progress bar, explaining when the
next batch of messages is dispatched. This is an implementation choice for our prototype, which
is implemented by Daniel to demonstrate integration and facilitate performance measurements.
The choice to include or adapt this feature is left to the news organisation’s software development

team.

6.2.4 Considerations for the multi-node proxy model

To simplify presentation, CoverDrop has been presented so far with only one proxy node
that mixes the traffic, however it can support a multi-node model as well, in which multiple
CoverNodes serially mix the traffic. These CoverNodes can either belong to the same news
organisation, or they can belong to multiple collaborating news organisations, and we detail

below the changes required for these approaches:

Same news organisation. The end device chooses a route through the mixes and onion-
encrypts the message using the public keys of the SGX proxies. At each hop, the SGX enclave
decrypts the outer layer of the message to find the public key of the next hop, then forwards the
packet. Only at the final CoverNode it is revealed whether the message is real or cover. At this

point the protocol behaves the same as the original specification (see Section 6.2).

Multiple news organisations. Different considerations need to be given to a multiple news
organisation scenario, particularly load balancing since smaller news organisations may face
difficulties coping with the larger amount of traffic commonly seen by larger news organisations.
A form of load balancing based on the number of users could form the basis of a suitable
approach, which we leave for future work. Further extensions to the work would be to allow

cross-communication: users of news app A can contact a journalist at news organisation B.

6.3 Security analysis

In this section we provide a two-part security analysis: we review CoverDrop’s security goals
(see specification in Section 6.1.3) and analyse whether CoverDrop meets these with reference to
an adversary that tries to defeat them; and we discuss what happens to the CoverDrop protections
if our initial assumptions are violated (see Section 5.4.1). Lastly, we provide a brief discussion

on CoverDrop’s censorship resilience, an essential property for whistleblowing (see Section 5.2).
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6.3.1 Security goals

We justify in this section why an attacker fails to defeat CoverDrop’s security goals, provided
that they operate within our adversarial model, and that the elements used in the CoverDrop
infrastructure remain secure. We discuss what happens if these assumptions are violated in

section 6.3.2.

Setup: The Adversary, Adv, monitors and records all communication on the public Internet and
within the news organisation. Adv may also serve warrants to gain physical access to the CDN,
CoverNode, and user devices. A whistleblower, Alice, wants to contact a journalist, Bob, by
sending M 4. Adv may attack at the following times: before Alice sends her initial message
(Alice only sends regular cover traffic until this time); during the communication (Message
M 4 1s in-flight; Alice has an active CoverDrop session); after the communication has taken
place (Alice continues to send cover traffic and has an active CoverDrop session). At any point
in time, , we assume there are other app subscribers who opened the app recently, all
of which send cover traffic messages.

G1: confidentiality & integrity. CoverDrop provides confidentiality and integrity of messages
through authenticated encryption. The sender creates an ephemeral key pair for each message

and the encryption layer therefore ensures all ciphertexts are independent.

G2: unobservable communication. As described in the setup, at times and Alice
only sent cover messages. At time Alice sent message M 4. We assume that Adv captures
these messages between the app and the CoverDrop node, however, Adv cannot decide if the
message M 4 is real or cover because all the messages are the same size and encrypted for the
CoverNode, which then decrypts them with its private key. Similar properties apply to all the
messages the CoverNode sends to recipients. This suggests that no message in the CoverDrop
system leaks any information about whether communication is taking place. Furthermore, the
messages are regularly scheduled, so neither does the timing of messages leak any information.

Therefore, the scheme achieves unobservable communication.

G3: plausible deniability. We identified three ways through which Adv might attempt to
defeat the plausible deniability goal, namely whether Adv can tell that Alice has been using

CoverDrop to communicate.

G3.A: Adv compromises the CDN. Regardless of the timing of the attack (8| [E1} ) the
CDN is oblivious to the contents of the messages or final destination of the messages, hence

compromising it does not give any advantage.
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G3.B: Adv confiscates the CoverNode. Before communication , all messages from Alice
were for cover, so confiscating the CoverNode gives Adv no information. During communication
, the CoverNode has knowledge of legitimate messages versus cover messages. However, this
information does not leave the SGX enclave and always resides in encrypted memory. Lastly,
after delivery of the message , the CoverNode will have deleted all previous messages. This

happens after each epoch and if the system is powered down.

G3.C: Ady confiscates Alice’s device. We briefly explain in Section 6.2.3 and in our publica-
tion [7] why the encrypted storage does not leak any information, even including brute-force
attempts by the attacker. However, there are three types of attacks during 43 that Adv could
perform: (i) If there is a message in the outgoing message queue, Adv can infer that Alice
has recently composed a message that has not been sent yet;? (ii) If the CoverDrop session
is unlocked and resides in the device’s memory, Adv can examine all the session’s state and
potentially access sensitive information; (iii) If Adv confiscates Alice’s device at two different
times, Adv can tell if CoverDrop was used in the mean time. To counter this third attack, Alice
can proactively manage the situation. When she becomes aware of Adv’s initial device access,
she can publicly declare a new CoverDrop session with an unknown passphrase, effectively
resetting it. This can be achieved, for example, by reinstalling the app and initiating a new

(empty) session.

6.3.2 Compromised components

For our analysis of whether CoverDrop meets its proposed security goals in the face of a powerful
adversary we assume the TEE, the SE and the third party libraries are not compromised. We
discuss in this section the effect a compromise on either of these components has on the security
protections CoverDrop provides.

Our prototype implementation uses Intel SGX to provide a Trusted Execution Environment
(TEE) in which the CoverNode can decrypt the outer layer of the incoming messages in order
to detect whether a message is real and requires forwarding or it needs to be discarded. The
server on which a CoverNode runs is expected to be used for only this purpose, i.e. not to run
any other applications on it. The SGX on the CoverNode is used to provide defense-in-depth
by reducing the surface of possible attacks. Using SGX, however, does not completely remove
the opportunity for attack, given recent side-channel attacks on the platform [27, 86, 216]. By
defeating the security of the Intel SGX enclave, the adversary can distinguish between cover
traffic and real messages. Although the message contents are still protected (only the outer

layer of decryption is removed inside SGX), if the adversary has observed previous constant

2This attack can be countered by the app inserting cover messages into the message queue. However, this adds
complexity and can lead to out-of-order delivery which has its own usability challenges. Therefore, we leave it for
future work.
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global network traffic, they can infer where the messages originated from, thus succeeding
in performing a correlation attack. Two possible mitigations exist for the single CoverNode
model to reduce the risk of compromise: either ensuring that the server is running the latest
version of the SGX Platform Software, or that it has the newest hardware which already contains
mitigations against speculative execution attacks and re-compiling client software with updated
SDK [157]. An alternative approach would be to facilitate multiple CoverNodes in the news
organisation’s infrastructure (this also work across cooperative news organisations). In this
situation, only by compromising all the nodes included in the message’s path would the attacker
learn the same information as in the single-node scenario. Just by compromising the entry or exit
nodes (or even both), the attacker cannot correlate traffic to ensure the correlation attack succeeds.
Therefore, this is a more robust and effective mitigation, particularly if the CoverNodes span
multiple organisations.

We assume the SE on the user’s device can resist physical attacks. Thus, the SE provides
brute-force protection for the decryption passphrase. However, if this assumption is broken, it
would enable an adversary to increase the rate of brute-force tries. This can be mitigated in-app
by creating more complex passphrases to increase the difficulty to brute-force access. We suggest
good practice is to suggest to users to delete sessions as soon as is practical by creating a new,
empty session. However, doing so automatically might present usability issues, which we leave
for future work.

It is common for mobile apps to rely on pre-built third-party libraries, however this makes
it difficult for the news organisation to inspect the library for malicious behaviour, especially
since most third party ad libraries already store and share personally-identifiable information
with interested parties. We note positive movement towards in-house advertising [205], which

enhances user protection.

6.3.3 Censorship resilience

Systems that facilitate secure communication for at-risk groups are often censored. We consider
the type of censorship an attacker may attempt to perform for CoverDrop: DoS on the CoverN-
odes to disrupt the constant throughput channel, and banning news organisations that enable
CoverDrop.

A DoS attack is a common way to subvert communication and deter users from using an
application. To perform a DoS attack at the CoverNode level an attacker either creates an
abundance of users which would overwhelm the SGX using cover traffic, or starts CoverDrop
sessions and sends real messages towards the CoverNode (messages with no real purpose but to
affect traffic through the news organisation’s network). In the former, a suitable mitigation is to
perform remote attestation with the SE, which means the attacker needs physical devices. It is
much harder to prevent the latter since overfilling the real-message buffer (out) in the CoverNode

results in dropping real messages. Having the CDN blocklist public keys or devices only affects
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small scale attackers, whereas powerful attackers such as nation states would not see a notable
increase in cost. Unfortunately, spam is still an open problem for whistleblowing systems that do
not have the ability to blocklist nodes (e.g. SecureDrop).

Placing blanket bans on news organisations or journalists is common in some countries where
journalism is not offered full freedom, but even in other countries where freedom of the press is
well established, there are still censored subjects [37, 211]. We see censorship on CoverDrop
taking two possible paths. Either the attacker performs DoS on the CoverNode(s) (see discussion
in previous paragraph), or attempts to stop news organisations from deploying/using CoverDrop.
However, unlike the Tor model which has servers as endpoint in the network and an adversary
can blocklist their individual IP addresses, CoverDrop does not expose servers outside the news
organisation infrastructure making it a more difficult attack surface. To deter news organisations
from using CoverDrop, the adversary has to censor the news organisation as a whole, an approach

which depends on the freedom of the press in the relevant country or region.

6.4 Performance analysis

We used a prototype implementation to evaluate the performance of a news reader app using the
CoverDrop functionality. We also evaluate the performance of our CoverNode implementation
and the CDN/WebAPI integration.

6.4.1 Assumptions

We test our base case: one CoverNode proxy; 1 million users for the news app; 100 active
CoverDrop sessions (for whistleblowing, ignoring those with non-sensitive comments and feed-
back); users send 5 real messages daily; 10 journalists signed up to receive CoverDrop messages;
and journalists send 10 messages daily. These assumptions in the base case mean that with a
set epoch of 1h, there are about 24 million cover messages daily and about 21 whistleblower
messages per hour. The CoverNode’s SGX enclave handles traffic in both directions: (1) for the
user-to-journalist direction it awaits for 10° messages and outputs 10 messages (real or cover
traffic), and (2) for the journalist-to-user it awaits for 100 messages and sends 10. In total 240
messages are delivered to the user dead-drop daily. We observe through measurements that

traffic scales linearly with the number of CoverNodes, irrespective of organisation size.

6.4.2 News app

We implemented a sample news reader app and evaluated it using a Google Pixel 3 running
Android 11. We looked at three main areas that would drive adoption down: on-device size
requirements, battery consumption, and mobile data consumption. First, we observe that our

prototype library implementation increases the size of the sample news app by less than 500 KB
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for most devices, which is significantly smaller than average news reader app sizes (usually more
than 10 MB in size). Second, since we increase the amount of data usage with the constant
throughput of the app, we compare the mobile data consumption of cover traffic messages (we
consider that those users that send a real message would naturally expect an increase in data
consumption) with that of network requests in our prototype news reader app. We observe that
a CoverDrop message (real or otherwise since they are fixed size) uses about 6 KB including
the HTTPS overhead, thus resulting in 4.3 MB monthly data consumption. This can be further
reduced by using minimal protocol since the message payload is already encrypted, thus only
using 360 KB per month. Furthermore, regular downloading of the dead-drop messages creates
110 KB in traffic per request (or 3.3 MB per month). This consumption is comparable to loading
the home screen of a news app (1.5 MB) and browsing individual articles (typically larger than
100 KB). Third, we observe small impact on battery life, since CoverDrop’s CPU and data usage
is low compared to general news app usage. We conclude that the epoch could realistically be
reduced without affecting battery consumption greatly, thus making CoverDrop also suitable for
routine communication between journalists and readers.

Time delays are also of concern for a user-facing app such as the news reader app. As such,
we looked at cover traffic message creation, which takes 7.5ms (o = 1.4ms) of CPU time (less
than 200ms in total per day for an epoch of 1h), and message decryption 7.4ms (o = 2.4ms),
latter of which only applies to whistleblower’s apps when there is an active CoverDrop session.
Based on our assumptions above, the user’s device downloads 240 messages daily from the
dead-drop for each journalist from which they expect a message (here: 1), which leads to about
1.8 seconds of work when opening a session every 24 hours. The journalist’s devices check
significantly more messages daily (in our assumptions: 2, 400), however they only check against
their own private key, leading to approximately 18 seconds of work per day.

Other areas of interest for the news app would be API and hardware requirements and
ease-of-integration. Our implementation using the Hardware Security Element requires API level
29, which is only available to about 40% of the Android devices using the Google Play Store.
Mitigations for lower API levels include increasing the password hashing parameters and not
using a wordlist. App developers can tailor the user interface to match the already-existing app.
To fully integrate the CoverDrop functionality they need to interact with the synchronous library
calls and create four callbacks for interacting with the WebApi via HTTPS. For our prototype
implementation, we used about 900 lines of Kotlin and 1100 lines of XML to implement the

functionality above, including the UI functionality.

6.4.3 CoverNode

The CoverNode prototype is implemented in Intel SGX and consists of two components: the
trusted enclave for message decryption and the untrusted application for handling network

communication. Our performance measurements were conducted on a laptop with an i7-8565U
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processor (up to 4.6 GHz) decrypting messages (X25519 and XSalsa20) sent to the CoverNode.
We observe a throughput of 833 messages per second (3 million messages per hour), considering
batch processing of 1000 messages. Increasing the batch size decreases processing time by not
having to transition between trusted and untrusted execution spaces. Increasing the number
of enclave processes (dependent on the number of CPU cores) scales up performance and if
this is not enough, we propose using multiple SGX servers and balancing the load using the
CDN/WebAPI. We ensure through our protocol no data is stored to disk by the enclave, thereby
not relying on the sealing functionality of SGX. Furthermore, we avoid using the monotonic

counter functionality offered by SGX which has limited write cycles [139].

6.4.4 CDN/WebAPI

Lastly, we observe that CoverDrop’s CDN integration is essential for news organisations. We
calculate that with a 1 million user base, the CDN sees a total traffic volume of 102GB, which
scales linearly with the number of users and fixed message throughput. Although in the wild
these numbers are much reduced since the number of Daily Active Users (DAU) is much
smaller than the number of users who installed an app, estimated at two orders of magnitude
smaller [109], however getting accurate estimates for the former is non-trivial. We always

consider our anonymity set relative to the DAU rather than the number of installs.

6.5 Comparison to existing systems

We compare CoverDrop with the most popular contact methods offered by news organisations
(see Table 5.1). We split the comparison into four sections relevant across all contact methods:

identifiers, resilience to warrants, correlation attacks, and usability.

Identifiers. CoverDrop is comparable with SecureDrop such that they both use system-
generated random identifiers rather than leaking personally identifying information and all
the traffic is encrypted, whereas the other systems either use personally identifiable information,

such as a phone number, or do not encrypt traffic.

Warrants. Many of the individual components, including users, could have warrants served
on them, as such resilience to warrants is an important feature. Although some of the contact
methods, such as WhatsApp, Signal and physical mail fully support resilience to warrants on
news organisations, since the news organisation wouldn’t hold information relevant to identifying
the whistleblower, they do not resist other types of warrants. We designed CoverDrop with a

strong resilience to warrants in mind and thus, achieve the same resilience as SecureDrop.

104



g :E 8
s 8a) % &)
Z2 3 = 4+ & 5
T 2 5 8 8 ¢
Features = 2 » @ & & O
No personally identifiable IDs o X X e e e e
Identifiers System generated random ID NA X X X X e e
Encrypts plaintext messages X e o X e e o
On third parties X X o X o e e
On news organisation . e e X O e e
Resilience to warrants | On journalist ° X X X o e e
On whistleblower post leak ° X X o o e e
On whistleblower during leak NA X X o o e e
Resilience to global network adversary | o X X X X o e
Correlation attacks Effective anonymity set at install NA e o e o X e
Effective anonymity set during leak ) X X X X e e
Resilience to geo-location leakage X o o o o e e
Easy-to-use by a layperson ° e e e X X e
Low latency two-way communication X e e e e X o©
Usability Verifiable delivery of messages X e e X X X e
Spam prevention / rate limits ) o o X X X o
High throughput . e o o o o X

Table 6.1: Whistleblowing systems with fully (e), partially (o), and not supported (x) features.

Correlation attacks. Our strong baseline adversary can perform correlation attacks to identify
whistleblowers. We design CoverDrop to withstand such an adversary, and thus, offer resilience
to a global network adversary, and geo-location leakage. Furthermore, by design, CoverDrop
relies on a constant throughput channel, a channel on which all the users send regular messages,
whether real or not. Thus, the pre-existing user-base of the news application provides an effective
anonymity set from CoverDrop’s install. SecureDrop offers similarly strong properties, however,
it suffers from a small effective anonymity set at install-time and building up an anonymity set is

harder. The other systems do not offer resilience to correlation attacks, or only partially.

Usability. Lastly, CoverDrop attempts to bridge the gap between less secure means of commu-
nication (for the purpose of whistleblowing) that are easy to use and those with higher security
guarantees that offer usability challenges for the layperson. By design CoverDrop looks like
a common messaging app and is similarly easy-to-use like popular secure messaging apps,
WhatsApp and Signal. Due to the delays incurred by the batching of messages, CoverDrop does
not achieve the same low-latency two-way communication that email and contemporary secure
messaging offer, however it does improve on latency when compared with SecureDrop. Unlike
the other systems, CoverDrop does not offer high throughput, but it is suitable for secure initial
contact.

We therefore find that CoverDrop is comparable in security with SecureDrop, making it a

suitable lightweight and secure first contact option.
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6.6 Summary

In this chapter we introduced CoverDrop, our proposed solution to secure the initial contact
method used by sources when they want to communicate (establish trust) with journalists.
CoverDrop’s design has been guided by the main themes that emerged from our workshops with
news organisation (see Chapter 5). It integrates within a news reader app using a secure library
and works by creating a constant-throughput channel between the app installed on users’ devices,
therefore leveraging the large user base that news reader apps already have. Cover traffic flows
through the existing CDN infrastructure used by the news organisation and real messages are
only separated from cover traffic within the Secure Enclave of the CoverNode, implemented
as a Threshold Mix. We evaluate the security of our approach and find that it can withstand a
powerful global (and local) adversary. We also evaluate the performance of CoverDrop using
a prototype implementation, including a sample news reader app, SGX implementation (the
CoverNode), and the prototype CoverDrop secure library.

This chapter reviewed work that was published in the Proceedings of Privacy Enhancing
Technologies Symposium 2022 [7]. The final design has been the result of contribution and
feedback from all-co-authors: Mansoor, myself, Daniel, Ross and Alastair. My contributions
are reflected in the final design, particularly ensuring system consistency with the feedback
from our workshops (see Chapter 5), defining the security goals, and performing the security
analysis. My colleagues contributed by implementing the SGX-based CoverNode (Mansoor),
and the sample news app and CoverDrop mobile library (Daniel). Furthermore, Daniel measured
the performance of the system and analysed the security properties offered by the encrypted
storage on the mobile device through a semi-formal security analysis (found in Appendix A in

the original publication [7]).

106



CHAPTER 7/

CONCLUSIONS AND FUTURE WORK

The aim of this work has been to understand and further secure encrypted communication. We
started with the goal of detecting key server equivocation in end-to-end encrypted messaging
systems. While this detection is commonly deferred to the user (Signal and WhatsApp through
manual verification), or no transparency is provided at all (iMessage), we believe there is
significant value in an automated trust-but-verify approach to trust establishment in secure
messaging apps.

Chapter 3 began by investigating the type of key bindings commonly found in popular
messaging systems, which we then formalised into Key-Name Graphs (KNGs). KNGs represent
a generalised format for binding keys to human-readable names. We also introduced a new type
of key insertion attack, which we called ghost-user attacks [217]. We address this new attack by
proposing a baseline gossip protocol, which continuously monitors the KNGs provided by the
key server to the users. The gossip protocol leverages a diversity of paths triggered by human
mobility and is technology agnostic. Furthermore, the gossip protocol does not require any
infrastructure changes to how the service provider stores the key-to-name bindings. The baseline
gossip protocol targets co-location-based human friendship as a distribution means, however it
can be extended to strangers, which we leave for future work. It’s main contribution is that it can
automatically differentiate between types of key changes to reduce the chance of false positive
notifications without introducing any false negatives.

This baseline gossip protocol was analysed in Chapter 4. The analysis is two-fold: privacy
and security analysis, and deployability analysis. We implemented the gossip protocol as a
discrete event simulator to allow us to perform probabilistic model checking up to an upper
bound of 14700 friendship combinations between the users. We also analysed the protocol
with respect to its desired core security properties: correctness, soundness, availability, and
privacy. From this privacy and security analysis we learnt that one special type of key change
is introduced by the gossip protocol which causes a false positive notification, and we propose

mitigation. The deployability analysis helped us judge the effectiveness of the baseline protocol

107



when we rely on the intersection between human physical mobility and online friendship. We
conclude that such an approach is complementary only to an online key server and helps detect
key server equivocation after-the-fact rather than replace a PKI’s main utility. Automating these
checks takes the burden away from the average user, whose threat model might not necessarily
meet that of select user groups (such as whistleblowers, government agents, doctors, lawyers or
others who deal with online confidential information), but who would nonetheless benefit from
an alert when a ghost-user attack is performed on their account.

In Chapter 5 we aimed to better understand the security and privacy needs of one of these
aforementioned select user groups, namely whistleblowers. This chapter presented an initial
analysis of what systems are currently available for whistleblowers as offered by 24 worldwide
newspapers, which are highly ranked on Alexa top sites. We learnt that only half of these offer
an encrypted means of communication, although most of those use generic encrypted messaging
apps with no form of metadata privacy. As follow-up, we then organised two workshops with
several major British news organisations. These were performed in a semi-structured approach:
we presented our idea, then had discussions triggered by both the participants as well as open-
ended questions from the organisers. From these workshops we learnt that the area lacks a secure
means of communication for sources to initiate contact to journalists. Sources are exposed to risk
because often there is not a lot of emphasis placed on the security of the communication. The
attending journalists provided insightful information about the source cultivation process, which
typically changes in nature over time. This change may also trigger an increase in security need:
it may start from an initial unhappiness with a situation, but evolve over time with the source
blowing the whistle. Furthermore, we learnt that a good solution should balance usability with
security, and a main driver of usability was identified as latency, since some of the more secure
options encounter significant round-trip delays due to the enhanced security procedures. We
analysed the workshop results and formalised a baseline adversary model to guide our solution
to the problem.

The work is continued in Chapter 6 in which we presented CoverDrop, an initial contact
system we designed to secure the initial contact method used by the sources who want to start
communicating with a journalist. CoverDrop is included as a component inside the main news-
reader app and creates a constant throughput channel between news reader’s apps and a secure
enclave inside the newspaper’s infrastructure, the CoverNode, which then facilitates real traffic
to journalists’ devices by posting encrypted messages in dead-drops. CoverDrop was created
to target some of the major problems that arose during our workshops: asynchronous commu-
nication, latency, usability and integration. Because it is designed as an initial contact option,
the low bandwidth it offers is acceptable when balanced with the other priorities of low latency
and enhanced metadata protection. Our security analysis showed that CoverDrop can withstand
a powerful attacker by showing that CoverDrop meets its top security goals (confidentiality &

integrity, unobservable communication and plausible deniability) with reference to our adversary
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model. From this analysis we initially excluded the possibility of compromised components and
censorship, which we discuss separately. We concluded by analysing its performance through a
prototype implementation of the newsreader app, the CoverNode (implemented in SGX) and the
CoverDrop secure library.

Recently, I have been contributing to a collaborative effort with a team of software engineers
at a major British news organisation in London to introduce CoverDrop into production and
release it in their two newsreader apps on the i0OS and Android platforms. Upon the completion
of this process, the CoverDrop components will be open-sourced to simplify adoption by other
news agencies. During the implementation stages, enhancements were made to the CoverDrop
protocol, including the addition of future secrecy approaches, a key infrastructure, and a revised
message (real or cover) sending strategy which avoids the restrictions imposed on apps running
in the background in currently popular platforms, such as Android and i0S. These refinements
will be detailed in a subsequent whitepaper and submitted for peer-review to an academic and

industrial oversight board prior to release.

7.1 Future work

While the two solutions presented in this dissertation aim to improve both the transparency of
trust establishment, and the security and privacy offered by modern secure communication apps,
there are still areas to improve. We discuss below possible future work related to the problems
tackled in this dissertation.

As discussed in Chapters 3 and 4, our solution for the baseline gossip protocol focuses
on the connection between physical co-location and online friendship. While this presents
opportunities to experiment with a gossip protocol that verifies the KNGs for friend’s accounts,
there are multiple extensions future research can investigate, which would target optimisations,
for instance checking KNGs for those friends who do not meet in person regularly. One extension
approach is to study is the reliability of peer-to-peer networks such as Dat [113], which we
discuss in Section 3.5. Because the gossip protocol is technology agnostic we can remove the
bounds of physical friend encounters. The immediate benefit of this approach is that it maintains
the privacy nature of the baseline protocol to only verify with friends’ accounts as opposed to
gossiping with strangers.

Another possible research avenue is to explore gossiping beyond immediate friends by
looking at friends-of-friends or even strangers. This complicates the gossip process both by
increasing the burden on the battery since more comparisons will happen with nearby devices,
and by requiring additional protection considerations.

Lastly, our gossip-based approach focuses on comparing users’ KNGs in a pairwise manner,
comparable with manual verification in which two users can verify they are communicating with

the intended person. However, there is currently no mechanism to enable participants who belong
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to a group message to efficiently verify the KNGs of other group participants. Group messages
present much of the same problems as two-participant chats, including being vulnerable to
ghost-user attacks. The problem is that in group messages not all participants may know each
other (as defined by having the other users’ phone numbers in each other’s contact lists), which
the baseline gossip protocol does not tackle in its current form.

In Chapters 5 and 6 we worked to understand the needs of investigative journalists and their
sources, and created a system to provide a secure initial contact method for sources. CoverDrop,
as outlined in Chapter 6, is presented with several known limitations, which we discuss in
Section 6.1.4. The biggest limitation that requires further investigation is the trade-off between
providing cover traffic, which ensures the conversation is unobservable, and the low bandwidth
provided by CoverDrop meant to keep data usage low for the regular users of the app. While
higher bandwidth could support larger messages, or messages being sent more often, we expect
this would have a direct and negative impact on the data usage patterns of regular users of the
newsreader app.

Looking beyond the initial contact problem for journalists, future research could target to
understand the requirements and identify the uniqueness of other areas related to journalism, such
as long-term source cultivation, tip management, and secure collaboration between journalists.
For instance, we learnt in our workshops that source cultivation can be a long process that most
often involves changes in security needs because the source may evolve from being generally
unhappy with a situation to blowing the whistle on illegality within their job. Our current solution,
CoverDrop, is meant to secure the initial contact, but for a longer source cultivation process the
journalist is expected to manage the transition to an alternative secure communication platform.
This is an unreasonable expectation from the journalist and could be handled in a more automated
way.

Furthermore, we need to understand and create suitable secure solutions to handle tip
management once received on the news organisation side. This is because CoverDrop can
be implemented to have both direct contact to investigative journalists and a more generic
contact to particular “desks” (e.g. investigations desk, banking etc.) as a feature left to the news
organisations choice. It is therefore expected that a manual triage will have to be done to filter
out those tips that will not be followed up. From our workshops we learnt that a high degree
of tips are actually not followed up, either due to human error or due to overwhelmingly high
numbers of submissions.

Another important area that requires further research is secure collaboration. Journalists
often collaborate with external contractors, or even other news agencies to investigate and build
up a story. Such a collaborative effort often implies sharing sensitive information or even large
document databases. To our knowledge there are no solutions targeting this space and it is up to
individual journalists and the newspapers to manage these highly sensitive situations.

Looking beyond journalism, there are several other groups of users for whom standard
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end-to-end encrypted messaging is not enough. User groups such as lawyers and doctors would

benefit from individualised approaches to security to meet the needs of their jobs.
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