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Abstract
Chromatin comprises proteins, DNA and RNA, and its function is to condense and package the genome in a way that allows the necessary transactions such as transcription, replication and repair to occur in a highly organised and regulated manner. The packaging of chromatin is often thought of in a hierarchical fashion starting from the most basic unit of DNA packaging, the nucleosome, to the condensation of nucleosomal “beads on a string” by linker histones to form the 30 nm fibre and eventually large chromatin domains. However, a picture of a more heterogeneous, dynamic and liquid-like assembly is emerging, in which intrinsically disordered proteins (IDPs) and proteins containing intrinsically disordered regions (IDRs) play a central role. Disorder features at all levels of chromatin organisation, from the histone tails, which are sites of extensive post translational modification that change the fate of the underlying genomic information, right through to transcription hubs, and the recently elucidated roles of IDPs and IDRs in the condensation of large regions of the genome through liquid-liquid phase separation.

Introduction
For many decades it has generally been accepted that in order to function, proteins must adopt a defined three-dimensional structure (this has become known as the structure-function paradigm). However, it has increasingly become apparent that a large percentage of the proteome consists of proteins or protein regions that lack well-defined order (1, 2), rather they exist as heterogeneous ensembles of rapidly interconverting states for which no one set of coordinates can sufficiently describe their equilibrium conformational properties. Structured proteins are most commonly associated with catalysis, transport, biosynthesis, metabolism and membrane-spanning, while IDPs and IDRs, referred to collectively here as
IDP(R)s, are typically engaged in signalling and regulatory processes that involve protein-protein and protein-nucleic acid interactions, such as differentiation, transcriptional regulation, DNA condensation, cell cycle and RNA processing (3), i.e. many functions that are relevant to chromatin. IDP(R)s are central to chromatin organisation, from the core and linker histones (4) that are responsible for nucleosome formation and condensation, to the machinery responsible for the regulation and execution of transcriptional programmes (5). In this review, rather than focusing on the traditional hierarchical view of chromatin structure, we focus on some of the emerging concepts regarding the role of IDP(R)s in the packaging of chromatin and the regulation of nuclear processes.

The disorder continuum
Historically, disordered proteins have collectively been referred to as IDPs. However, it is important to differentiate between true IDPs, where the entire sequence lacks stable structure, and those proteins that contain a modular architecture comprising both folded domains and IDRs, where the interplay between the structured and disordered regions may be critical to understanding the protein’s function (6) (Fig. 1A). It is also important to understand that intrinsic disorder represents a continuum of ensemble states between folded proteins and true random coils, that contain varying degrees of transient or stable secondary structure (Fig. 1B). Rather than being functionally inert regions of the proteome, IDPs and IDRs have been ascribed to a wide variety of functions (3), including catalysis, which was thought to require a folded 3D structure (7).

SLiMs and MoRFs
A common feature of IDP(R)s is that they make multivalent and/or promiscuous interactions. As such, hubs that form the centre of interaction networks and integrate the signals from multiple pathways are enriched in disorder (9). For example, the transcription factor and tumour suppressor p53 has more than 500 direct interaction partners in the STRING database (10). p53 is typical of transcription factors in having a modular architecture. It comprises folded DNA-binding and tetramerisation domains and several long disordered regions, which account for about 42% of the protein (11)(Figure 1C). Furthermore, the disordered regions are the sites of extensive post translational modifications (PTMs) (12). Regarding promiscuity, the conformational plasticity of IDP(R)s
makes them ideally suited to binding multiple partners. Interactions are often mediated through short linear motifs (SLiMs) or molecular recognition features (MoRFs). SLiMs comprise a short stretch of 3-10 amino acids; their surrounding context may be ordered or disordered and may also contribute to the free energy of binding (13, 14). Upon interaction of a SLiM with a structured partner, secondary structure may be induced. MoRFs are slightly longer (around 20 amino acids), are unique to IDP(R)s, and always undergo a disorder-to-order transition upon interaction (15). The compact nature of these linear motifs gives the potential for a large number of binding modules to cluster or even overlap in a given length polypeptide and in many cases multiple low affinity motifs cooperate in a multivalent interaction. The cooperativity can take different forms: multiple distinct pairwise-specific interactions (avidity); multiple epitopes along the ligand that bind a single site on a partner (allovalency); or multiple interchangeable interaction sites on both the ligand and partner (“fuzziness”) (16).

Another feature of SLiMs and MoRFs is that their conformational plasticity allows multiple IDPs to bind to the same protein using different linear motifs (many-to-one interactions), or the same motif to bind to multiple partners, sometimes adopting different conformations (one-to-many interactions) (9). Promiscuity in p53, which forms a diverse range of complexes, is perhaps the most striking example of this (17, 18).

**Tipping the balance by PTMs**
The lack of stable structure enhances accessibility to modifying enzymes and as a result they are the predominant sites of PTM (3, 13). These modifications can have a pronounced effect on their properties. SLiMs usually interact transiently and reversibly with their partners, and therefore their interactions are easily modulated by PTMs that tune their structural and physicochemical properties. PTMs can modulate the properties of the structural ensemble, particularly if it is sensitive to charge distribution (19). Modifications may cause changes in the position of an IDP(R) in the coil-globule continuum (20) or a disorder-to-order transition (21).

**The nuclear proteome is enriched in IDP(R)s**
IDP(R)s typically carry out signalling and regulatory functions. It is therefore not surprising that proteomic and bioinformatic analyses indicate that the nucleus is significantly enriched
in disorder (22–24). There is a correlation between the level of protein disorder and organism complexity, at least between prokaryotes and eukaryotes (25), which coincides with the appearance of the nucleus. Moreover, organism complexity also correlates with more elaborate regulation of gene expression (26). For example, the most complex multicellular lineages (i.e., those with embryonic development, Metazoa and Embryophyta) have the most complex transcription factor (TF) repertoires (27).

Disorder in transcription hubs

TFs integrate cellular signals and, through the recognition of cis-regulatory elements in the DNA and recruitment of coactivators and RNA polymerase, orchestrate specific patterns of gene expression (28, 29). It has long been realised that TFs are highly enriched in intrinsic disorder, with over 80% predicted to contain extensive IDRs (5). IDRs are thought to play a role in the TF binding site search process, for example the “monkey bar” model of inter-strand exchange, as described for the HOX TFs, in which the N-terminal tail can bind a neighbouring strand and facilitate transfer (30) (Fig. 2A). It has also been proposed that non-specific association of the p53 disordered C-terminal region facilitates scanning along DNA (31, 32) (Fig. 2B). Another mechanism by which IDRs can modulate DNA binding is by competition, for example in the HMG box family of architectural transcription factors, where the acidic regulatory domains interact with the DNA-binding surfaces and negatively regulate binding to DNA (33–35) (Fig. 2C). This autoinhibited state is alleviated by interactions with partners, for example with the H3 N-terminal tail, presumed to position HMGB1 at the nucleosome dyad (36). Tail binding also negatively regulates protein-protein interactions, including binding of the HMGB1 A box to a MoRF in the N-terminal p53 TAD (37).

Within TFs, the degree of disorder is much higher in transactivation domains (TADs) and their flanking regions than in DNA-binding domains, with some notable exceptions (for example SOX domain TFs, which contain an HMG box that becomes structured on binding DNA (38), and members of the HMGA family (39, 40)). Recent work on the acidic central activation domain of the yeast TF Gcn4 has suggested that the acidic residues and intrinsic disorder act to maintain the hydrophobic amino acids in a solvent-exposed state and prevent them from driving collapse (41, 42). This is supported by the finding that short sequence patterns of negatively-charged and aromatic residues in single or overlapping
SLiMs/MoRFs are a generic feature for TAD functionality (43). Furthermore, recent in-cell imaging (44) showed that TF low-complexity domains (LCDs) concentrate the transcription machinery in local high-concentration hubs, which stabilise DNA binding, recruit RNA polymerase II, and activate transcription. Mutations in the LCD of a fusion oncogene (EWS-FLI1) that removed hydrophobic residues diminished self-association and transcriptional activation, highlighting the importance of dynamic LCD-LCD interactions in hub assembly and transcription.

New lessons from IDP(R)-IDP(R) and IDP(R)-nucleic acid interactions

The prevailing view has been that IDP(R) interactions involve a disorder-to-order transition. However, an increasing number of interactions have been characterised where varying degrees of disorder are present in the complex and, due to the presence of multiple functionally-relevant states, these have been termed “fuzzy complexes” (45, 46). Recently, two extreme examples of these have been described for complexes involving the linker histone H1, the highly disordered C-terminal tail of which is responsible for condensation of the nucleosomal “beads on a string” structure in chromatin. The first involves the interaction of H1.0 with the intrinsically-disordered linker histone chaperone Prothymosin α (ProTα) (47), and the second the interaction of the intrinsically disordered H1.11L C-terminal tail with DNA (48). The complexes have picomolar and nanomolar $K_d$, respectively, although the H1/ProTα affinity has been debated, with a more recent study placing it in the high nanomolar range (49). What is interesting in these two studies is that the protein(s) remain highly disordered in the complex despite their high affinities. The affinity is due to opposing charges: H1 is highly basic while ProTα and DNA are highly acidic; all can essentially be thought of as polyelectrolytes. Other known partners for H1 having highly disordered acidic regions are hFACT (50), a histone chaperone critical for nucleosome reorganization during replication, transcription, and DNA repair (51), and HMGB1. H1 and HMGB1 have opposing effects on chromatin condensation (52). A direct interaction between the basic C-terminal tail of H1 and the acidic tail of HMGB1 was observed, again, without evidence of stable secondary structure (53). H1 interacts with over 100 nuclear proteins, and may play a much wider role in the nucleus than an architectural factor in chromatin structure (50, 54, 55).

Approximately 1/3 of these interactions appear to be mediated by the C-terminal tail (50),
suggesting that these extreme examples of fuzzy H1 partner complexes may be a common theme.

The binding of polycations (such as H1) to polyanions (such as DNA or ProTα) is driven by a large positive entropy contribution to the free energy arising from the displacement of counterions and solvent associated with the solvent-exposed charges (56, 57). Further, unlike complexes formed by disorder-to-order transitions, entropy losses are minimised by the retention of conformational freedom. The fact that these complexes exist as an ensemble of rapidly interconverting structures in which multiple transient contacts are constantly rearranging, raises intriguing possibilities for IDP(R) interactions. It is often assumed that IDP(R)s form transient, low affinity complexes such as those involved in signalling. Conversely, high affinities are usually linked to long residence times. However, in these extreme examples of “fuzzy” complexes, one could envisage the situation whereby another binding partner could progressively peel away the dynamic interactions, via a ternary complex, and eventually fully exchange on a timescale that would not be possible in an analogous situation involving high-affinity interactions between structured proteins, where binding or unbinding events are usually concerted. Taken together, these observations suggest that “fuzzy” interactions between polyelectrolytes may act to catalyse the exchange of proteins that would otherwise associate too stably (Fig. 3A and B). The presence of factors such as the chaperone ProTα (58), HMGB1 (52) and hFACT (51) that could potentially engage in “fuzzy” interactions with linker histones is therefore consistent with the rapid mobility observed for H1 in the nucleus (59), despite its high affinity for mononucleosomes and nucleosome arrays (60). In the case of ProTα, this also allows H1 to be tightly sequestered in order to prevent aberrant interactions with DNA while still allowing H1 to be readily deposited at the appropriate sites in chromatin. Finally, H1 affinity is also known to be modified by phosphorylation; mutation of the five phosphorylation sites in H1 weakened interactions with linker DNA leading to a more open chromatin structure (61). Dynamic competition may also facilitate access to enzymes that post-translationally modify proteins, for example kinases that phosphorylate the consensus SPxK SLiM sites in the H1 C-terminal tail, without the need for complete dissociation of the complex (Fig. 3C).
Phase separation: a fuzzy perspective on chromatin higher-order structure

The nucleus contains numerous compartments that are not bound by membranes, such as nucleoli, Cajal bodies and Promyelocytic Leukemia (PML) nuclear bodies (62). It has recently become apparent that these membraneless organelles have liquid like properties and can be formed by liquid-liquid phase separation (63) in an analogous manner to that observed between oil and water, leading to a huge interest in the role of phase separation in the regulation of biological processes. Protein disorder is an important driver of phase separation, since the formation of many of these membraneless organelles is driven by the dynamic multivalent interactions between highly-disordered proteins and RNA (64). These condensates directly interact with the underlying chromatin and hence potentially play a role in its organisation. For example, recent work suggests that phase separated droplets preferentially nucleate at regions of low chromatin density and that as they grow they exclude non-targeted genomic regions, suggesting that these condensates can both sense and restructure the local chromatin environment (65). In addition to regulating spatiotemporal patterning of macromolecules, the conditions inside phase separated droplets might be significantly different from the surroundings, allowing them to partition molecules without the need for ATP-dependent processes and, through locally concentrating them, to facilitate interactions or reactions to take place that would normally be slow or thermodynamically unfavourable (66). For example, phase separated droplets containing Ddx4 were able to melt double stranded DNA (67). It is also becoming apparent that aberrant control of phase separation may play an important role in disease processes. A continuous spectrum of material properties has been described for biological condensates ranging from liquid to gel and amyloid, with mutations that perturb this balance being linked to disease (68, 69).

In addition to the well documented role in the formation of membraneless organelles, IDP(R)s and their involvement in phase separation may play a much broader role in chromatin organisation. Growing evidence is shifting our view of chromatin away from a static crystal-like structure to one in which it assumes a more dynamic liquid-like state (70). Recent live-cell super-resolution microscopy studies support this finding and suggest that nucleosomes form compact domains in which the constituent nucleosomes move coherently, and that these structures are “liquid drops” rather than loose bundles of fibres or extended loops (71). Newly developed electron tomography techniques for studying
chromatin also conclude that, in contrast to rigid fibres with a long persistence length, chromatin exists predominantly as a flexible disordered fibre with a diameter of 5-24 nM (72). This is supported by structural studies of reconstituted arrays that reveal an ensemble of dynamic nucleosome zigzag arrangements that are easily perturbed by salt concentration, chemical cross-linking, and crystal packing (73). One interesting view is that nucleosomes with their disordered core and linker histone tails represent “fuzzy” structures capable of bringing clusters of nucleosomes together and anchoring them to structures like the nuclear lamina via promiscuous multivalent interactions (74). The recent evidence that the disordered H1 tail is able to form dynamic phase separated condensates upon interaction with DNA (48) has led to the proposal that H1 might form the “liquid like molecular glue” that holds these condensed clusters of nucleosomes together (75) (Fig. 4).

Interestingly, under low salt conditions, phase-separated H1/DNA complexes showed evidence of long-range order in the form of “ψ-DNA” (76, 77), which implies an ordered twisted helical packing of the DNA (48). The presence of ψ-DNA could be an indication of how H1 is able to organise the linker DNA in a nucleosome cluster or fibre, and that liquid phases formed by condensation might have some higher order organisational capability despite their dynamic properties. In the same study, phosphorylation destabilised this structure and reduced partitioning from the bulk to the condensate, suggesting how posttranslational modifications may dramatically alter the structure of nucleosome clusters.

Another observation that supports the notion of a more fluid chromatin structure comes from recent work on heterochromatin formation. Heterochromatin domains are morphologically distinct and transcriptionally silent domains, enriched in nucleosomes displaying H3K9 methylation, which is recognised by Heterochromatin Protein 1 (HP1) (78). Two recent studies have shown that HP1 from both Drosophila and humans is able to form phase separated condensates (79, 80). Interestingly, human HP1 requires an additional level of regulation – phosphorylation – to form an open conformation that is capable of making the polyvalent interactions necessary for phase separation. The in vivo observations made by Strom et al. (79), showed that during the early stages of Drosophila embryo development when heterochromatin is first formed, GFP-HP1a formed spherical foci that displayed characteristics of phase separated liquids. Intriguingly, they also found that as heterochromatin formation became more established an increasing fraction of the HP1
became immobile and the droplets less spherical, suggesting a transition to a more gel-like structure that may represent stable repressed heterochromatin.

In conclusion, despite the absence of discrete membrane-bound compartments, a remarkable number of complex processes are organised both spatially and temporally within the nucleus. Phase separation driven by IDP(R)/nucleic acid interactions provides an attractive way to explain how this organisation can be achieved. The increasing evidence that phase transitions are ubiquitous in nuclear architecture and transcriptional regulation does not necessarily exclude previous models, but suggests that our understanding of these processes may need to be revised to take it into account.

Summary points
1) Intrinsic disorder is a feature of many nuclear proteins that organise and regulate chromatin.
2) IDP(R)s impart dynamic features, observations of which are challenging the portrayal of the highly organised hierarchical chromatin structure by crystallography and electron microscopy.
3) IDP(R)s often mediate fluid networks of multivalent interactions, which retain a high degree of disorder, enabling molecular exchange processes or driving liquid-liquid phase separation.
4) These dynamic features of chromatin are highly responsive to regulatory signals, reflecting the need to carry out complex processes involved with genomic maintenance, and the execution of specific transcriptional programmes.
5) Elucidating how these dynamic interaction networks and phase transitions orchestrate chromatin structure and function will require a multidisciplinary approach and promises to be an exciting area for many years to come.
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**Figure 1: The continuum of intrinsic disorder.**

(A) Proteins can be described either as folded, as having a modular architecture with both folded (blue) and intrinsically-disordered (red) regions (IDRs), or as true IDPs in which the whole polypeptide contains little or no stable structure. (B) The structures populated by IDP(R)s sit on a continuum between stably folded (left) and random coil (right), ranging from collapsed molten globule-like structures, in which a significant amount of secondary structure is present through to expanded coil-like structures with little or no secondary structure. Protein schematics were generated from PDB: 4ULW using Swiss PDB viewer (8). (C) The modular architecture of p53, in which the DNA-binding domain (DBD) and tetramerisation domain (TD) are stably folded in the free protein, while the transactivation domains (TADs), proline-rich region (PRR) and regulatory domain (RD) are all IDRs.
Figure 2: Role of IDRs in DNA binding.

(A) “Monkey bar” inter-strand exchange mechanism of DNA binding site search (30). Either the DNA-binding domain (DBD) or the flanking disordered region (IDR) can dissociate from one strand and bind to another. Subsequent dissociation and transfer of the remaining region results in exchange of the protein to a new strand without ever becoming fully dissociated from DNA. (B) Model for p53 tetramer scanning (32) (TD = tetramerisation domain and DBD = DNA-binding domain). The C-terminal IDRs (blue) bind DNA in a non-sequence specific manner and mediate fast sliding of p53 along DNA while the core domains frequently sample the DNA by repeated association and dissociation. (C) Competitive inhibition of DNA binding. The intrinsically disordered acidic tails of HMGB proteins (green) make extensive contacts with the concave DNA-binding surface of the HMG boxes (blue), negatively regulating binding of the protein to low-affinity DNA sites (35).
Figure 3: Potential role of “fuzzy interactions” in the deposition, displacement and replacement of H1 in chromatin.

(A) An acidic IDP such as ProTα (green), can either displace (left to right), or deposit (right to left), H1 (blue) in chromatin. It is proposed here that “fuzzy interactions” between the H1 C-terminal tail and ProTα or DNA (red) progressively unpeel interactions allowing rapid exchange despite the high affinities of the H1 for both the nucleosome and ProTα. (B) A similar mechanism could be used by an architectural protein such as HMGB1, to replace H1 by gradually unpeeling the H1-tail/DNA interactions, concomitantly decreasing the affinity of H1 for the nucleosome and increasing the affinity of the HMG box(es) for linker DNA (left to right). Conversely, in the reverse process (right to left) H1 could displace HMGB1 from the linker DNA. (C) “Fuzzy interactions” facilitate post-translational modifications. The ability of these “fuzzy interactions” to be partially unpeeled without complete dissociation might allow enzymes (brown) to modify the H1 tail while it is tightly bound to chromatin.
Figure 4: The role of H1 in condensing chromatin into different states.

The highly basic H1 C-terminal tail binds predominantly to the linker DNA between nucleosomes in the 10 nm “beads-on-a-string” fibre. This neutralises the charge on the DNA and allows the tight packing of chromatin into the 30 nm fibre in which the linker DNA and H1 are at the core of the fibre. Alternatively, the observation that the H1 tail phase separates upon interaction with DNA (48) has led to the suggestion that the clusters of nucleosomes observed by microscopy might be brought together and partitioned by H1 into a phase separated droplet or microdomain forming a more dynamic yet still highly condensed chromatin domain (75).