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**Fig. S1.** Numerical simulations demonstrate the emergence of universal scaling behavior. 

**(A)** Accumulated contributions to the variance of the cluster size distributions stemming from different processes. Over time variance is dominated by merging and fragmentation processes. **(B)** Snapshots of numerical simulations of marked clones embedded into a growing cell population (slice through a cubic lattice). **(C)** Rescaled cumulative distributions of cluster sizes obtained from the lattice simulations. For details of the numerical implementations and parameter values see Supplemental Theory.
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Fig. S2. Comparison of the empirical cluster size distribution in various tissues using quantile-quantile plots. Quantile-quantile plots for (A,B) mouse heart, (C) mouse liver, (D) pancreas and (E) zebrafish heart. Plotted are the theoretical quantiles versus the empirical quantiles of the log-transformed data. Log-normality is indicated by a straight, diagonal line. Necessary deviations from log-normality occur where cluster sizes are of the order of the size of single cells or the whole organ (indicated by arrows). (F) Example of a cohesive cluster of acinar cells (red) localised at the tips of a ductal network (white). Cells were labelled using R26R-CreERT2; R26-Confetti at E12.5 and collected at P14.
In this Supplemental Theory we present details of the calculations used to infer the results presented in the main text. This document is structured as follows: By renormalising the mean-field dynamics, we first show that the kinetics of clone merger and fragmentation give rise asymptotically to scaling behaviour and universality in the size distributions of labelled cell clusters. By deriving specific functional forms of the merger and fragmentation kernels, we then infer the shape of the scaling distribution. Guided by these results, we then identify strategies to resolve non-universal, lineage specific, dependencies and give analytical expressions for non-universal size distributions in two generic examples.
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Transgenic mouse models allow the inducible hereditary labelling of targeted subsets of cells in tissues by activating fluorescent reporter genes. The expression of this label is inherited by all progeny of a marked cell (which together constitute a clone). While static measures based on the size and composition rarely allow fate behavior to be inferred from an individual clone, information can often be recovered from the properties of a statistical ensemble of clones. While, under homeostatic conditions, the progeny of a marked cell typically form spatially cohesive groups, in conditions of development or cancerous growth, large-scale tissue deformations and cell migration can lead to the fragmentation of clones leading to ambiguities in clonal assignments. Similarly, initially disconnected distinct clones may merge to form larger compounds of commonly labelled cells. Under conditions of merger and fragmentation, can lineage specific information be recovered from such clonal data? The empirical observation of robust scaling behaviour in clonally labelled heart, where a single scale defines the distributions of the sizes of such labelled clusters, suggests a simple and universal underlying mechanism.

To understand the emergence of scaling behaviour of the labeled cell cluster distribution and to infer its shape, we begin by defining the number $f(x,t)$ of clusters with a given size, $x$, at time, $t$, post-labelling. More precisely, $f(x,t)dx$ defines the average number of cell clusters whose “masses” lie between $x$ and $x + dx$. Depending on the experimental context, the mass or size, $x$, might refer to the sectional or
surface area covered by a cluster of labelled cells, the number of cells in a cluster or, in the case of full three-dimensional reconstructions of tissue sections, the volume of the cluster. At this “mesoscopic” level of description, the time evolution of the distribution \( f(x, t) \) is governed by multiple processes, including cell division, cell death, differentiation, clone merger and clone fragmentation. For simplicity, here we focus on growth, merger and fragmentation. Importantly, the analysis of other processes is analogous, as emphasized briefly in the Appendix. Formally, then, the time evolution of \( f(x, t) \) can be written as a sum of operators of the form

\[
\partial_t f(x, t) = L_{\text{growth}}[f(x, t)] + \varphi L_{\text{fragmentation}}[f(x, t)] + \mu L_{\text{merging}}[f(x, t)].
\]  

Here, time is measured in units of the average cell division time and \( \varphi \) and \( \mu \) are the fragmentation and merging rates, respectively. In the continuum limit, the growth term is of the form [1]

\[
L_{\text{growth}}[f(x, t)] = -\frac{\partial}{\partial x}[x^\beta f(x, t)].
\]

The exponent \( \beta \) characterizes the mode of cell divisions: For example, \( \beta = 1 \) corresponds to a process of symmetrical self-renewal where, after division, both daughter cells remain in cell cycle and the rate of growth is proportional to the size of the cluster. By contrast, in a population of asymmetrically dividing cells, progenitor cell division gives rise to one cycling progenitor and one cell that exits cell cycle. In this case the pool of dividing cells remains constant translating to the exponent \( \beta = 0 \).
A change in cluster frequency of a given size, $x$, due to fragmentation may occur either through fragmentation of clusters of size $x$ into smaller sizes or the fragmentation of larger clusters into subclusters of size $x$. We denote by $F(x', x'')$ the rate of fragmentation events, where a cluster of size $x' + x''$ gives rise to fragments of sizes $x'$ and $x''$. With the fragmentation kernel so defined, the fragmentation operator applied to $f(x, t)$ takes the form [2]

$$L_{\text{fragmentation}}[f(x, t)] = 2 \int_0^\infty F(x', x') f(x + x', t) dx' - f(x, t) \int_0^x F(x - x', x') dx'. $$

The factor of 2 reflects the fact that each fragmentation event gives rise to two clusters.

Similarly, the frequency of clusters of size $x$ may decrease through the merger of clusters of size $x$ with a cluster of equivalent colour and size $x'$ to produce a cluster of size $x + x'$, or it may increase through the merger of a cluster of $x'$ with a cluster of size $x - x'$. Again, the rate of mergers of clusters of sizes $x$ and $x'$ is defined by a merging kernel, $K(x, x')$, such that the average number of mergers between clusters of size $x$ to $x + dx$ and those of size $x'$ to $x' + dx'$ is $K(x, x') f(x, t) f(x', t) dx dx' dt$ during the time interval $t$ to $t + dt$. With this definition, the terms arising from mergers take the form [1]

$$L_{\text{merging}}[f(x, t)] = \int_0^x K(x', x - x') f(x, t) f(x - x', t) dx' - f(x, t) \int_0^\infty K(x, x') f(x', t) dx'. $$

(3)
In summary, the distribution of clusters of a given size evolves according to a mean-field Master equation of the form

\[ \frac{\partial}{\partial t} f(x, t) = -\frac{\partial}{\partial x} [x^\beta f(x, t)] + \varphi \left[ 2 \int_0^\infty F(x, x') f(x + x', t) dx' - f(x, t) \int_0^x F(x - x', x') dx' \right] + \mu \left[ \int_0^{x'} K(x', x - x') f(x, t) f(x - x', t) dx' \right. \]

\[ \left. - f(x, t) \int_0^\infty K(x, x') f(x', t) dx' \right] + \text{additional terms}. \]  

(4)

Importantly, we will argue that the additional processes provide subleading contributions to the distribution, which can be formally neglected in the scaling limit.

Using similar arguments, the size distribution, \( g(y, t) \), of tissue not labelled in the given colour evolves as

\[ \frac{\partial}{\partial t} g(y, t) = -\frac{\partial}{\partial y} [y^\beta g(y, t)]. \]  

(5)

By describing the time evolution of labelled cluster sizes in such a manner we made two assumptions. First, we defined labelled clusters entirely by their size; the shape of clusters must either be neglected or taken into account by making an appropriate choice for the merger and fragmentation kernels. Second, we assumed that spatial correlations are negligible and employed a mean-field approximation. This is justified by the fact that the critical dimension of merger-fragmentation type processes is below one [3].
1.1 Renormalisation of the kinetic equations

The solution of equations like (4) is rarely feasible, even for trivial choices of the kernels $F(x,x')$ and $K(x,x')$. However, in common with droplets in aerosols, lineage tracing assays, particularly in a developmental context, give rise to clusters of labelled cells in tissues that typically span multiple orders of magnitude in size. Due to technical limitations in microscopy, it is rare that cluster sizes can be quantified simultaneously and equally well across all of these length scales. Instead, the measured size distribution of labelled clusters is usually dominated by statistical fluctuations due to cluster dynamics on large scales, while small scale events may not be resolved. To make analytical progress in understanding the emergence of scaling of the cluster size distribution, it is therefore sufficient to study the impact of large-scale fluctuations.

In statistical physics, large-scale fluctuations are typically studied by successively coarse-graining some degrees of freedom in a given system and then monitoring how this procedure affects fluctuations from different origins – a theoretical strategy known as renormalisation group. Here, we follow a conceptually similar approach to understand the origin of scaling behaviour in lineage tracing assays. To this end, we employ a dynamic renormalisation strategy: To identify the kinetic processes dominating large-scale fluctuations, we repeatedly coarse-grain cluster sizes and developmental times. We will see that, under this procedure, the dy-
Figure 1: Illustration of the dynamic coarse graining procedure. The rescaling compensates the overall growth of the tissue (left). While in the presence of merging and fragmentation typical cluster sizes increase in size over time, the characteristic renormalised size is time independent (right, illustration of a typical stochastic realisation).

Dynamics asymptotically converges to a “critical” process, which is dominated by the kinetics of merger and fragmentation.

Specifically, we choose a renormalisation scheme that eliminates the time derivative of the first moment of the cluster size distribution (Figure 1). We begin by considering the sizes of two subpopulations of cells: The size of labelled clusters, $x$, and the size of the remaining part of the growing tissue, $y$. Whenever a cell in
the tissue divides we renormalise all cluster sizes by the amount of increase in the tissue size:

\[
x \rightarrow \frac{x}{1 + dX} \equiv \rho \cdot \langle x \rangle(t = 0),
\]

(6)

with \(dX\) denoting the differential increase in tissue size, \(X \equiv x + y\), and \(\langle x \rangle(t = 0)\) being the average initial size of labelled clusters. This rescaling implicitly defines the relative rescaled cluster sizes, \(\rho\). In the following we will express the kinetics in terms of these renormalised coordinates, \(\rho\). To begin we first note that \(\rho\) is the fraction of a tissue that is occupied by a given labelled cluster in a specific realisation of the stochastic process. In other words, we can write \(\rho = x/X\).

To understand how the kinetic equations (4) behave under renormalization, we first focus on the growth dynamics alone. Since the mean-field Master equation is defined phenomenologically, we can derive the time evolution equation in the renormalised coordinates by phenomenological arguments as well. Measuring sizes in units of the size of a single cell, the time evolution of the joint distribution of \(\rho\) and \(X\) is governed by two processes:

1. A cell which is not part of a given cluster divides such that the relative fraction of the labeled cluster decreases multiplicatively, \(\rho \rightarrow x/(X + 1) = \rho/(1 + 1/X)\). This process occurs at a rate that scales in proportion to the number of cells outside the cluster, \([X(1 - \rho)]^\beta\).

2. A cell within a given cluster divides, yielding a multiplicative contribution from the expansion of the tissue and an additive contribution from the growth of the cluster, \(\rho \rightarrow (x + 1)/(X + 1) = \rho/(1 + 1/X) + 1/(1 + X)\). In expand-
ing tissues, the rate of cell divisions is proportional to the size of the cluster, 

\((X\rho)^\beta\).

With these definitions, the time evolution of the number of clusters of relative size \(\rho\) in organs of size \(X\), \(\psi(\rho, X, t)\), follows a Master equation of the form

\[
\frac{\partial}{\partial t}\psi(\rho, X, t) = X^\beta \left(\rho - \frac{1}{X}\right)^\beta \psi \left[\left(\rho - \frac{1}{X}\right) \left(1 + \frac{1}{X-1}\right), X-1, t\right] \\
- (\rho X)^\beta \psi(\rho, X, t) \\
+ X^\beta \left(1 - \rho - \frac{1}{X}\right)^\beta \psi \left[\rho \left(1 + \frac{1}{X-1}\right), X-1, t\right] \\
- X^\beta (1 - \rho)^\beta \psi(\rho, X, t).
\]

By definition of the rescaling, it is clear that the first moment associated with the growth process is constant, \(\frac{\partial}{\partial t} \int_0^1 \rho \psi(\rho, X, t) d\rho = 0\). To the next highest order, the growth dynamics in the rescaled coordinates can therefore be approximated by a diffusive process. To formalise this and to estimate the contribution of the growth dynamics to higher moments, we formally expand in the step sizes of the stochastic process,

\[
\frac{\partial}{\partial t}\psi(\rho, X, t) = \sum_{n=1}^\infty \frac{(-1)^n}{n!} \frac{\partial^n}{\partial \rho^n \partial X^n} [R^{\rho, X}_{\rho, \rho, X}(\rho, X) \psi(\rho, X, t)] ,
\]

where the jump moments are defined as

\[
R^{\rho, X}_{\rho, \rho, X}(\rho, X) = \int_{-\infty}^{\infty} d\delta\rho d\delta X \delta\rho^\delta X \mathcal{W}(\rho, X; \delta\rho, \delta X).
\]

Here, \(\mathcal{W}(\rho, X; \delta\rho, \delta X)\) is the transition rate for jumps of size \(\delta\rho\) and \(\delta X\) and, from Equation (7), it follows that it is of order \(X^\beta\). The jump sizes scale as \(\delta\rho \in \mathcal{O}[X^{-1}]\) and \(\delta X \in \mathcal{O}[1]\), such that \(R^{\rho, X}_{\rho, \rho, X}(\rho, X) \propto X^{\beta-\alpha_r}\). From symmetry, and by the defini-
tion of $\rho$, it is clear that jump moments with uneven powers in $\alpha$ vanish, such that the lowest order contributions are given by

$$
\frac{\partial}{\partial t} \psi(\rho,X,t) = \left[ -\frac{\partial}{\partial X} R^{0,1}(\rho,X) + \frac{1}{2} \frac{\partial^2}{\partial X^2} R^{0,2}(\rho,X) - \ldots \right] \psi(\rho,X,t)
$$

$$
+ \left[ \frac{1}{2} \frac{\partial^2}{\partial \rho^2} R^{2,0}(\rho,X) - \frac{1}{6} \frac{\partial^3}{\partial \rho^2 \partial X} R^{2,1}(\rho,X) \right] \psi(\rho,X,t)
$$

$$
+ \mathcal{O}[X^{\beta-4}].
$$

We continue by making the ansatz $\psi(\rho,X,t) = \vartheta(\rho,t) \chi(X,t)$ and formally separating the dependences of $R^{2,0}(\rho,X)$ on $\rho$ and $X$, $R^{2,0}(\rho,X) = A(\rho) B(X)$. Following Equations (7) and (9), $A(\rho)$ scales with $X^{-2}$ and $B(X)$ with $X^{\beta}$. Then, integrating over $X$, we obtain the time evolution equation for the marginal distribution,

$$
\frac{\partial}{\partial t} \vartheta(\rho,t) = \frac{1}{2} C(t) \frac{\partial^2}{\partial \rho^2} A(\rho) \vartheta(\rho,t) + \mathcal{O}[X^{\beta-4}],
$$

with $C(t) = \int_0^\infty B(X) \chi(X,t) dX$. $C(t)$ scales with $X_0(t)^{\beta}$, where $X_0(t)$ is the mean organ size at time $t$. Therefore, fluctuations in $\rho$ stemming from cell divisions decrease with $X_0^{\beta-2}$ and, as a consequence, fluctuations associated with growth do not scale with the overall size of the expanding tissue if cells proliferate symmetrically ($\beta = 1$). If cells proliferate asymmetrically ($\beta = 0$) these terms scale inversely with the total number of cells in the expanding tissue.

How do the fragmentation and merging terms change under renormalisation? To proceed, we assume that the clone fragmentation and merging kernels are homogeneous functions of the cluster sizes, i.e. $F(\lambda x, \lambda x') = \lambda^\delta F(x,x')$. Indeed, most realistic kernels are homogeneous. For example, if the size distribution of daughter fragments is uniform and the rate of fragmentation increases linearly with cluster
size, the fragmentation kernel reads \( F(x, x') = 1 \) and consequently \( \alpha = 0 \). Then, as fragmentation events do not change the total mass of labelled cells, the fragmentation terms remain structurally invariant upon rescaling, but coarse-graining introduces a cut-off in the kernel restricting the smallest possible size of daughter fragments. This cut-off is proportional to \( X_0(t) \), i.e., it is of order one in the renormalised coordinates. The fragmentation terms then renormalise as

\[
\Phi' \mathcal{L}_{\text{fragmentation}}[\theta(\rho, t)] = \Phi' \left[ 2 \int_0^\infty F_c(\rho, \rho') \theta(\rho + \rho', t) d\rho' - \theta(\rho, t) \int_0^\rho F_c(\rho - \rho', \rho') d\rho' \right],
\]

with the rescaled fragmentation rate

\[
\Phi' = X_0(t)^{\Delta + 1} \Phi.
\]

Similarly, we assume that the merging kernel is homogeneous, \( K(\lambda x, \lambda x') = \lambda^\gamma K(x, x') \). Again, this applies for most realistic kernels. As an example, the additive kernel, \( K(x, x') = x + x' \), has \( \gamma = 1 \) and the multiplicative kernel, \( K(x, x') = xx' \), has \( \gamma = 2 \). The merging terms in the rescaled coordinates also remain structurally invariant, and read

\[
\mu' \mathcal{L}_{\text{merging}} = \mu' \left[ \int_0^\rho K(\rho', \rho - \rho') \theta(\rho, t) \theta(\rho - \rho', t) d\rho' - \theta(\rho, t) \int_0^\rho K(\rho, \rho') \theta(\rho', t) d\rho' \right],
\]

where the rescaled merging rate is given by

\[
\mu' = X_0(t)^{\gamma + 1} \mu.
\]
Hence, up to a non-linear rescaling of time, the merging and fragmentation processes remain structurally invariant under renormalisation.

In summary, the renormalised dynamics in the rescaled coordinates is governed by diffusion as well as merging and fragmentation processes,

\[ \frac{\partial}{\partial t} \vartheta(\rho, t) \approx \frac{1}{2} C(t) \frac{\partial^2}{\partial \rho^2} A(\rho) \vartheta(\rho, t) \]

\[ + X_0(t)^{\alpha+1} \varphi \left[ 2 \int_0^\infty F(\rho, \rho') \vartheta(\rho + \rho', t) d\rho' \right. \]

\[ \left. - \vartheta(\rho, t) \int_0^\rho F(\rho - \rho', \rho') d\rho' \right] \quad (16) \]

\[ + X_0(t)^{\gamma+1} \mu \left[ \int_0^\rho K(\rho', \rho - \rho') \vartheta(\rho, t) \vartheta(\rho - \rho', t) d\rho' \right. \]

\[ \left. - \vartheta(\rho, t) \int_0^\infty K(\rho, \rho') \vartheta(\rho', t) d\rho' \right] . \]

Importantly, as will be discussed below, typical values for \( \alpha \) and \( \gamma \) are greater or equal to 0. Hence, as the organ grows and \( X_0(t) \to \infty \), these processes contribute with different weights to the fluctuations determining the shape of the asymptotic distribution of cluster sizes. Specifically, processes involving cell divisions, cell death or immigration do not contribute to the shape of the cluster size distribution in the asymptotic limit. In this limit, the mean field Master equation reduces to

\[ \frac{\partial}{\partial t} \vartheta(\rho, t) \approx X_0(t)^{\alpha+1} \varphi \left[ 2 \int_0^\infty F_c(\rho, \rho') \vartheta(\rho + \rho', t) d\rho' \right. \]

\[ \left. - \vartheta(\rho, t) \int_0^\rho F_c(\rho - \rho', \rho') d\rho' \right] \quad (17) \]

\[ + X_0(t)^{\gamma+1} \mu \left[ \int_0^\rho K(\rho', \rho - \rho') \vartheta(\rho, t) \vartheta(\rho - \rho', t) d\rho' \right. \]

\[ \left. - \vartheta(\rho, t) \int_0^\infty K(\rho, \rho') \vartheta(\rho', t) d\rho' \right] . \]

We therefore conclude that, as the tissue expands and \( X_0(t) \to \infty \), the dynamics is asymptotically dominated by merger and fragmentation processes. Specifically,
we can distinguish three asymptotic regimes, which are fixed points of the renormalisation group flow:

1. \( \alpha > \gamma \): fragmentation processes dominate fluctuations;
2. \( \alpha = \gamma \): merging and fragmentation processes contribute equally to fluctuations;
3. \( \alpha < \gamma \): Merging processes dominate fluctuations.

In each of these regimes large-scale fluctuations are dominated by different processes. To continue our analysis, we now study each of these regimes in more detail.

1.2 Existence of scaling solutions

We first ask whether scaling solutions, as found empirically in the context of mouse heart development, exist in these asymptotic regimes. Specifically, we are interested in solutions of the form

\[
f(x, t) = \psi \left( \frac{x}{s(t)} \right),
\]

where \( s(t) \) is a characteristic scale such as, for example, the average cluster size. We first note that solutions that converge to a stationary form under renormalisation, \( \vartheta_s(\rho) \), imply scaling solutions in the unrescaled coordinates,

\[
f(x, t) = \vartheta_s \left( \frac{x}{X_0(t)} \right).
\]
Secondly, scaling solutions under renormalisation lead to scaling solutions in the original coordinates,

\[ f(x, t) = \theta [\rho / \langle \rho (\tau(t)) \rangle] = \psi [x / \langle x(\tau(t)) \rangle], \quad (20) \]

where \( \tau(t) \) is a rescaled time as defined below. Therefore, the cluster size distribution obtains a scaling form if the renormalised kinetics admit stationary or scaling solutions. In the following we will investigate whether these conditions are fulfilled in the three identified asymptotic regimes.

1.2.1 \( \alpha = \gamma \): Merging and fragmentation

We first consider the regime where merging and fragmentation both contribute to large scale fluctuations, i.e. \( \varphi X_0(t)^{\alpha+1} \approx \mu X_0(t)^{\gamma+1} \). We rescale time according to

\[ t \rightarrow \int_0^t X_0(t')^{\alpha+1} \, dt' \equiv \tau(t) \]

and rewrite the time evolution equation as

\[
\frac{\partial}{\partial \tau} \theta (\rho, \tau) \approx \varphi \left[ 2 \int_0^\infty F_c(\rho, \rho') \theta (\rho + \rho', \tau) \, d\rho' \\
- \theta (\rho, \tau) \int_0^{\rho} F_c(\rho - \rho', \rho') \, d\rho' \right] \\
+ \mu \left[ \int_0^{\rho} K(\rho', \rho - \rho') \theta (\rho, \tau) \theta (\rho - \rho', \tau) \, d\rho' \\
- \theta (\rho, \tau) \int_0^{\infty} K(\rho, \rho') \theta (\rho', \tau) \, d\rho' \right], \tag{21}
\]

with time-independent parameters \( \varphi \) and \( \mu \). After rescaling of cluster sizes and time, the dynamics therefore asymptotically follows a merging-fragmentation dynamics which has been studied in the literature [3].

The coagulation-fragmentation process is comprised of two competing processes: merging increases the average cluster size and decreases the number of clusters,
while fragmentation decreases the average cluster size and increases the number of clusters. There exists a crossover time \( \tau^* \) after which the dynamics has converged to a “critical” balance between the two competing processes, and the distribution of cluster sizes, as well as the number of clusters, become independent of time. It has been shown that the fragmentation-merger (viz. coagulation) process converges to a stationary distribution, \( \vartheta_s(\rho) \), for a large class of merging and fragmentation kernels \([3]\). Specifically, merging-fragmentation processes give rise to stationary solutions if \( \alpha + 1 > \gamma \) \([4]\). As we will show below, this is indeed satisfied in the biological context of interest here. The size distribution therefore exponentially converges to a scaling form

\[
 f(x,t) = \vartheta_s \left( \frac{x}{X_0(t)} \right) 
\]

on a time scale determined by \( \Phi X_0(t)^{\alpha+1} \) or \( \mu X_0(t)^{\gamma+1} \).

Here, we should note that we have to be cautious about the limitations of the renormalisation approach. We implicitly assumed that \( \langle \rho \rangle \) is of order 1, and, in particular, does not scale inversely with the organ size. This assumption would not be true if the dynamics was stationary in the unrescaled coordinates. In this case we expect typical rescaled cluster sizes to scale inversely with the tissue size, \( \langle \rho \rangle \propto X_0(t)^{-1} \). Obviously, stationary solutions do not exist for pure growth-merger processes. For growth combined with merger and fragmentation, we will see that the dynamics is not stationary either. But in the absence of merger, the cluster size distributions is, in many cases, stationary and the growth process might not become irrelevant for large times.
For merging-fragmentation processes, this assumption on typical values of the rescaled cluster size is indeed valid as long as $\alpha + 1 > \gamma$. To see this, we consider the dynamics of the first moment, $\langle \rho \rangle(t) \equiv \int_0^\infty \rho \vartheta(\rho, t) d\rho$. Its time derivative can be written as the sum of contributions from the growth and merging-fragmentation processes,

$$\partial_t \langle \rho \rangle(t) = \partial_t \langle \rho \rangle_{\text{growth}}(t) + \partial_t \langle \rho \rangle_{\text{frag.+coag}}(t). \quad (23)$$

By the definition of the rescaling, the growth dynamics is neutral in the rescaled coordinates, $\partial_t \langle \rho \rangle_{\text{growth}}(t) = 0$. Furthermore, the contributions from merging and fragmentation processes cancel, such that the typical cluster size in the rescaled coordinates is constant. We conclude that, in the unrescaled coordinates, $\langle x \rangle \propto X_0(t)^{\beta}$ and the contributions from the growth dynamics to large-scale fluctuations indeed vanish, giving rise to scaling solutions.

1.2.2 $\alpha < \gamma$: Merging

If merging asymptotically dominates fluctuations, $X_0(t)^{\alpha+1} \ll X_0(t)^{\gamma+1}$ for $t \to \infty$, the time evolution of the cluster size distribution can be written in the form of a coagulation equation. To this end we rescale time, $t \to \int_0^t X_0(t')^{\gamma+1} dt' \equiv \tau(t)$, and obtain asymptotically

$$\frac{\partial}{\partial \tau} \vartheta(\rho, \tau) \approx \mu \left[ \int_0^\rho K(\rho', \rho - \rho') \vartheta(\tau) \vartheta(\rho - \rho', \tau) d\rho' - \vartheta(\rho, \tau) \int_0^\infty K(\rho, \rho') \vartheta(\rho', \tau) d\rho' \right], \quad (24)$$

where $\mu$ is the time-independent merging rate. This equation is known as Smoluchowski’s coagulation equation, which has been studied in the context of aerosols in
the continuum regime among others. While analytical solutions are only known for a few simplistic kernels, it has been shown that, for homogeneous kernels, Equation (24) gives rise to scaling solutions of the form \( \vartheta(\rho, \tau) = \psi[\rho / \langle \rho \rangle(\tau)] \) [1]. Consequently, in the context of clonal dynamics in tissue development, we have scaling solutions of the form

\[
f(x, t) = \psi \left[ \frac{x}{\langle x \rangle(\tau(t))} \right],
\]

with \( \tau(t) = \int_0^t X_0^{a+1} \, dt' \).

1.2.3 \( \alpha > \gamma \): Fragmentation

We finally consider the case where \( X_0(t)^{a+1} \gg X_0(t)^{\gamma+1} \) for \( t \to \infty \). If \( \alpha + 1 > \beta \), then growth and fragmentation give rise to a stationary distribution and scaling behaviour is trivially fulfilled. On the other hand, if \(-1 < \alpha + 1 \leq \beta\), typical cluster sizes increase with \( X_0(t) \) and we can again asymptotically neglect the growth term. Rescaling time according to \( t \to \int_0^t X_0^{a+1} \, dt' \equiv \tau(t) \), the cluster size distribution then asymptotes to the form

\[
\frac{\partial}{\partial \tau} \vartheta(\rho, \tau) \approx \varphi \left[ 2 \int_0^\infty F(\rho, \rho') \vartheta(\rho + \rho', \tau) \, d\rho' \right. \\
- \left. \vartheta(\rho, \tau) \int_0^\rho F(\rho - \rho', \rho') \, d\rho' \right].
\]

The fragmentation equation again admits scaling solutions \( \vartheta(\rho, \tau) = \psi[\rho / \langle \rho \rangle(\tau)] \) for homogeneous kernels [5], such that the cluster size distribution obtains a scaling form,

\[
f(x, t) = \psi \left[ \frac{x}{\langle x \rangle(\tau(t))} \right].
\]
This means that, while we find scaling behaviour in both cases, the scaling function is universal only for $-1 < \alpha + 1 \leq \beta$.

In summary, the large-scale behaviour of labelled cell clusters in developing tissues is dominated by large fluctuations stemming from merging and fragmentation processes. The asymptotic behaviour is characterised by one of three possible regimes, which are fixed points of the renormalisation process. Within such a regime, the shape of the cluster size distribution is asymptotically independent of cell fate specific processes and takes a universal scaling form, which is defined by a single characteristic scale.

1.3 Numerical simulations

To test these analytical results we performed Monte Carlo simulations both approximating the mean-field kinetics and resembling a simple spatially extended growing tissue.

1.3.1 Monte Carlo simulations of the mean-field Master equations

To approximately solve the mean-field Master equations we performed kinetic Monte Carlo simulations. Starting from an exponential cluster size distribution at each Monte Carlo cycle, one of the three processes - growth, merger and frag-
mentation - was randomly selected with probabilities proportional to the overall rates of these processes,

\[
\int_0^\infty L_{\text{growth}}[f(x,t)]dx, \\
\mu \int_0^\infty L_{\text{merging}}[f(x,t)]dx, \quad \text{and} \quad (28)
\]

\[
\varphi \int_0^\infty L_{\text{fragmentation}}[f(x,t)]dx,
\]

respectively. For the merging process, the calculation of these rates involves a double integral at each Monte-Carlo cycle, which is numerically unfeasible. We therefore approximated the overall merging rate in the following way: Following Ref. [6] the overall merging rate can be written as

\[
\frac{\mu}{2} \int_0^\infty \int_0^\infty K(x,y)f(y,t)f(x,t)dx dy. \quad (29)
\]

We assume a log-normal cluster size distribution, which is common practice in the literature, and will be justified \textit{post hoc},

\[
f(x,t) = \frac{N(t)}{2\pi \sigma x} \exp \left[ -\frac{(\ln x - \mu)^2}{2\sigma^2} \right], \quad (30)
\]

with logarithmic mean and standard deviation \( \mu \) and \( \sigma \), respectively. Substituting this ansatz into the overall merging rate, we can relate the merging rate to the moments of the log-normal cluster size distribution,

\[
\int_0^\infty L_{\text{merging}}[f(x,t)]dx \approx \mu \left[ N(t)^2 + M_{1/d_f}M_{-1/d_f} \right]. \quad (31)
\]

These moments are related by

\[
M_k = N(t)x^k \exp \left( \frac{9}{2} k^2 \ln^2 \sigma \right). \quad (32)
\]
For the merging kernel defined in Eq. (42), we therefore find

\[ \int_{0}^{\infty} L_{\text{merging}}[f(x,t)]dx \approx -\mu \left[ 1 + \exp \left( \frac{9 \ln^2 \sigma}{d_f^2} \right) \right] N(t)^2. \quad (33) \]

The right hand side is an approximation to the overall merging rate, which we used to calculate the probability of merging events in each Monte Carlo cycle.

In the next step, clusters or pairs of clusters are randomly drawn from the population according to the statistical weights encoded in the kernels and the reaction is performed. Finally, the simulation time is advanced by the inverse sum of the overall rates,

\[ \Delta t = \left\{ \int_{0}^{\infty} L_{\text{growth}}[f(x,t)] + \mu L_{\text{merging}}[f(x,t)] + \varphi L_{\text{fragmentation}}[f(x,t)]dx \right\}^{-1}. \quad (34) \]

Based on the stochastic trajectories obtained from the Monte Carlo simulations, we approximated \( f(x,t) \) by calculating histograms. After each Monte Carlo cycle we also calculated the change in variance of the cluster size distribution at a given time, \( \Delta \text{var}(x,t) \), and, for all reactions of a given type, calculated the accumulated variance as \( \sum_{t' \leq t} \Delta \text{var}(x,t') \), confirming the scaling of the fluctuations stemming from different processes (Figure S1A). For numerical efficiency we chose in this case constant merging and fragmentation kernels. Parameters were \( \varphi = 10, \mu = 0.28 \) and we averaged over 18 simulation runs with 100 initial clusters each. As a predicted by our calculations, the cluster size distribution converges to a form that is independent of the specific kind of growth dynamics (Figure 2C of the main text).

For these simulations we used more realistic kernels as derived below. Parameters
were $\varphi = 2e - 4$ and $\mu = 2e - 3$ for asymmetric divisions, and $\varphi = 1$ and $\mu = 10$ for symmetric divisions. Histograms were taken over 1000 simulations runs involving initially 200 clusters each.

### 1.3.2 Lattice simulations

To further test whether the merging and fragmentation, and the ensuing scaling behaviour, arise as an emergent property of the collective dynamics of cells in a growing tissue, we performed lattice simulations of a clonally labelled expanding cell population. While tissue development comprises multiple processes, including collective cell migration and responses to mechanical cues, in order to simulate multiple orders of magnitude in cluster sizes we studied a highly simplified system: cells are arranged on a cubic lattice. Initially, the lattice is of dimension $10 \times 10 \times 10$ cells and each cell (or clone) is assigned a unique identifier. At each time step, points on the dual lattice are randomly occupied by offspring of neighbouring cells, mimicking the expansion of the tissue. In accordance with our calculations in the long term merging and fragmentation processes dominate contributions to the variance. Coarse-graining was performed using a Gaussian kernel smoother with a standard deviation proportional to the linear lattice size. Again, cluster size distributions collapsed onto scaling forms after few rounds of cell divisions.
2 SHAPE OF THE SCALING SOLUTION

Having determined the conditions that lead to the emergence of scaling, we turn now to consider the shape of the scaling solutions. At this point it is important to keep in mind that the sample size resulting from lineage tracing experiments is generally small and, in most cases, it is impossible to distinguish between similar distributions or to resolve behaviour in the tails of the distribution. Further, exact analytical solutions to the fragmentation-merging equations are known only for trivial kernels. For practical purposes, in the context of lineage tracing experiments, we therefore seek to define the simplest approximation to the scaling form within the limits of the experimental context.

To infer the shape of the scaling form we first need to derive the specific functional forms of the merging and fragmentation kernels.

2.1 Derivation of the merging kernel

To derive the merging kernel, we note that cluster positions fluctuate due to random mechanical forces from the surrounding tissue. We assume that the characteristic length scale of these fluctuations is much smaller than the average distance between clusters labelled in the same colour, i.e. merging is limited by the motion of clusters in the tissue. We also assume that forces acting on a given cluster
are isotropic. In this case, the stochastic motion of clusters is diffusive [7]. We here derive the merging kernel for a three-dimensional system and spherical clusters. However, as discussed further below, the calculations are straightforwardly extendable to other spatial dimensions and non-spherical clusters.

We begin by considering the merging of clusters with a central absorbing cluster with radius \( r_0 \). Without loss of generality, we can assume that this central cluster is static. The concentration \( c(r,t) \) of clusters at a distance \( r \geq r_0 \) from the central cluster then evolves according to a diffusion equation,

\[
\frac{\partial}{\partial t}c(r,t) = \frac{1}{r^2} \frac{\partial}{\partial r} \left[ D r^2 \frac{\partial}{\partial r} c(r,t) \right],
\]

where the diffusion constant \( D \) depends on the size of fluctuations and the mechanical properties of the tissue. As we assume that collisions with the central cluster lead to irreversible merging of the clusters, the concentration at its boundary at \( r_0 \) must vanish. At large distances, \( r \to \infty \), cluster concentrations converge to a stationary value, \( c_\infty \). The solution of Eq. (35) is therefore given by

\[
c(r,t) = c_\infty \left[ 1 - \frac{r_0}{r} \left( 1 - \frac{2}{\sqrt{\pi}} \int_0^{r_0} e^{-s^2} ds \right) \right].
\]

The rate of merging events with the central cluster between times \( t \) and \( t + dt \) follows as

\[
J \, dt = - \left[ 4\pi r^2 D \frac{\partial}{\partial r} c(r,t) \right]_{r=r_0} \, dt.
\]

With Eq. (36), we obtain for the merging rate

\[
J \, dt = 4\pi Dr_0 c_\infty \left( 1 + \frac{r_0}{\sqrt{\pi Dt}} \right) \, dt,
\]
and the merging kernel for the central cluster therefore is
\[ K(r_0, t) = \int dt / c_\infty, \]
or
\[ K(r_0, t) = 4\pi D c_\infty \left( 1 + \frac{r_0}{\sqrt{\pi D t}} \right) dt. \quad (39) \]

In the asymptotic limit, \( t \to \infty \), the dynamics reaches a stationary state and the kernel reduces to
\[ K(r_0) = 4\pi D r_0. \]

While this result was obtained for a stationary central cluster, it can be straightforwardly extended to obtain the merging kernel of two independent clusters. To this end we consider the relative fluctuations between these two clusters and note that the merging frequency of clusters with radii \( r_1 \) and \( r_2 \) is equal to that of a central absorbing cluster with radius \( r_1 + r_2 \).

Similarly, the relative diffusion constant is \( D_1 + D_2 \). By substituting \( r_0 = r_1 + r_2 \) and \( D = D_1 + D_2 \), we finally obtain for the merging kernel
\[ K(r, r') = 4\pi (r_1 + r_2)(D_1 + D_2). \quad (40) \]

In three spatial dimensions, the size of a cluster is given by \( x = (4/3)\pi r^3 \) and the diffusion constant is proportional to the inverse mass, \( D \propto x^{-1} \). We finally obtain for the coagulation kernel in three spatial dimensions
\[ K(x, x') \propto \left( x^{3/2} + x'^{3/2} \right) \left( x^{-1/2} + x'^{-1/2} \right). \quad (41) \]

This kernel corresponds to the collision kernel used to study aerosols in the continuum regime. While we obtained this result for the special case of three spatial dimensions, it is straightforwardly extendable to other spatial dimensions.
Taking into account the non-spherical structure of clusters, it has been shown that the merging kernel can in general be written as

\[
K(x, x') \propto \left( x^{\frac{1}{d_f}} + x'^{\frac{1}{d'_f}} \right) \left( x^{-\frac{1}{d_f}} + x'^{-\frac{1}{d'_f}} \right), \tag{42}
\]

where \(d_f\) and \(d'_f\) are the fractal dimensions of the clusters [8]. For simplicity, here we set \(d_f = 2\) noting that our results do not sensitively depend on the specific choice of \(d_f\) [Figure 3(a)].

### 2.2 Derivation of the fragmentation kernel

To determine the fragmentation kernel, we write \(F(x - x', x') = a(x)b(x'|x)\), where \(a(x)\) is the overall rate of fragmentation of clusters of size \(x\) and \(b(x'|x)\) is the conditional probability of daughter fragment sizes. Homogeneity of the fragmentation kernel implies that the overall fragmentation rate is of the form \(a(x) \propto x^{\alpha + 1}\) and the distribution of daughter fragments should only depend on the ratio of the size of the daughter fragment to the size of the original cluster, i.e. \(b(x'|x) \propto x^{-1}b(\frac{x'}{x})\) [5]. The overall rate of fragmentation typically increases with the cluster size in most fragmentation processes, such that \(\alpha + 1 > 0\). To test if this is the case for the fragmentation of genetically labelled cell clusters in organ development, we analysed recently published clonal data on early heart development [9]. In this work, we employed statistical inference to filter for groups of clonal fragments enabling us to compare the number of fragments of a given clone with its
overall size. We indeed found that the number of fragments was proportional to the clone size [Figure 2(a)]. In the following, we therefore set $\alpha = 0$ such that the overall rate of fragmentation increases linearly with the cluster size. For the conditional distribution of daughter fragments, $\tilde{b}(x'/x)$, we could assume a uniform distribution, $\tilde{b} \equiv 1$. However, this would in principle lead to infinitesimally small fragment sizes and an unrealistic power law tail in the distribution for small fragments after repeated rounds of fragmentation [7]. However, the sizes of daughter fragments are effectively limited for two reasons:

1. The coarse-graining procedure imposes a lower limit on the possible sizes of daughter fragments. This limit is of the order $\langle \rho X_0(t) \rangle$. If typical cluster sizes are large, the resolution of the microscope limits the quantification of small fragments. Even above the detection threshold, if small fragments are in the vicinity of a larger cluster, their respective sizes are typically combined in the quantification process.

2. If typical cluster sizes are small, the sizes of daughter fragments cannot be smaller than single cells.

Realistic fragmentation kernels therefore cannot produce infinitesimally small fragments. We take into account this fact by introducing a cut-off to the uniform fragment distribution, i.e. $\tilde{b}(z) = z, \theta(z - z_c)$, where $z = x/x'$ and $z_c$ is the cut-off. It is important to note that the specific shape of the fragment distribution does not sensitively alter the results as long as the production of very small fragments is limited. To test this assumption, we may again refer to the reconstructed clones
Figure 2: Statistics of the sizes of monoclonal fragments (a) Average clone size as a function of the number of fragments. Error bars signify 95% confidence intervals. (b) Histogram of the relative sizes of fragments (proportion of the total clone size) in clones consisting of two fragments. (b) Histogram of the relative sizes of fragments in clones consisting of three fragments.

from the clonal assay. We can estimate $\overline{b}(z)$ by calculating the distribution of fragment sizes divided by the overall clone size for clones consisting of two fragments. We find that $\overline{b}(z)$ indeed vanishes for small fragment sizes and, equivalently, is peaked at $1/2$ [Figure 2(b)]. In principle, this is also consistent with a scenario, where fragmentation only occurs early after induction. In this case, the distribution of relative fragment sizes in clones consisting of three fragments would be peaked at $1/3$, which is not the case [Figure 2(c)].
We emphasize that the specific shape of $\tilde{b}(z)$ does not sensitively alter the shape of the scaling form, as long as fragments of very small size are unlikely. Indeed, we can rewrite the fragmentation terms as

$$\mathcal{L}_{\text{fragmentation}}[f(x,t)] = \int_0^\infty \frac{a(x + x')}{x + x'} \tilde{b}\left(\frac{x'}{x + x'}\right) f(x + x', t) dx' - a(x) f(x, t). \quad (43)$$

This shows that, for $x \to \infty$, the fragmentation dynamics is dominated by the loss term, which only depends on $a(x)$. Therefore, the right tail of the cluster size distribution may depend on the overall rate of fragmentation, $a(x)$, but it does not depend sensitively on the conditional distribution of daughter fragments. In fact, in lineage tracing studies in developing tissues, the left tail of the cluster size distribution is often not measurable. To summarize, the fragmentation kernel takes the form

$$F(x - x', x') = \frac{a(x)}{x} \tilde{b}\left(\frac{x'}{x}\right) = z_c \theta\left(\frac{x}{x'} - z_c\right), \quad (44)$$

which corresponds to uniform fragmentation at an overall rate proportional to the cluster size.

### 2.3 Shape of the scaling function

Having defined the merging and fragmentation kernels, we are now in a position to calculate the shape of the scaling form. Both kernels are homogeneous with exponents $\gamma = \alpha = 0$. Hence, asymptotically, both processes contribute to the scaling form and the rate of convergence depends on the rates $\varphi$ and $\mu$. In other
words, large scale fluctuations are controlled by a renormalisation group fixed point corresponding to a critical state dominated by a balance between merging and fragmentation.

To begin we consider the regime where large scale fluctuations are dominated by both merging and fragmentation processes. To calculate the scaling form we approximated the solution of Eq. (21) with the kernels defined in (42) and (44) by Monte Carlo simulations. We found that the dynamics reaches a stationary state which is well described by a log-normal cluster size distribution,

\[ f(x, t) = \frac{1}{N(t)} \exp \left( -\frac{(\ln x - \mu)^2}{2\sigma^2} \right), \]

where \( N(t) \) is the total number of clusters at time \( t \) post-labelling and \( \mu \) and \( \sigma \) are the mean and standard deviation of \( \ln x \), respectively (Figure 3(b)). Small deviations from the log-normal shape in the tail corresponding to small cluster sizes were found if the cutoff is small. In the extreme case of a vanishing cutoff the left tail decays algebraically.

In the case that \( \gamma > \alpha \), merging dynamics dominate the large-scale behaviour. Eq. (24) has been studied extensively by analytical and numerical approximations. It has been found that the merging dynamics gives rise to scaling solutions, whose shape is well approximated by a log-normal distribution \[1\]. Similarly, a log-normal distribution is also found if fragmentation dominates the large-scale dynamics \[5\]. Importantly, the occurrence of log-normally distributed cluster sizes in all three cases is a result of the coarse-graining procedure, which induces a small size cutoff in the fragmentation kernel. Values for the standard deviation of loga-
Figure 3: (a) Asymptotic solution of the merging-fragmentation equation \((21)\) for different values of the (fractal) dimension of labelled clusters, \(d_f\). The shape of the scaling form is independent of \(d_f\). (b) Asymptotic solution the merging-fragmentation-fragmentation equation with \(d_f = 2\), and different values of the fragmentation cutoff. The probability distributions agrees excellently with a log-normal form. For small values of the cutoff a slight deviation from the log-normal form is observed in the left tail, which approaches a power-law decay for vanishing cutoff. Monte Carlo simulations were started with an initial exponential distribution of cluster sizes and 200 clusters with \(\mu = 10^{-5}\) and \(\phi = 1\). Each probability distribution was calculated at \(\tau = 5\), such that each cluster, on average, underwent roughly 50 merging and fragmentation events. Histograms were calculated by pooling 1000 runs for a given set of parameters.

Arithmetic cluster sizes obtain values between 0.5 and 1.5 depending on the precise values of the cutoff and the degree of homogeneity of the fragmentation kernel and compared to a fitted value of 1.05 obtained for the universal curve plotted in Fig. 3F of the main text.

In the absence of such a cutoff, i.e. if fragment sizes were observable down to the smallest scale, cluster size distributions follow slightly different dependencies. While to our knowledge no exact solution of Eq. \((21)\) with the merging and
fragmentation kernels defined in Eqs. (42) and (44), respectively, is known we can hope to gain analytical insight by studying merging-fragmentation dynamics of a simpler system which comprises essential features of the dynamics. Such a simplification can be obtained by choosing a constant merging kernel which has the same degree of homogeneity as the one defined in Eq. (42). With this choice, Eq. (42) simplifies to

\[
\frac{\partial}{\partial \tau} \vartheta(\rho, \tau) \approx \varphi \left[ 2 \int_x^\infty \vartheta(\rho', \tau)\,d\rho' - \rho \vartheta(\rho, \tau) \right] + \mu \left[ \int_0^\rho \vartheta(\rho, \tau) \vartheta(\rho - \rho', \tau)\,d\rho' - \vartheta(\rho, \tau) \int_0^\infty \vartheta(\rho', \tau)\,d\rho' \right].
\]  

(46)

Following Ref. [10], a solution can be obtained by studying the time evolution of the Laplace transform of \( \vartheta(\rho, \tau) \),

\[
L(\sigma, \tau) = \int_0^\infty e^{-\sigma \rho} \vartheta(\rho, \tau)\,d\rho.
\]  

(47)

Applied to Eq. (46) we obtain condition for the stationarity of the solution,

\[
\frac{\partial L(\sigma, \tau)}{\partial \sigma} = -\frac{2}{\sigma} + \frac{2L(\sigma, \tau)}{\sigma} + \frac{2L(\sigma, \tau)}{\sqrt{\rho_0 \varphi / (N(0) \mu)}} - \frac{N(0) \mu L(\sigma, \tau)^2}{\rho_0 \varphi}.
\]  

(48)

with the total rescaled mass of clusters \( \rho_0 = \int_0^\infty \rho \vartheta(\rho, \tau)\,d\rho \) and the total initial number of clusters, \( N_0 \). The solution is

\[
L(\sigma, \tau) = \frac{N(0) \mu}{\rho_0 \varphi} \left( \frac{N(0) \mu}{\rho_0 \varphi} + \sigma \right)^{-1}.
\]  

(49)

Inverting the Laplace transform finally yields the stationary solution

\[
\vartheta_s(\rho) = \frac{N(0) \mu}{\rho_0 \varphi} e^{-\sqrt{\frac{N(0) \mu}{\rho_0 \varphi}} \rho},
\]  

(50)

and, consequently, the cluster size distribution follows as

\[
f(x, t) \approx \vartheta_s(x / X_0(t)) = \frac{N(0) \mu}{\rho_0 \varphi} e^{-\sqrt{\frac{N(0) \mu}{\rho_0 \varphi}} \frac{x}{X_0(t)}}.
\]  

(51)
Finally, the cluster size probability distribution is obtained by dividing by the number of clusters in steady state, \( N(t) = \sqrt{N(0)\mu/\rho_0}\phi \), such that

\[
p(x,t) \approx \sqrt{N(0)\mu \rho_0 \phi} X_0(t) - 1 e^{-\sqrt{N(0)\mu \rho_0 \phi} x X_0(t)}.
\]

The size distribution of labelled clusters therefore follows an exponential form. The exponential size dependence is demonstrated by numerical simulations (Fig. 4), where we also took into account a scenario where merging and fragmentation can occur during turnover of an adult tissue (homeostasis). In this case the time evolution of \( f(x,t) \) is described by

\[
\frac{\partial}{\partial t} f(x,t) = \frac{\partial^2}{\partial x^2} f(x,t) + \phi \mathcal{L}_{\text{fragmentation}}[f(x,t)] + \mu \mathcal{L}_{\text{merging}}[f(x,t)],
\]

with an absorbing boundary condition at \( x = 0 \). The diffusion term describes neutral dynamics of cluster sizes due to loss and replacement of stem cells and similar to the growth terms it becomes irrelevant under the renormalisation group transformation. Asymptotically, universality holds down to the smallest scales resolvable by our simulations. For small cluster sizes we found a deviation from the exponential form. While the exact functional form of the small size dependence cannot be unambiguously inferred from the simulations, our numerical results are in agreement with an algebraic dependence of the scaling form for small cluster sizes, \( x^\alpha \) with \( \alpha \approx 1/3 \) and an exponential decay for \( x \gg \langle x \rangle \).
Figure 4: Asymptotic numerical solutions of the time evolution equations (4). Solutions show scaling behaviour and universality. Fits for small and large cluster sizes are coloured red and blue, respectively. Parameters were chosen such that $\langle x \rangle \gg 1$: Homeostasis: $\varphi = 5 \cdot 10^{-4}$, $\mu = 5 \cdot 10^{-9}$; linear growth: $\varphi = 5 \cdot 10^{-3}$, $\mu = 1 \cdot 10^{-10}$; exponential growth: $\varphi = 0.25$, $\mu = 2.5 \cdot 10^{-6}$.

Histograms were calculated by pooling 1000-2000 runs for a given set of parameters.

3 Non-universal Dependencies of the Cluster Size Distribution

The emergence of scaling behaviour and the universality of the scaling functions gives rise to challenges in the interpretation of lineage tracing experiments in developing tissues. The size distributions of labelled clusters are asymptotically independent of the details of the biological context. How can lineage specific infor-
mation then be retained in genetic tracing experiments? Our understanding of the emergence of universal scaling behaviour in fact allows for the identification of strategies to reveal cell fate behaviour. Specifically, non-universal dependences can be recovered in several ways:

1. Convergence to scaling behaviour occurs exponentially on a time scale determined by $\mu$ and $\varphi$. Cell fate specific information can therefore be retained from the short term dynamics, where time is much shorter than the time scales associated with the merging and fragmentation rates, as measured in units of the cell cycle time.

2. Small-size dependencies, $1 \ll x \ll \langle x \rangle$, converge to the universal form last. Importantly, to compare experimental data with the modelling predictions in addition to cell fate related processes, merging and fragmentation needs to be specifically taken into account.

3. Last, while explicit information on cell fate is erased, merging and fragmentation are emergent processes resulting from many cell fate decisions. Given a large enough sample size, the shape of the scaling function might show specific dependences in different kinds of tissues.

Lineage-specific information can be retained from non-universal dependencies at short times and small scales. To this end data from functional assays must be compared to models describing cell fate processes as well as merging and fragmentation dynamics. We here consider situations, where merging is negligible compared to fragmentation, for example due to a sufficiently low induction fre-
quency. Then, for linear fragmentation with uniformly distributed fragment sizes, the mean-field Master equation reads

\[
\frac{\partial}{\partial t} f(x,t) = -\frac{\partial}{\partial x} x^\beta f(x,t) + \varphi \left[ 2 \int_x^\infty f(x',t) dx' - xf(x,t) \right], \quad (54)
\]

The probability distribution of fragment sizes is given by the number of fragments of a given size divided by the total number of fragments in the system, \( p(x,t) \equiv f(x,t)/N(t) \). To derive the time evolution equation of \( p(x,t) \) we divide Eq. (56) by \( N(t) \) and obtain

\[
\frac{\partial}{\partial t} p(x,t) + \frac{p(x,t) N(t)}{N(t)} = -\frac{\partial}{\partial x} x^\beta p(x,t) + \varphi \left[ 2 \int_x^\infty p(x',t) dx' - xp(x,t) \right]. \quad (55)
\]

With \( N(t) = \varphi \int_0^\infty xp(x,t) dx N(t) \), this then yields

\[
\frac{\partial}{\partial t} p(x,t) = -\frac{\partial}{\partial x} x^\beta p(x,t) + \varphi \left[ 2 \int_x^\infty p(x',t) dx' - xp(x,t) \right] - \varphi p(x,t) \int_0^\infty xp(x,t) dx. \quad (56)
\]

This equation gives rise to a stationary solution, where growth and fragmentation balance. To obtain this solution we differentiate with respect to \( x \), such that

\[
\frac{\partial}{\partial x} x^\beta p(x,t) + 2\varphi p(x,t) - \varphi \frac{\partial}{\partial x} xp(x,t) + \varphi \int_0^\infty xp(x,t) dx \frac{\partial}{\partial x} p(x,t) = 0. \quad (57)
\]

The steady state value of the first raw moment is

\[
\int_0^\infty xp(x,t) dx = \varphi^{-\frac{1}{\beta}}. \quad (58)
\]

With this, requiring positivity and normalisation of \( p(x,t) \), we find solutions of the form

\[
p(x,t) = \varphi x (2 + \sqrt{\varphi} x) e^{-\sqrt{\varphi} x - \frac{\beta}{2} x^2} \text{ for } \beta = 0, \quad (59)
\]
and

\[ p(x, t) = \varphi e^{-\varphi x} \text{ for } \beta = 1. \] (60)

If merging is negligible, cluster size distributions for different division modes are therefore distinguishable in their small size limit, where asymmetrically dividing populations give rise to an algebraically increasing size distribution while symmetrically dividing populations are characterised by an exponentially decreasing distribution. It is important to note, however, that this is only the case if there is no small-size cutoff in the fragmentation kernel, i.e. for \( 1 \ll x \ll \langle x \rangle \). If the typical cluster size is not much larger than the size of a single cell, the effective cutoff in fragment sizes gives rise to a log-normal distribution in both cases.

In summary, by coarse graining the kinetic equations we found that merging and fragmentation of labelled clusters in lineage tracing experiments in developing tissues give rise to universal size distributions. Cell fate specific information is ultimately erased in these experiments. By understanding the origin of this universality our approach allows identifying strategies for retaining cell fate specific information from these experiments.
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A RESCALING OF OTHER CELL FATE PROCESSES

In this appendix we perform the rescaling for cell death and immigration processes. In the framework of the mean-field Master equation these processes contribute terms of the forms

Cell death: \( \partial_t F\big|_{\text{death}} = \delta \partial_x [xf(x,t)] \),

Immigration: \( \partial_t F\big|_{\text{immigration}} = I \delta(x-x_0) \).

(61)

Although cell death is rare in expanding population an equivalent process can effectively occur in situations, where only a two-dimensional surface of patches is measurable. However, within the mathematical framework of the mean-field Master equation cell death introduces a term of the form \( \partial_x xf(x,t) \) on the right hand side, which is the negative analogue to the growth term. Following the calculations on the growth terms we therefore find that the contributions of cell death to the variance become negligible as organ growth proceeds.

Nucleation of new cluster (immigration) of size \( x_0 \) can arise as a result of continuous induction or, again, as a result of cell migration in sectional data. In rescaled coordinates the immigration term reads \( I = I' \delta(\rho - \rho_0) \) with \( \rho_0 = \rho / X_0(t) \) and the rescaled rate

\[ I' = X_0(t)^{-1} I. \]

(62)

We therefore find that nucleation of new clusters becomes asymptotically irrelevant.