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Abstract

Planar two-dimensional two-colour time-resolved laser-induced incandescence (2D-2C-TiRe-LII) is employed to investigate soot formation in a standard ethylene laminar diffusion flame. The time resolution of the 2D LII signal is realised by shifting the delay time of ICCD cameras. The two-colour configuration is applied to measure the peak temperature $T_p$ of soot particles immediately after the laser pulse rather than using the energy balance to compute $T_p$. The Sauter mean diameter $D_{32}$ and the corresponding distribution width parameter $\sigma$ of the measured soot particles is extracted by using an error minimisation method. The method shows that a range of possible geometry mean particle diameters and corresponding distribution width parameters are also possible solutions, and further information on realisable particle size distribution widths is necessary to narrow down the extracted diameter.

1 Introduction

Soot nanoparticles from combustion are hazardous to both environment and humans. Laser induced incandescence (LII) has been recognised as a robust method for the measurement of soot volume fractions (Shaddix and Smyth, 1996), and time-resolved LII (TiRe-LII) has been demonstrated as a suitable method for measurement of soot particle size (Melton, 1984; Will et al., 1998; Bladh et al., 2007; Kock et al., 2006; Liu et al., 2006; Cléon et al., 2011; Cenker et al., 2015). In time-resolved LII (TiRe-LII), the decay rate of the signal arising from particle cooling, primarily via heat conduction and sublimation, can be used as a marker for the particle size. TiRe-LII has been usually limited to point measurements, where the signal and its decay over hundreds of nanoseconds are collected using photo multiplier tubes (PMTs). In studies where LII is used for the determination of the soot volume fraction, a minimum fluence of the order of 0.2 J/cm$^2$ at 532 nm (Schulz et al., 2006) is required to ensure all particles reach the same sublimation limit, and thus the same temperature, in TiRe-LII the energies used are lower, in order to avoid particle shrinking due to sublimation, thus contaminating the size measurements. In the absence of heat losses, a simple model for the energy balance during the particle heating period would suggest that the rate of temperature rise is independent of diameter. However, heat losses become relevant for smaller particles during the heating period, so that at low fluences, lower temperatures are reached by smaller particles. This has an effect in the calculation of the expected particle diameter from the LII signal decay curves, and it is therefore important to consider the peak temperatures reached in fitting models and experiments. This is addressed in section 2. A planar version of TiRe-LII technique was first introduced by Will et al. (1995), in which the temporal resolution was realised by capturing images with an ICCD camera at two different times during the cooling of the soot particles. Hadef et al. (2013) followed the same approach as Will et al. (1995), using 2D-TiRe-LII for particle sizing in a steady laminar diffusion ethylene flame, in which the measurement is resolved in time by shifting the gating time window of an intensified camera along the decay of the LII signal. A similar study was conducted by Cenker et al. (2015) under diesel-like conditions, using two time intervals and two cameras. Sun et al. (2015) added four intensified cameras to the process to allow single shot sizing by using four intensified cameras gated at different times along the LII decay interval. In Will et al. (1995) and Sun et al. (2015)’s studies, a solution to the energy balance for a soot particle was used to estimate the peak particle temperature $T_p$, is obtained based on an assumed value of the estimated soot absorption function, $E(m)$ and the measured local fluence. An
alternative to modelling is to measure $T_p$ using two-colour (2C) pyrometry based on Planck’s radiation function, as pursued by Snelling et al. (2005) for a point measurement. Crosland et al. (2010) also used a 2D2C-LII method for calibration-independent 2D soot volume fraction measurement. In that study, the LII signal was not time-resolved, and hence could be used for soot particle sizing. Cenker et al. (2015) used a 2D2C configuration to obtain 2D images of $T_p$ across a spray flame. However, the 2D images of $T_p$ and two LII images (along LII decay) were not obtained in a single spray event, so that LII fitting using pixel-to-pixel-corresponding $T_p$ was not possible. Instead, an ensemble average $T_p$ was used as the estimated uniform $T_p$ across the whole spray in each spray event for further calculation. In the present study, the advantages of the 2D2C-LII and 2D-TiRe-LII techniques are combined to implement a 2D2C TiRe-LII method. The use of a 2D2C configuration allows an ensemble averaged 2D image of experimental measured $T_p$ to be obtained based on Planck’s Law, rather than solving the particle energy balance, thus minimising the uncertainty arising from estimates of $E(m)$ and $F$ required for determining the particle temperature history, and thus the corresponding diameter.

The study is realised by accepting the following constraints: (a) the assumption of steady state for the flame behaviour, as the LII signal is are averaged over multiple shots of the gated ICCD camera; (b) the LII signal is averaged over the shortest feasible gating time of 20 ns around the peak LII signal. In the present study, a well-established TiRe-LII model and error minimization procedure for particle size estimation from the literature is used to extract measurements of particle temperature and diameter throughout the image of a standard ethylene flame. The model is briefly discussed in section 2, with additional details and validation provided under Supplemental Material. The 2D2C-TiRe-LII measurement system is detailed in section 3. The results and the sensitivity and uncertainty analysis are discussed subsequently. The estimated particle sizes and temperatures estimated using the present method are compared to results based on an energy balance. The quantitatively calibrated and normalised 2D LII images across the whole flame at two wavelengths (400 nm and 450 nm) are also produced in the form of a database as Supplemental Material.

2 Model

The LII model used in the present work is based on the comprehensive description in (Michelsen et al., 2007, 2015). Model inputs are the initial particle size $D_0$ or mean particle size and distribution parameter $\sigma$, laser wavelength $\lambda_l$, particle complex index of refraction at the laser wavelength, $m$, laser fluence, $F$ and normalized pulse shape, $q(t)$, as well as the local gas temperature $T_g$. Outputs are the particle temperature $T_p$ and diameter $D$ as a function of time, as well as the LII signal intensity at a given wavelength, $S_{\text{LII}}(\lambda)$. In general, the model can be divided into two phases: (i) particle heating, before the peak LII signal, and (ii) particle cooling, after the peak LII signal. The peak particle temperature in the model is determined by the energy balance in the particle, which in the first phase is dominated by the absorption of laser energy. In the present study, peak particle temperatures are determined using the two-colour method (Charwath et al., 2011) instead of solving the energy equation. The subsequent cooling process is modeled using established conduction, radiation and evaporation losses, including a model distribution for the particle diameter $D$ based on a non-dimensional log-normal distribution width $\sigma$ (Hadef et al., 2013). An error minimisation procedure based on the work of Hadef et al. (2013), which yields the final parameters. The model is detailed in the Supplemental Material. The details of the previously published models for particle heating and cooling, particle distribution and error minimization can be found in the original references as well as as can be found as Supplemental Material. A further model for the gas temperature in the literature based on (Kent and Honnery, 1990; Honnery and Kent, 1990) and its validation based on data from (Puri et al., 1994) is also described in the Supplemental Material.

3 Experiment

A top-hat spatial profile beam is formed by using a series of cylindrical lenses and a slot aperture starting from the beam of a Nd:YAG laser (Litron nanoPIV), with a wavelength of 532 nm, a pulsed FWHM = 5 ns as shown in Fig.1. The signal detection system includes an ICCD camera (Lavision Nanostar) equipped a Nikon AF Micro Nikkor 60 mm lens 175 (f/2.8), and a CCD camera (Lavision Pro X 4M) with an intensifier (Lavision IRO9) imaged via a Nikon AF Micro Nikkor 60 mm lens (f/5.6). A 400 nm narrow band (NB) filter (Thorlabs FB400-10) and a 450 nm NB filter (Thorlabs FB450-10) were installed
in front of the objectives on the ICCDs to collect LII signals at two different wavelengths. The wavelengths were selected based on the following criteria: (a) absence of interference from C$_2$ clusters around 475, 518 and 560 nm (negligible within 400-456 nm (Goulay et al., 2009; Michelsen et al., 2015)); (b) absence of interference from red-shifted PAH LIF above 532 nm (red-shifted), which peaks around 550 nm for 532 nm excitation (Michelsen et al., 2015); (c) maximisation of the camera sensitivity and SNR, which becomes worse below 400 nm. (d) known relative ratios of index of refraction at each wavelength, so as to support the two-colour ratio method. The use of 1064 nm for particle heating can avoid the interference from PAH LIF (Liu et al., 2009), allowing a wider range of wavelengths to be used, and thus better accuracy in the determination of peak temperature. In the present study, 532 nm is used for excitation, often a preferred choice due to the visible beam, so the selection falls to the combination of 400/450 nm, which is close to the values used by Wendler (2006) in their previous study (390/450 nm). The top-hat profile of the laser sheet was carefully calibrated using the method described in a previous study (Tian et al., 2015), with less than 2.5% fluctuation of the averaged intensity and 1% spatial deviation from the mean. A laser fluence of 0.17 J/cm$^2$ is used for LII signal excitation to optimise the signal-to-noise ratio and minimise sublimation (see Supplementary Material).

Three different series of images were taken (200 images for each series) to accommodate the length-to-width ratio of the flames, with images connecting at heights of 33 and 66 mm. The maximum signal-to-noise ratio (peak signal counts to dark signal counts) is around 300. The spatial resolution in the diameter analysis corresponds to 0.1 × 0.1 mm$^2$, with a laser sheet thickness of 0.3 mm. In order to obtain the ratio between the absolute signal intensities at the two detection wavelengths for the calculation of $T_p$, a tungsten lamp (Thorlabs QTH10B) was used to quantitatively calibrate the two cameras, as described in the Supplementary Material. LII signals from this flame were used to determine $f_v$ after calibration using extinction measurements, as described in (Tian et al., 2015). The burner consists of an ethylene diffusion flame jet described in a previous study (Tian et al., 2015), with a jet diameter of 10.5 mm, surrounded by a co-flow of dry air over a diameter of 96.8 mm, at a mean velocity of 4.43 cm/s. The ethylene flame operating conditions correspond to Case B described in a previous study (Tian et al., 2015), with a fuel flow of 0.22 slpm and air flow of 38.2 slpm.

4 Results and discussion

4.1 Estimation of $D_m$ and $\sigma$

The temporal evolution of the LII signal from the mid-region of the diffusion flame (33 – 66 mm) is shown in Fig. 2 for the two selected wavelength bands around 400 and 450 nm, respectively.

Figure 2 shows that the peak LII signals measured at both 400 nm and 450 nm both appear in the
images taken 20 ns after the laser pulse arrives at the flame, which is adopted as time zero. Soot particles are heated by the laser beam, and their temperatures reach a peak shortly after the peak of the laser pulse, between 0 and 10 ns. The minimum gating time of the intensifier is 20 ns, and the first image taken after the beam arrival, between 20 and 40 ns, is taken for determination of the starting temperature prior to cooling. Given that the characteristic time span for soot particle cooling is normally several hundreds to several thousands of nanoseconds, the choice of the initial time for determining the temperature does not greatly affect the later diameter estimation based on the cooling rate. The soot concentration and LII signal intensity peak in the annular region at intermediate HABs adjacent to the central area of the flame, as is clear from the 2D image composites. In order to evaluate the particle size and distribution over the 2D diffusion flame using error minimization, a square mesh grid of 0.1 mm × 0.1 mm was used. In the present work, two locations were chosen to evaluate the primary particle sizes. Location A was chosen at HAB = 38 mm and r = 2.2 mm where the maximum soot volume fraction appears, while location B was chosen at HAB = 42 mm and r = 0 mm because this is one of the well characterised standard locations for this flame (Hadef et al., 2013). The diameter distribution of soot particles at each probe volume was assumed to obey a lognormal distribution, so that the particle size at each location can be described by a pair of parameters $D_m$ and $\sigma$. The square error $\chi^2$ between model and experiment was performed for each pair, for time intervals from 20 ns to 1060 ns for both locations A and B at the wavelength of 400 nm. The details of the method can be found in the Supplementary Material. At locations A and B, the estimation of $\sigma$ covered the range from 0.01 to 1, with a 0.01 step. In the case of $D_m$, the range for location A was chosen from 0 to 50 nm with a 1 nm step, and for location B from 0 to 200 nm with a 2 nm step. The range selection for each parameter at the different locations was based on previous studies (Wang, 2011; Hadef et al., 2013).

Figure 3 shows the calculated error $\chi^2$-distribution over the whole $\sigma$ range for locations A and B. A minimising valley can be observed in each map, which is indicated by the dashed white line. A mathematical minimum exists for $\chi^2$-values as a function of $D_m$ and $\sigma$ along each valley, which are ($D_m = 88$ nm, $\sigma = 0.30$) for location A and ($D_m = 25$ nm, $\sigma = 0.24$) for location B. However, there is no clear absolute minimum (Fig. 5), so that corresponding pairs of ($D_m, \sigma$) can give almost identical reconstructed LII decay curves, as shown in Fig. 4.
Figure 3: Colour maps of the maximum likelihood estimators $\chi^2$ value as a function of the distribution width $\sigma$, and the median diameter $D_m$ for location A: HAB = 38 mm and $r = 2.2$ mm and B: HAB = 42 mm and $r = 0$ mm. The best fit value is shown in each figure.

Figure 4: Left: 3D plot of $\chi^2$ for location A; right: value of the minimised $\chi^2$ along the valley.
Curves for the LII signal plotted for a range of values of \((D_m, \sigma)\) pairs, including two most extreme cases \(\sigma = 0.2\) and \(\sigma = 0.4\), show that the curves are indistinguishable. This occurs because all of the solutions of \((D_m, \sigma)\) in the valley share a narrow distribution of Sauter mean diameters \(D_{32}\) (Sipkens et al., 2013; Liu et al., 2006), which is related to the mean diameter and distribution parameter via:

\[
D_{32} = \frac{\int_0^\infty D^3 P(D) \, dD}{\int_0^\infty D^2 P(D) \, dD} = D_me^{\frac{1}{2} \sigma^2} \tag{1}
\]

This means that the present method is well defined to determine the Sauter mean diameter, which is a measure of surface to volume ratio, but less suited to measure mean particle size or distribution. To obtain a well-defined range of solutions, Liu et al. developed an approach to estimate the particle size distribution based on the decay of the effective temperature. They identified that the initial temperature decay rate of particle ensembles near the peak temperature is inversely proportional to \(D_{32}\) for the polydisperse primary soot particles, whereas the rate of temperature temperature change at later times is more sensitive to particle size distribution width, allowing the value of \(\sigma\) to determined from the decay at later points in time (Liu et al., 2006). Similar two-time-interval fitting method was also suggested by Cenker et al. (2015). However, this approach is not suitable to the present study, because the SNR is low for most of the locations in the flame at the later time points. However, it is still possible to try this method at at location A in the flame, at the position of maximum SNR. We applied the minimum error procedure for the signals from 0-120 ns (early interval) as well as 120-1060 ns (later interval). The results were compared with whole time-interval fitting. All three intervals yield very close \(D_{32}\) (110 - 111 nm), which means they lie in the same valley of the \(\chi^2\) map. This is consistent with the previous discussion. However, the values of \(\sigma\) for the early-interval fitting \((\sigma = 0.07)\) and the later interval fitting \((\sigma = 0.60)\) fall out of the normal range of sensible distribution widths. The early-interval fitting tends to yield a distribution with large \(D_m = 109\) nm and small \(\sigma = 0.07\) (narrower distributions), while the late-interval fitting tends to give small \(D_m = 45\) nm and larger \(\sigma = 0.60\) (wider distributions). This may be caused by the effect that the signal and temperature decay of soot particles at later times is dominated by the distribution width rather than median value of particle size, as Daun et al. (2007) suggested. To quantitatively address this problem, further work is needed and is not within the scope of the present study. In this paper, we just report the value of \(D_{32}\) and a pair of mathematical minimum values in the valley. We note that \(D_{32}\) is not affected by the choice, as it reflects the surface to volume ratio, and therefore should be a preferred quantity extracted by this method, rather than \(D_m\) and \(\sigma\). As an alternative, one can consider narrowing down the range of solutions for values of \(\sigma\) typically measured by other methods, within range of 0.2 to 0.4 (Oltmann et al., 2012; Xu et al., 1997), which also confines the acceptable range of \(D_m\). The estimated best fit value and range of potential solutions at locations A and B are shown in Table 1 and Fig. 3. Figure 6 shows the calculated (lines) and experimental (symbols) values of the LII signal as a function of time for the two locations A (HAB = 38 mm and \(r = 2.2\) mm) and B (HAB = 42 mm and \(r = 0\) mm) selected.
Table 1: Best fit value and range of $D_m$ and $\sigma$ at locations A and B

<table>
<thead>
<tr>
<th>Locations</th>
<th>Best fit</th>
<th>Range of $D_m$ (nm)</th>
<th>Range of $\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$D_m=88$ nm, $\sigma=0.30$</td>
<td>74-100</td>
<td>0.20-0.40</td>
</tr>
<tr>
<td>B</td>
<td>$D_m=24$ nm, $\sigma=0.24$</td>
<td>18-26</td>
<td>0.20-0.40</td>
</tr>
</tbody>
</table>

using best fit parameters: $D_m = 25$ nm and $\sigma = 0.24$ for location A , and $D_m = 88$ nm and $\sigma = 0.3$ for location B. Using this constraint, the mean particle sizes found in at location A at the edge of the flame are

![Figure 6: Normalised LII signal at 400 nm as a function of time at flame locations A and B. The best fit of experimental LII signals at the two different locations was found by 2-parameter fitting.](image)

found to be smaller than those at the centerline near the peak temperature central region location B. This would be expected based on the longer residence times at high temperatures in the pyrolytic environment surrounding point B, relatively to the nascent soot diameters from the outer regions at A.

The experimental and best-fit LII signals are compared for the optimal parameter set at position B, using the peak temperature determined from the 2C method in Fig. 7. Using the peak temperature, it is possible to obtain the model decay curve for the temperature based on the optimised parameters. The calculated particle temperature using the 2C method at for each time interval can be directly compared to the model temperature (red squares and dashed line, respectively) throughout the LII signal decay, for SNR larger than 3. The error bars represent the estimated uncertainties based on the LII signal and error propagation. The uncertainties of LII signal were obtained directly from the standard deviation over 300 LII images at each gating delay time. Clearly another source of uncertainty in the 2C method to predict particle temperatures throughout the signal decay is the fact that each point on the curve represents an average signal over the representative time window. The fourth-power dependence of the signal on temperature means that the integral is always biased towards the earlier times, which may lead to an overestimation of the rate of temperature decay and hence an underestimation of the particle size.

Figure 8 (left) shows the map for the estimated peak temperature, $T_p$, calculated for the flame tested using the 2C method. Some lines are omitted in the $T_p$ map due to the low signal intensity at the edge of the laser sheet, where the soot particles in the region are not sufficiently heated.

The $T_p$ map indicates large variations in the peak temperature $T_p$ throughout the flame. The highest apparent peak temperatures appear at the edges of the flame, and the lowest at the centre line. These findings are consistent with previous work using 2D auto-compensating (calibration-independent) LII (2D-AC-LII) in diffusion flames (Crosland et al., 2010), which are explained as a combination of several factors: (a) greater heat loss for smaller particles via surface heat conduction during the heating process; (b) non-uniform $T_g$ distribution within the flame; (c) local laser fluence variation due to an imperfect laser profile. As shown in Fig. 8, soot particles on the edge of the laser sheet are not sufficiently heated, and the corresponding data are not included in the data processing. The relatively wide variations in the measured
Figure 7: Measured LII signal at 400 nm (blue symbols, right scale), model LII using minimum error method for mean diameter and its distribution, as well as 2C method for peak temperature (solid blue line). Measured particle temperature $T_p$ (red squares, left scale) using the two colour method; modelled $T$ starting from the 2C peak measurement $T_p = 3181$ K.

$T_p$ in the flame suggest that 2D pyrometry is needed to reduce the error of TiRe-LII caused by uncertainties in $T_p$. Figure 8 also shows the locally optimum mean diameter $D_m$ calculated across the whole flame using the mathematical minimum, and assuming the peak temperature values obtained from the 2C method. These values have an approximate uncertainty of 30% based on the region of the valley compatible with the minimum error, as well as realistic distribution parameters $\sigma$ within 0.2-0.4 (Michelsen et al., 2015; Oltmann et al., 2012; Xu et al., 1997). The values of volume fraction were obtained in a separate study at significantly higher fluences (0.26 J/cm$^2$ relatively to 0.17 J/cm$^2$ in the present study) to reach uniform soot temperatures (Tian et al., 2015), as usual for LII concentration measurements. The issue is extensively discussed by Schulz et al. (2006). The smallest estimated diameters are in the region surrounding the flame: at the inner edge, the particles grow via pyrolysis into larger particles; at the outer edge, the particles oxidise into smaller particles. These measurements are consistent with prior work by Hadeff et al. (2013). The full data set for the distribution of $D_m$ across the flame can be found under Supplemental Materials. The distribution of $f_v$, obtained in a previous study using LII and extinction (Tian et al., 2015), shows a similar spatial distribution as the particle size. The SNR of the particle size measurements in some edge regions is very low. This is because: (a) the particles are very small and the signal decay is very sharp, making it difficult to resolve by the detectors with limited minimum gating time, or (b) the signal intensity is low (Hadeff et al., 2013). In the present study, particle size measurements in regions with SNR $< 3$ are excluded. Overall, the lower size limit detectable with the present system is 10 nm.

The effect of choosing the 2C method to obtain the peak temperature instead of the usual solution of the energy balance is illustrated in Fig. 9 (a), for HAB = 42 mm at the centre line. The energy balance method yields $D_m = 34$ nm and $\sigma = 0.3$, and the 2C method results in a minimum error at $D_m = 25$ nm and $\sigma = 0.24$. The temporal evolution of the particle temperature is reconstructed using the optimal values for $D_m$ and $\sigma$, according to the exponential decay Eq. S. 37 in the supplemental material. The value of $T_p$ calculated at 20 ns is 3451 K for the energy balance method using $E(m) = 0.26$ of soot, laser fluence $F = 0.17$ J/cm$^2$ and laser pulse duration of 5 ns. The value of $T_p$ obtained from the model is higher than the 2C estimate of $T_p = 3181$ K. The 10% higher modelled peak temperature requires a 36 % larger optimum diameter in order to yield the same normalised LII signal, because the higher decay rate must be balanced by a lower surface to volume ratio. The sensitivity of the final error-minimizing diameter to the peak temperature is illustrated in Fig. 10. Large discrepancy between the two methods indicates that proper estimation of the characteristic optimal cooling diameter representative of the particle size depends on an accurate estimation the soot particle size, via 2C or other method.
Figure 8: Calculated $T_p$ with the 2C method (left); estimated $D_m$ with the 2-parameter fit (middle); measured $f_v$ in the tested flame (right) (Tian et al., 2015).

Figure 9: Top: Calculated particle temperature using 2C peak temperature $T_p$ (dashed line) and full energy model (solid line) at HAB = 42 mm and $r = 0$ mm. Bottom: Corresponding normalised measured LII signal (symbols), modelled signal calculated from 2C $T_p$ and optimal $D_m = 25$ nm and $\sigma = 0.24$ (dashed line); full energy model $T$ and optimal $D_m = 34$ nm and $\sigma = 0.3$ (solid line).
5 Conclusions

In this study, we have combined the 2D-TiRe-LII technique with the 2C-LII technique to allow both peak temperature and soot primary particle sizes to be determined in an ethylene diffusion flame. The temporal resolution of the LII decay curve is achieved by shifting the delay time of the ICCD cameras in 20 ns steps. The results were employed to determine the particle sizes in a low-sooting ethylene flame. By using a minimum error method, an optimal solution for the Sauter mean diameter, or a pair of mean particle diameter and its distribution can be obtained. The uncertainties are associated with a long valley of minimal error along diameter and its distribution width, so that other possible distributions share a similar Sauter mean diameter $D_{32}$ with the optimal value. Comparisons with previous results obtained using other techniques show good agreement of the estimated range of particle size. The use of the 2C method can reduce uncertainties related to the energy model associated with the use of the absorption function of soot particles However, the relatively long integration time means that additional uncertainties arise. The results of the 2C method lead to consistently lower measured temperatures than the energy balance method, possibly due to the camera integration interval. Nevertheless, this is the limit of what is achievable using imaging methods. The map of $T_p$ measured with 2C pyrometry indicates that even when a near top-hat profile laser sheet is used, the apparent variation in of the peak temperatures reached by the incandescing particles within the flame may be as large as 300 K. This large variation can directly translate into inaccuracies in diameter estimates. The advantage of the method is the creation of a 2D map of particle size for the whole region. After considering the detailed uncertainties in the inversion algorithms, direct comparison of results directly with the LII signal for the two colours considered may be more accurate than direct comparisons with the final temperature and diameter maps.
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