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Prologue

Our ability to identify entities of our experience with abstract mathematical structures has been key for the development of ourselves and our modern societies. A physicist models his/her observations mathematically and by doing so s/he admits that the rules of his/her logical picture are mathematical axioms, which are consistent with experience or experiment and universal in the sense that other human beings might share their meaning. For example when analysing the motion of a planet around a star in the way Newton suggested it, we are guided to think of a four dimensional continuous space in such a way that each object within this space has the property of a position at a given point in time and can be associated with a planet, a star or any other object. This allows us to relate the planet and the star via their positions in this abstract space. Furthermore, invoking the concept/axiom of force between objects enables us to make statements about this relation over periods of times. Thus our mathematical consideration of reality allows us to extrapolate a statement about reality. If it fits with experience our mathematical consideration accurately describes the logical form of reality. Indeed we observe planets to be moving around stars and changing their position according to the gravitational force acting upon them and in many cases we are able to predict future behaviors. In general a physical theory might be regarded as settled once it has shown its reliability and appropriateness in describing aspects of reality and dated if a more general and/or accurate framework has been developed. The truth of a physical statement or picture of the world [1] is only determined by its relation to nature and not by its number of citations [2], the status of the person proposing it or that one just believes in it. The possibility to extrapolate within a physical theory led to the observation of a variety of new physical phenomena such as the Aharonov-Bohm effect in quantum mechanics, where electron beams are affected by an applied magnetic field far from them and so without any counterpart within classical mechanics or entanglement of particles. More generally speaking, extrapolation within physical theories led to the implementations and observations of novel physical states in the laboratory not seen before on our planet.

Over hundreds of years accessing reality by the means of partial differential equations (PDEs) has been proven to be remarkably successful. Newton’s classical mechanics, the second law of thermodynamics or the Maxwell equations are ingenious examples in physics with tremendous applications in all technical disciplines and implications on the state of our society. With the rise of wave mechanics in the beginning of the 20th century new kinds of PDEs emerged such as Schrödinger’s equation (SE), which gives an accurate picture of e.g. the hydrogen atom and the dynamics of quantum mechanical single-particle processes. Some systems of many particles, however, are very hard to be computed by the means of Schrödinger’s many-body quantum mechanics. Instead
it is often more practical (and indeed more accurate when particle numbers vary) to invoke the general framework of quantum field theory. For fixed particle numbers both frameworks are identical and it turns out that under certain physical circumstances effective equations of state functions for particular many-body systems are similar to Schrödinger’s equation describing the state of a single-particle. In contrast to SE these effective equations in many-body systems now include mathematical adaptions such as nonlinearities accounting for interactions with other particles or growth and decay terms that vary the mass of the probability amplitude.

In the course of this thesis we are considering Schrödinger-type equations arising as effective theories in the context of the quantum many-body problem. These are ensembles of particles such as atoms or excitations in semiconductors for which quantum effects are to a certain degree non-negligible, thus traces of the quantum world remain within the effective state equation describing them. In general these non relativistic PDEs have first order in time and second order spatial derivatives, while some adaptions include first order spatial derivatives or fractional derivatives. Solutions to these differential equations describe certain kinds of waves within ensembles of particles. Although mathematically similar in structure they can be identified with ensembles of entities/particles that physically have very different constituents. It turns out that the microscopic structure of an ensemble often plays a secondary role for the form of the wave - a phenomenon encountered in many classes of complex systems and referred to as universality [3]. Quantum particles such as atoms and electrons behave themselves as waves, each obeying some wavelength. So in the study of waves in many-body systems the concept of coherence has been widely used describing their temporal and spatial interference. Important examples of coherent waves in physics are lasers or Bose-Einstein condensates (BEC) of atoms and molecules.

Atomic BEC were first realized in experiment unambiguously in dilute and weakly interacting Bose gases [4, 5, 6]. The concept of BEC carries at its heart the idea of coherence as it is indeed a macroscopically occupied quantum state of a single particle mode, i.e., each particle within the condensate is described by the same spatially extended wave function and so the ensemble of particles forms a giant matter wave out of the constituents of the ensemble. By the indistinguishability of its components the individual meaning of a single particle vanishes in the collective form of the condensate. Bosons can share the same quantum state and in principle can form such a collective. In contrast, fermions are prevented to occupy the same quantum state due to Pauli’s exclusion principle. Some of the species of molecules used in experiments to form BEC, however, indeed are fermions - by forming quasiparticles due to interactions between them, some fermions can arrange as new entities that behave as bosons and as such can condense into the same single-particle quantum mode and thus induce a giant matter wave in the many-body system. In a proper regime the giant matter wave function satisfies a nonlinear Schrödinger-type equation (NLSE). In the context of Bose-Einstein condensate theory this wave equation was derived first by E.P. Gross and L.P. Pitaevskii in order to describe quantum vortices in liquid Helium [7, 8] and now is referred to as Gross-Pitaevskii equation (GPE). Solutions to the NLSE or GPE include such phenomena as solitons, quantum vortices or quantum vortex rings. These elementary and
topologically stable excitations are spatially localized entities that evolve without changing their form over time. Excitations within the condensate wave function are caused by an access of energy of the BEC and in conservative systems they persist in time due to the missing mechanism to release the energy.

The attempt of generating a single occupied mode in a many-body system might be regarded as being a further logical step in the long tradition of the quest of to purify elements, which led to such developments as extracting aluminum into its elemental state in the beginning of the 19th century [9]. Atomic BEC, besides often consisting of a single kind of atoms, is a purification regarding the states these atoms obey, and as such is very artificial and not encountered on earth apart from laboratories starting in 1995 [4, 5, 6].

Investigations on BEC have been key in understanding quantum matter at low temperature with its distinctive properties [10, 11]. BEC is a macroscopic quantum phenomenon often involving a great and seemingly unbounded number of interacting coherent quantum particles [11]. A major route of research on BEC has been on applying the concept of macroscopically occupied many-body states [12, 13] to a great variety of different materials such as solid-state light-matter systems, atoms and molecules of different species, photons or classical waves [14, 15, 16, 17]. Although different in nature, once condensation is established these many-body systems often obey similar coherent matter properties. Important examples are superfluidity, i.e., frictionless flow [18] below a critical velocity [19] or the unique response to motion via elementary excitations such as quantum vortex rings, quantum vortices and dark or bright solitons [20, 21, 22, 23, 24, 25, 26]. On the other hand do various BECs show specific properties depending on the nature of their carrying physical system, such as variable inter-particle interactions due to Feshbach resonances within certain external magnetic fields [27] or local particle sources and sinks in non-equilibrium systems.

An outstanding example are exciton-polaritons, quasiparticles which in some parameter regime show Bose-Einstein statistics and for which recently condensation has been established experimentally [16]. Excitons are coupled electron-hole pairs of oppositely charged spin-half particles in a semiconductor held together by an effective Coulomb force between them [28] as the energy to form a pair is lower than a free electron and a free hole. They interact with light fields [29] and can form quasiparticles themselves, so called exciton-polaritons (polaritons), in the strong coupling regime when confined to a micro-cavity [30]. As they possess integer spin they can condense in dilute systems, despite the fact that some of the elementary constituents are fermions. In particular, as exciton-polaritons are 10⁸ times lighter than rubidium atoms [16], condensation could be observed at the Kelvin range in CdTe/CdMgTe micro-cavities or more recently even at room temperatures in flexible polymer-filled micro-cavities [31], which clearly sets them apart from atomic Bose-Einstein condensates observed below 200 nano Kelvin [4, 5, 6]. As a consequence for exciton-Einstein condensates much less technological effort is required to cool the system below condensation threshold in order to achieve BEC [16, 31]. The requirement for high vacua and the necessity of very good insulation are major obstacles for technological applications of atomic BEC, which stands in stark contrast to the requirements for exciton-polariton condensation and clearly favors the
latter for technological devices feasible outside the laboratory.

Another key property of exciton-polaritons is that they are quasiparticles which can be generated at will by pumping the system with a laser beam (see e.g. [32]). Once created they obey a finite lifetime of about 1-100ps [28, 33]. This finite lifetime is a consequence of the leakage of photons through the cavity mirrors covering the semiconductor [28] and non-radiative dissipative processes [15]. In this sense these BEC are non-equilibrium systems, which besides being feasible at room temperatures allow very high control over the experimentally generated condensate wave function [32]. Taking this into account it is clear that exciton-polariton condensates are excellent candidates for a variety of technical devices as the plethora of recent proposals shows [34, 35, 36, 37, 38, 39, 40, 41] of which some already have been implemented in experiments [42, 43, 44]. Here one very remarkable example of an application for exciton-polariton condensation is that for room-temperature polariton lasers based on GaN micro-cavities [45, 46]. These lasers emit coherent and monochromatic light without population inversion - a major distinction to conventional lasers [46, 15].

From a theoretical viewpoint a successful mean-field model for exciton-polariton condensates is a complex Ginzburg Landau-type equation, which induces the time evolution of the order parameter (condensate wave function) of the system [47, 48, 26, 32] and which in some scenarios is coupled to a reservoir of non-condensed polaritons [49, 32]. Several recent papers show that these systems of PDE’s provide good results in modeling exciton-polariton condensates [49, 32], but often a more thorough analysis indicates the necessity to improve our current models by including more physics, such as the disorder due to the sample imperfections [50].

Now, the purpose of this thesis is to introduce the reader to the theories of equilibrium and non-equilibrium BEC described in terms of NLSEs and to present new results within those frameworks in the context of condensed matter physics. It is clear however that the results can be relevant for investigations in analogous systems within different fields due to universality and might have a possible impact for applications and on related areas as well. My thesis is devided in chapters as follows.

1. In the first chapter I introduce the concept of Bose-Einstein condensation as a macroscopically occupied state due to Einstein. In the following I present the Gross-Pitaevskii theory, the basics framework of Bose-Einstein condensation, for atoms as it is derived from a second quantisation scheme and correspondingly mathematically rigorous theorems that show the interconnection with the many-body Schrödinger equation. I discuss state-of-the-art theoretical concepts within the theory of equilibrium condensates such as elementary excitations and the dispersion law due to Bogoliubov. Subsequently I explain the meaning of exciton-polaritons in semi conductor micro cavities in terms of a second quantization model and their condensation. These quasiparticles when condensed are a prime example for non equilibrium BEC. An analog to the atomic Gross-Pitaevskii theory is presented including growth and decay processes, which is widely used for the description of exciton-polariton condensates. Finally, I discuss spinor condensates both for the equilibrium and non equilibrium case.
2. I first present a novel rigorous energy theorem within the 2d Gross-Pitaevskii theory of tightly trapped atoms under rapid rotation based on a collaborative effort with Jakob Yngvason. The main tools for the mathematical proof are:

- finding a proper wave function minimizing the convex energy functionals
- splitting up the GP energy functional additively into two parts called reduced GP functional and a Ginzburg-Landau-type energy functional due to the latter formal analogy to the theory of Type-I semiconductors
- establishing statements on the wave function via the direct use of the Gross-Pitaevskii equation, i.e. the equation describing the minimizer. This allows us to relate the minimizer of the GP equation to the corresponding Thomas Fermi (TF) density.
- employing a lower bound for the Ginzburg-Landau-type functional developed in [112] by appropriate rescaling of the functional.

Secondly I present a so far unpublished proof for a novel lower bound to the kinetic energy of the reduced Gross-Pitaevskii energy functional. It uses results from the previous proof relating the reduced GP density to the TF density. Furthermore I apply partial integration in order to express the lower bound to the kinetic energy solely in terms of the TF density, which is an explicitly given function, hence yielding the asymptotic lower bound.

3. In chapter III I present results made in a collaborative effort together with Natasha Berloff and Victor Pérez-García for a quantum machine enabling the generation of solitons and quantum vortex rings in highly elongated harmonically trapped atomic Bose-Einstein condensates. This proposal is based on the possibility of locally changing interactions within atomic condensates via applying a magnetic field utilizing the phenomenon of Feshbach resonances. In addition we present numerical results as well as novel mathematical expressions for soliton trains within two component/spinor condensates. Another particular outcome of this investigation is numerically generated evidence for skyrmions/core vortices within two component BEC.

4. In chapter IV I present a study of superfluid flow of an atomic condensate passing small impurities and arrays thereof, which has been contrived in joint work with Natasha Berloff. In the beginning of this chapter the BEC model is introduced including an impurity in relative motion. Then an asymptotic analysis is developed in the stationary frame yielding the critical velocities for the first generation of vortices in BEC when streaming around the small impurity. Subsequently we present numerical results supporting the analytical considerations. Finally we extend the setup of a single impurity in the superfluid’s stream to arrays of impurities. This generalization gives rise to new phenomena such as different phases of structurally different excitation generation within such lattices depending in particular on the lattice constant and the superfluid velocity.
5. This chapter is devoted to present results for an effective soliton train generator within exciton-polariton condensates developed collaboratively with Hugo Flayac. The main idea is that pumping on a potential step induced via an external electric field will induce excitations within the condensate due to the induced flow caused by the difference in potential energy and the incoming stream of pumped particles. As increased pumping also increases the density of the condensate and, therefore, the local speed of sound, less solitons are generated within the stream. We show the very high control over the number of generated solitons via this effect over time with varying parameters. The excitations are generated as the nonlinearity of the superfluid’s state equation cannot compensate the local access of energy at the step and the phase of the wave function starts winding up. Electric control over soliton generation via varying step function is also demonstrated. Finally we show that via TM-TE splitting we can generate half-soliton trains in both components which separate due to the repulsive interactions between the solitons. We believe this proposal has the potential to be at the heart of polariton semiconductor devices.

6. In the final chapter of this thesis I present the results of a collaboration with experimenters Alexander Dreismann, Peter Cristofolini, Ryan Balili, Gabriel Christmann, Zaharias Hatzopoulos, Pavlos G. Savvidis, and Jeremy J. Baumberg and the theoretician Natasha Berloff on ring like exciton-polariton condensates. In an appropriate parameter regime symmetry breaking within the condensate occurs. This pattern formation has been shown to be feasible within experiments and the complex GP (cGP) model and the interconnection between both are extensively discussed. In particular the cGP model predicts the same radius dependence of the pattern structure (number of lobes) as the experimentally generated condensate does, thereby demonstrating the strong interconnection between theory and experiment. Furthermore dynamical considerations are made by disturbing the lobes pattern with a laser beam, which is shown to be in good agreement with the model.
1 Bose-Einstein condensation theory

1.1 Fundamental concepts

1.1.1 Particle statistics

An anomaly at low energy levels

The dawn of research on Bose-Einstein condensation was set with S.N. Bose’s discovery of a new method for counting occupation numbers of possible states of photons in phase space, which he developed to derive Planck’s law for the spectral distribution in a cavity at thermal equilibrium without the need of any reference to classical theory [51, 52]. Subsequently Einstein applied this remarkable way of counting occupation numbers to a case of massive particles. More specifically he considered the atomic ideal gas [12] made of entities now classified as bosons, i.e. particles having integer spin. By considering all possible distributions for these particles in phase space with respect to their defining properties of indistinguishability and the possibility to occupy the same state more than once, one gets a formula for the mean number of atoms with an energy \( E_s = \frac{cs^2}{3} \) of a phase space cell \( s \),

\[
n_s = \frac{1}{e^{A + \frac{E_s}{\kappa T}} - 1},
\]

where \( A, \kappa, c \) are constants and \( T \) is the temperature of the system. Here the constraint of fixed particle number \( n = \sum_s n_s = \text{const} \) has to be satisfied as well as the mean energy has some fixed value due to the condition of thermal equilibrium of the many-atom system.

For the possible number of particles within a fixed volume \( V \) and at a temperature \( T \) he found that particles have to occupy or "condense" into the lowest energy state to conserve the total particle number a phenomenon now referred to as Bose-Einstein condensation. We write

\[
n = n_0(T) + n_c(T),
\]

and denote the number of atoms in the ground state (GS) by \( n_0 \). The second term on the r.h.s. in (1.1.2) must satisfy \( n_c = (cT)^{2/3} \rightarrow 0 \) as \( T \rightarrow 0 \) [12]. Underlying this observation was that he presumed all particles can in principle share a common ground state - a key aspect of bosons. The complementary class of particles that make up our visible world, fermions, would fill up every free energy cell depending on their energy just once due to Pauli’s exclusion principle. This introduces a different particle statistic in phase space and thus a different formula for distributions of particles along energy levels.
Comparison of boson, fermion and Maxwell-Boltzmann statistics

We consider an ensemble of \( N \) noninteracting particles of energies \( \varepsilon_i \) with \( i \in \{1, 2, 3, \ldots\} \), introduce the chemical potential \( \mu \) of the reservoir with which the system is in thermal equilibrium and write \( \beta = 1/(k_B T) \) with \( k_B \) denoting Boltzmann’s constant. For bosons in a state \( i \) being indistinguishable and able to occupy same energies the mean occupation number for particles of energy \( \varepsilon_i \) follows from the grand canonical partition function of statistical mechanics. It is given by \([10, 11]\)

\[
\langle n_i \rangle_{\text{bosons}} = \frac{1}{e^{\beta(\varepsilon_i - \mu)} - 1},
\]

(1.1.3)

where the chemical potential is fixed by \( \sum_i \langle n_i \rangle_{\text{bosons}}(\mu, \beta) = N \). Similarly for fermions that are indistinguishable but cannot share the same energy state one obtains

\[
\langle n_i \rangle_{\text{fermions}} = \frac{1}{e^{\beta(\varepsilon_i - \mu)} + 1}.
\]

(1.1.4)

and classically (Maxwell-Boltzmann) for distinguishable particles that can occupy the same energy spot \( \varepsilon_i \) we have

\[
\langle n_i \rangle_{\text{classical}} = \frac{1}{e^{\beta(\varepsilon_i - \mu)}}.
\]

(1.1.5)

In Fig. 1.1 we show a comparison of the graphs for the different particle distributions. In all three cases \( \mu \) is fixed by the normalization condition due to the fixed number of particles in closed systems. In particular we see that energy levels for fermions can only be singly occupied while as \( \varepsilon_i \to \mu \) that for bosons diverges. If the chemical potential \( \mu \) were bigger than the lowest energy eigenvalue \( \varepsilon_0 \), the mean occupation number would become negative for the ground state. Hence, by reductio ad absurdum this case can be considered unphysical. Once the atoms in excited states are less than the total number of particles \( N \) occupation of the lowest energy state has to be the consequence \([53]\) and as the temperature decreases lower energy levels are increasingly occupied.

![Figure 1.1: Occupation numbers vs energy. Parameters are \( \beta = 1 \) in picture (a) \( \beta = 3 \) in picture (b) while \( \mu = 1 \) in both. As \( \varepsilon_i \to \mu \) with \( \varepsilon_i > \mu \) the boson distribution diverges.](image-url)
To distinguish the macroscopically occupied state from the other states one separates it out of the total particle number and defines

\[ N = \sum_{i=0}^{\infty} \langle n_i \rangle_{\text{bosons}} = N_0 + N_T, \tag{1.1.6} \]

where we introduced

\[ N_0 = \frac{1}{e^{\beta (\varepsilon_0 - \mu)} - 1} \tag{1.1.7} \]

and \( N_T \) denotes the remainder, i.e. the thermal component of excited bosons [57] [62]. From (1.1.7) it follows straightforwardly

\[ \varepsilon_0 - \mu = k_B T \ln \left( 1 + \frac{1}{N_0} \right) \simeq \frac{k_B T}{N_0} \tag{1.1.8} \]

relating the key parameters to the ground state.

### 1.1.2 Macroscopic occupation of the lowest energy level

#### Critical temperature in 3 spatial dimensions (3d)

Expression (1.1.8) shows that for Bose gases the lowest energy level \( \varepsilon_0 \) becomes increasingly occupied, once the chemical potential \( \mu \to \mu_c = \varepsilon_0 \). This is enhanced when the gas is cooled down below a certain temperature - inevitably a fraction of bosons will occupy the lowest energy level [12, 54, 11]. Now, for an ideal 3d Bose gas of particles with mass \( m \) confined to a box of volume \( V \) the critical temperature is easily obtained by replacing the sum in (1.1.6) with an integral and by supposing that the thermal particles at the critical temperature satisfy

\[ N_T(T_c, \mu = \varepsilon_0) = N, \tag{1.1.9} \]

by which we presume that \( N_0 \to 0 \) at the transition temperature \( T_c \) and that the excited states \( \varepsilon_i \) are well populated close to the \( \varepsilon_0 \) energy level [53]. One assumes \( \mu = \varepsilon_0 \), since then the number of particles in excited states close to the GS is maximized, which we set equal to \( N \). Thus it follows [11, 53] that

\[ k_B T_c = \frac{2\pi \hbar^2}{m} \left( \frac{n}{2.612} \right)^{2/3} \tag{1.1.10} \]

with \( n = N/V \) and \( \hbar \) denoting Plank’s constant divided by \( 2\pi \). Below that the number of particles in the GS with energy \( \varepsilon_0 \) is [11]

\[ N_0(T) = N \left( 1 - \left( \frac{T}{T_c} \right)^{3/2} \right). \tag{1.1.11} \]

Applying the same setup of particles in a box leading to a critical temperature for 1d or 2d would fail, since for that case \( T_c \) would have to be zero [53]. However, trapping
Figure 1.2: BEC at different stages/temperatures of the cooling process [54].

of bosons in a harmonic trap allows a finite critical temperature to occur for 1d and 2d systems as well as discussed in more detail later. To get a rough idea of the particle numbers within different samples of BEC we note that they can vary significantly from \( N \approx 10^3 - 10^{10} \) in dilute systems [10, 4, 5, 6] to \( N \approx 10^{23} \) in chemical samples up to \( N \geq 10^{45} \) in hypothetical boson stars [55]. Among the bosons for which BEC has been unambiguously demonstrated are \(^{87}\text{Rb}, ^{85}\text{Rb}, ^{23}\text{Na}, ^{7}\text{Li} \) [10] and \(^{6}\text{Li} \) [56] or quasiparticles in semiconductor micro cavities such as polaritons [16] or photons [14] or classical waves [17].

Figure 1.3: (a) shows the velocity distribution above the condensation threshold, (b) just below the condensation threshold and (c) showing an even cooler BEC [5].
Formation of a giant matter wave

The thermal de Broglie wavelength, i.e. the mean wavelength of a particle for a free ideal gas in equilibrium with no internal degrees of freedom at some temperature, say $T$, is given by [28]

$$\lambda_{\text{deBroglie}} = \frac{2\pi\hbar}{\sqrt{2\pi mk_BT}}, \quad (1.1.12)$$

with $m$ being the mass of the particle. It increases as the temperature $T \to 0$ in principle to infinity. As the wave functions of each boson of the gas start to overlap, however, interactions between particles lead to synchronization of waves and the creation of the giant matter wave, so the ideal gas approximation becomes inaccurate and a microscopic theory including interactions becomes relevant. Usually the giant matter waves formed are confined to a finite area in space, due to magnetic trapping for atomic BEC or the finite sized semiconductor micro cavities in which polariton condensates exist, thereby imposing a constraint on the maximal wavelength. Fig. 1.2 illustrates the stages of the formation of a giant matter wave as the condensate cools down below the critical temperature. As the wave function extends spatially its momentum $p$ distribution of all particles narrows due to de-Broglies postulate $\lambda = \hbar/p$ for matter waves. In Fig. 1.3 experimental data for the transition to BEC is shown in terms of a narrowing of the momentum distribution. The momentum of the measured particles is tightly located at very low temperatures as expected for the formation of BEC and proofing both spatial coherence of the particle waves and macroscopic occupation of a single particle mode [5], both properties now regarded as key requirements for BEC [10].

1.1.3 BEC within the formalisms of quantum mechanics

After reviewing the basics for BEC we introduce the reader in this section to the theoretical formalism of many-body quantum field theory to describe in those terms the phenomenon of macroscopically occupied states and to enable us to discuss interacting systems. A key concept is the field operator of the quantum many-body system. Knowing its form exactly corresponds to having the most complete knowledge about the many-body system.

Annihilation and creation operators

We consider $N$ identical separable quantum particles each described by a wave function $\psi_i \in \mathcal{H}_1$ with $i \in \{1, \ldots, N\}$. $N$-particle states are vectors in a Hilbert space

$$\mathcal{H}_N = \mathcal{H}_1 \otimes \mathcal{H}_1 \otimes \ldots \otimes \mathcal{H}_1, \quad (1.1.13)$$

which is spanned by states $|\psi_1, \psi_2, \ldots, \psi_N\rangle$ with $\psi_i \in \mathcal{H}_1$ where $i \in \{1, 2, \ldots, N\}$. To include the possibility of particle creation and annihilation the Fock space is introduced as

$$\mathcal{F}(\mathcal{H}_1) = \mathbb{C} \oplus \bigoplus_{N \geq 1} \mathcal{H}_N(\mathbb{R}^{3n}, d\tilde{x}_1, \ldots, d\tilde{x}_N), \quad (1.1.14)$$
where the so called Fock vacuum is given by \( \Omega = (1, 0, 0, \ldots) \). Generally, vectors of \( \mathcal{F}(\mathcal{H}_1) \) are sequences

\[
\Psi = \{ \psi_i \}_{i \geq 0}
\]  

(1.1.15)

with \( \psi_i \in \mathcal{H}_i \) and must satisfy

\[
\| \Psi \|^2 = \sum_{n \in \mathbb{N}_0} \| \psi_n \|^2 < \infty.
\]  

(1.1.16)

The inner product of states in \( \mathcal{F}(\mathcal{H}_1) \) is defined as

\[
\langle \Psi, \Phi \rangle = \sum_{i \in \mathbb{N}_0} \langle \psi_i, \phi_i \rangle,
\]  

(1.1.17)

so the Fock space has the structure of a Hilbert space. In this work we consider \( |\psi_1, \ldots, \psi_N\rangle \in \mathcal{H}_N = L^2(\mathbb{R}^d) \), i.e., many-body states dependent on positions \( \vec{x}_1, \ldots \in \mathbb{R}^d \) and in chapter 8 include the spin degree of freedom \( |\psi_1, \ldots, \psi_N\rangle \in \mathcal{H}_N = L^2(\mathbb{R}^d, s_1, \ldots, \mathbb{R}^d, s_N) \). The Hilbert space \( \mathcal{H}_N \) can be divided into a symmetric part \( \mathcal{H}^s_N \) and an asymmetric part \( \mathcal{H}^a_N \) with respect to permutations of the single particle states. Correspondingly the Fock space \( \mathcal{F}(\mathcal{H}_1) \) can be divided into \( \mathcal{F}(\mathcal{H}^s_1) \) and \( \mathcal{F}(\mathcal{H}^a_1) \). As we consider bosons throughout this work, we restrict our consideration to the symmetric part \( \mathcal{H}^s_N \). We write for multiple occupied single-particle states

\[
|n_1, \ldots, n'_N\rangle = |\psi_1, \ldots, \psi_1, \psi_2, \psi_2, \ldots, \psi_N\rangle.
\]  

(1.1.18)

In this terminology one defines the creation operator for an additional boson as [57],

\[
\psi_i \hat{a}_i^\dagger |n_0, n_1, \ldots, n_i, \ldots\rangle = \sqrt{n_i + 1} |n_0, n_1, \ldots, n_i + 1, \ldots\rangle
\]  

(1.1.19)

mapping from \( \mathcal{H}^N \rightarrow \mathcal{H}^{N+1} \) and the annihilation operator as

\[
\psi_i \hat{a}_i |n_0, n_1, \ldots, n_i, \ldots\rangle = \sqrt{n_i} |n_0, n_1, \ldots, n_i - 1, \ldots\rangle
\]  

(1.1.20)

mapping \( \mathcal{H}^N \rightarrow \mathcal{H}^{N-1} \). Here \( n_i \) are the eigenvalues of \( \hat{n}_i = |\psi_i|^2 \hat{a}_i^\dagger \hat{a}_i \) that give the numbers of bosons in state \( i \). We write synonymously \( \psi_i \hat{a}_i^\dagger = \hat{a}_i^\dagger(\psi_i) \). An important feature is that on a symmetric Fock space the commutation relations of the creation and annihilation operators satisfy canonical commutation relations (CCR) [11],

\[
[\hat{a}_i, \hat{a}_j^\dagger] = \delta_{ij}, \quad [\hat{a}_i, \hat{a}_j] = 0 = [\hat{a}_i^\dagger, \hat{a}_j^\dagger].
\]  

(1.1.21)

On the other hand Fermions do satisfy canonical anti-commutation relations. Employing those terms we introduce the field operator as a superposition of states of different particle numbers [10, 11]

\[
\hat{\Psi}^\dagger_N = \sum_i^n \psi_i \hat{a}_i^\dagger.
\]  

(1.1.22)

These field operators act on the Fock vacuum by

\[
\hat{\Psi}_N^\dagger |\Omega\rangle = |\psi_1, \ldots, \psi_N\rangle
\]  

(1.1.23)
The creation operators within the field operators represent a linear combination of single particle states corresponding to an ONB in $\mathcal{H}_N^* \subseteq F(\mathcal{H}_1)$, i.e.

$$\hat{a}_i^\dagger |\Omega\rangle = (0, 0, \ldots, 0, \underbrace{1}_{i\text{'s position}}, 0, \ldots),$$

so that

$$\hat{\Psi}_N^\dagger |\Omega\rangle = (\psi_1, 0, 0 \ldots) + (0, \psi_2, 0 \ldots) = |\psi_1, \ldots, \psi_N\rangle.$$ (1.1.25)

In this sense $\psi_i \hat{a}_i^\dagger$ ($\psi_i \hat{a}_i$) describe the creation (annihilation) operators of the single particle mode $\psi_i$ at position $i$ in a Fock space vector. It is clear that strictly speaking an infinite sequence in Fock space is not equal to a vector in Hilbert space, but from a physicists view the content of information about the physical system is equivalent and we simply write $(\ldots, \psi_N) = |\ldots, \psi_N\rangle$.

In its most general form the field operators $\hat{\Psi}_N^\dagger$ acting on the vacuum $|\Omega\rangle$ gives the $N$ particle state. For fixed particle numbers it is sometimes more convenient to consider the wave function (Schrödinger field) $\psi(\vec{x}_1, \ldots, \vec{x}_N)$ for an $N$-particle state instead of a field operator acting on Fock space. This is possible as in the case of fixed particle numbers both frameworks are equivalent and the distinction is only due to the different notations. Here the Schrödinger field gives the probability amplitude $|\psi|^2$ of an ensemble being at some point in $\mathbb{R}^{3N}$ phase space and $\psi \in \mathcal{H}_N$. In the course of this thesis the reader will encounter both notions used when appropriate.

**Macroscopic occupation of a single mode**

Multiple occupation of a single particle state, say $M$ particles are in a state $f$ and the remainder in states $\psi_i$, means that our field operator can be written as

$$\hat{\Psi}_N^\dagger = \sum_{i=0}^{N-M-1} \psi_i \hat{a}_i^\dagger + \sum_{j=N-M}^N f \hat{a}_j^\dagger.$$ (1.1.26)

Acting on the Fock vacuum we have

$$\hat{\Psi}_N^\dagger |\Omega\rangle = |\psi_1, \ldots, \psi_{N-M-1}, f, \ldots, f\rangle$$ (1.1.27)

So essentially the Hilbert space $\bigotimes^M \mathcal{H}_1$ of multiple occupied states is equivalent to a single particle Hilbert space $\mathcal{H}_1$, since each entry of the $M$ dimensional vector is the same.

In terms of the above quantum field operators one defines the one-body density matrix

$$n^{(1)}(\vec{r}, \vec{r}_*) = \langle \hat{\Psi}_N^\dagger (\vec{r}) \hat{\Psi}_N(\vec{r}_*) \rangle.$$ (1.1.28)

This definition implies the special case $n(\vec{r}) = \langle \hat{\Psi}_N^\dagger (\vec{r}) \hat{\Psi}_N(\vec{r}) \rangle$, which is referred to as the diagonal density of the system [11] or the one-particle density. Furthermore the corresponding eigenvalue equation of the one-body density matrix is

$$\int d\vec{r}_* n^{(1)}(\vec{r}, \vec{r}_*) \psi_i(\vec{r}_*) = n_i \psi_i(\vec{r})$$ (1.1.29)
and its solutions $\psi_i(\vec{r}')$ are called the single particle modes of the condensate and provide an ONB in the corresponding Hilbert space [11]. Consequently in its diagonalized form the one-body density matrix can be written as

$$n^{(1)}(\vec{r}, \vec{r}_*) = \sum_i n_i \psi_i(\vec{r}_*) \psi_i(\vec{r})$$  \hspace{1cm} (1.1.30)

where $n_i$ denote the occupation numbers of the single particle modes $\psi_i(\vec{r})$. These occupation numbers correspond to field operators given by

$$\hat{\Psi}_N^\dagger = \sum_{i=0}^{n_0-1} \psi_0 \hat{a}_i^\dagger + \sum_{j=1}^{n_{j+1}-1} \psi_j \hat{a}_i^\dagger,$$  \hspace{1cm} (1.1.31)

We assume $\hat{a}_i^\dagger(\psi_i)$ to provide an ONB in $\mathcal{H}_N \subseteq \mathcal{F}(\mathcal{H}_1)$. The quantum field operator (1.1.31) acts on the Fock vacuum by

$$\hat{\Psi}_N^\dagger |\Omega\rangle = |\psi_0, \ldots, \psi_0, \psi_1, \ldots\rangle = |n_0, n_1, \ldots, n_{N'}\rangle$$  \hspace{1cm} (1.1.32)

with $N' \leq N$. So different modes $j$ are occupied with multiplicity $n_j$.

**Complete Bose-Einstein condensation**

Now in terms of (1.1.30) complete (100%) Bose-Einstein condensation is achieved in a many-body system, if

$$n^{(1)}(\vec{r}, \vec{r}_*) = n_0 \psi_0(\vec{r}_*) \psi_0(\vec{r})$$  \hspace{1cm} (1.1.33)

i.e. $n_0 = N$ or likewise in the Fock space vector notation

$$\hat{\Psi}_N^\dagger |\Omega\rangle = |\psi_0, \psi_0, \ldots, \psi_0\rangle = |N\rangle.$$  \hspace{1cm} (1.1.34)

Here $\psi_0(\vec{r})$ is referred to as condensate wave function [11, 58], which inherits the complete information about the many-body system. It shows the huge reduction of mathematical complexity of the multidimensional system of e.g. $N \sim 5 \times 10^5$ particles in dilute gaseous BEC [5], which effectively can be regarded a one-dimensional system described by a single wave function $\psi_0$ in $\mathcal{H}_1$. Generally, if there is a $c > 0$, so

$$\frac{n_0}{N} \geq c$$  \hspace{1cm} (1.1.35)

for all large $N$ one has BEC [13], i.e. even when other states are occupied too.

According to C.N. Yang [59, 60, 10] an additional necessary criterion for BEC is the need to have off-diagonal long-range order (ODLRO), where the one-body density matrix does not vanish at large distances, i.e. when

$$\lim_{|\vec{r}| \to \infty} n^{(1)}(\vec{r}, 0) = \lim_{N \to \infty} \frac{n_0}{\mathcal{V}} > 0.$$  \hspace{1cm} (1.1.36)
For example for the simple condensate wave function $\psi_0 = c$ with $c$ being a constant one has ODLRO [59], which corresponds to the picture of an spatially highly extended condensate wave function.

Once we have macroscopic occupation of a single mode $\psi_0$, i.e. when $n_0 \gg 1$ one can write for the occupation number operator

$$\langle \psi | \hat{a}^\dagger (\psi_0) \hat{a} (\psi_0) | \psi \rangle = n_0 \langle \psi | \psi \rangle = \langle \psi | \hat{a} (\psi_0) \hat{a}^\dagger (\psi_0) - 1 | \psi \rangle \simeq \langle \psi | \hat{a} (\psi_0) \hat{a}^\dagger (\psi_0) | \psi \rangle. \quad (1.1.37)$$

Here the non-commutativity has been neglected as an approximation in the final step, which is fairly reasonable for $N \geq 10^3$ particles in the 0 mode. So for a macroscopic population of a single particle mode one can introduce the Bogoliubov approximation [11] and we write for the creation operator of a BEC mode $\hat{a}^\dagger (\psi_0) = \sqrt{n_0} \psi_0 = \hat{a} (\psi_0)$ corresponding to neglecting the CCR satisfied by the creation and annihilation operators.

By such an approximation fluctuations of quantum numbers of the different modes are assumed to be irrelevant for the description of the condensate.
1.2 Equilibrium condensates

Bose-Einstein condensates in equilibrium have a fixed number of particles. Such systems include condensed rubidium atoms ($^{87}$Rb) trapped in an electric field [4], where the gain and drain of particles both are zero. When confined to a finite volume most bosons interact with each other and alter their state functions. For separable bosons there exist a great variety of interaction processes and potentials describing their nature [61, 11, 53]. Once particles have interacted and moved far away from each other, however, often the details of the interaction can be neglected - a simplification widely used in scattering theory, where only relations between incoming states and outgoing states are made. In dilute quantum many-body systems at low temperature particles are in slow motion and only occasionally interact with each other. So for short ranged interactions between particles details of the interactions indeed can be neglected to understand the whole system to a satisfying degree. Indeed in cold atomic vapors the mean particle separation is of order $10^2$nm while the length scales of atom-atom interactions is one order of magnitude smaller [53]. Simplified interaction potentials, i.e., without considering all details of the scattering process, are a first step towards understanding the complete interacting many-body system. A key concept when these details are less important is that of the two-particle scattering length [63, 61, 62], which we introduce in the beginning of this section.

1.2.1 Tuneable scattering length $a$

The concept of scattering length $a$

We consider two slowly and freely moving quantum particles, which scatter due to a short ranged scattering potential, say $v$. Furthermore they scatter elastically, i.e. have unchanged internal degrees after the collision. As a simple model we take the two-body Schrödinger equation, which imposes the time evolution of the wave function [61],

$$i\hbar \partial_t \psi(\vec{r}_1, \vec{r}_2, t) = \hat{H} \psi(\vec{r}_1, \vec{r}_2, t), \quad (1.2.1)$$

where $\psi(\vec{r}_1, \vec{r}_2, t)$ is the two-body wave function. We assume $\vec{r}_i \in \mathbb{R}^3$ with $i \in \{1, 2\}$. The Hamiltonian for two colliding particles is

$$\hat{H} = \frac{\vec{p}^2}{2M} + V(\vec{r}), \quad (1.2.2)$$

where we introduce the relative coordinate $\vec{r} = \vec{r}_1 - \vec{r}_2$ and $\vec{p} = \vec{p}_1 - \vec{p}_2$, and the reduced mass $M = m_1 m_2 / (m_1 + m_2)$. Long time after the collision of the particles one will get time independent states. These correspond to wave functions of the form $\psi(\vec{r}, t) = e^{-itE_n/\hbar} \psi(\vec{r})$, so (1.2.1) becomes

$$\hat{H} \psi(\vec{r}) = E_n \psi(\vec{r}), \quad (1.2.3)$$

where $E_n$ is the corresponding $n$th eigenvalue of an eigenfunction $\psi$. Freely moving particles which move along $z$-direction are of the form $\psi(z) = e^{ikz}$ with $\vec{r} = (x, z)$. 
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The scattered particle is asymptotically for large distances described by a wave function
including a term with some information of the scattering process [61, 53]

$$\psi \simeq e^{ikz} + f(\theta) \frac{e^{i\vec{k} \cdot \vec{r}}}{r},$$

(1.2.4)

where $f(\theta)$ is the so-called scattering amplitude for which one assumes spherically symmetric interactions between atoms, hence only dependence on the scattering angle $\theta$. The scattering amplitude for spherically symmetric potentials, implying axial symmetry with respect to the direction of the incident particle, can be expanded as [53]

$$f(r, \theta) = \sum_{l=0}^{\infty} A_l R_{kl}(r) P_l(\cos(\theta)) \simeq \frac{1}{i2k} \sum_{l=0}^{\infty} (2l + 1)(e^{i2\delta_l} - 1) P_l(\cos(\theta)) = f(\theta)$$

(1.2.5)

with $l \in \{0, 1, 2, \ldots\}$ corresponding to the $s, p, d, \ldots$ partial waves of the scattering amplitude. The approximation in the second step is due to an asymptotic approximation of the radial profile, see [53] for details. Here $P_l$ are Legendre polynomials and we have introduced the phase shifts $\delta_l$. As a measure of the strength of a scattering process one introduces the scattering cross section, which under the made assumptions depends only on the magnitude of $k$ [53],

$$\sigma(k) = 2\pi \int |f(\theta)|^2 \sin(\theta) d\theta.$$  

(1.2.6)

For (isotropic) s-wave scattering, i.e., at low energies, the cross section for indistinguishable particles is simply given by [53, 61, 63]

$$\sigma(k) = 8\pi |f|^2 = \frac{8\pi}{k^2} \sin^2 \delta_0$$

(1.2.7)

and in the small $k$ limit one gets

$$\lim_{k \to 0} \sigma(k) = 8\pi a^2.$$  

(1.2.8)

Here we define the scattering length as

$$a = -\lim_{k \to 0} \frac{\tan \delta_0(k)}{k}.$$  

(1.2.9)

In this sense the scattering length $a$ does give the complete information of the elastic s-wave scattering process, which clearly is an approximation of the interaction process due to the original potential $V(r)$. On the other hand it can be shown that slowly moving particles, which scatter, have in the first Born approximation a scattering length given by [53]

$$a = \frac{M}{2\pi \hbar^2} \int d\vec{r} V(r),$$

(1.2.10)
where $V(r)$ denotes the spherical symmetric interaction potential between the scatterers. In general a different potential implies a different scattering length, however, apparently equivalence classes of different potentials with same scattering length are possible. For two particles with the same mass this implies an effective potential \[\begin{equation}
\int dr V_{\text{eff}}(r) = \frac{4\pi \hbar^2 a^3}{m} = V_0, \tag{1.2.11}\end{equation}\]
that could w.l.o.g. be of the form $V_{\text{eff}}(r) = V_0 \delta(r)$, which indeed is a good approximation for short ranged interaction processes [11]. For the scalar scattering length one can distinguish two cases, that for positive scatterers, $a > 0$, which corresponds to predominantly repulsive interactions $V$ and negative scattering lengths corresponding to predominantly attractive interactions. For a meaningful treatment of the scattering length in many-body systems it is important to assume a condition for diluteness as then the exact scattering potentials become less relevant for the many-body processes. An appropriate conditions for repulsive scattering potentials is that the mean inter-particle distance has to be much larger than the scattering length $a$ [62]. With attractive scatterers many-body systems might collapse, if there is no process forcing the particles to separate. The main contributor to the effective scattering length in atomic BEC is the repulsive hard core and the van der Waals interaction, which is due to the electric dipole-dipole interactions between atoms [53]. Typical scattering lengths are $10^2$ times the atomic length scale [53].

**Feshbach resonances**

Scattering processes and their effective interactions can in certain cases be significantly altered by external parameters, e.g. due to magnetically induced Feshbach resonances [53]. In such systems the scattering length becomes a function of an external magnetic field [64, 65, 11, 53]

\[
a(B) = a_\infty \left(1 - \frac{\Delta B}{B - B_{\text{res}}}\right). \tag{1.2.12}\]

Here $B$ denotes the magnetic field strength, $\Delta B$ is the width of the resonance and $B_{\text{res}}$ its position and $a_\infty$ denotes the scattering length far away from the resonance. Feshbach resonances allow the spatial and temporal control over self-interactions, which as we will see later will turn out to be employable to generate flows within atomic Bose-Einstein condensates. Furthermore, the sign of effective atom-atom interactions can be changed [53], so it allows us to externally switch from condensates with attractive interactions to a condensate with repulsive interactions and vice versa.
1.2.2 State equations for atomic BEC

**Time dependent Gross-Pitaevskii equation**

In the general framework of second quantization the time evolution of the time dependent quantum field operators $\hat{\Psi}_N^{\dagger}(\vec{r}, t)$ is governed by the Heisenberg equation [11]

$$i\hbar \partial_t \hat{\Psi}_N(\vec{r}, t) = \left[ \hat{\Psi}_N(\vec{r}, t), \hat{H}(\vec{r}, t) \right]$$  \hspace{1cm} (1.2.13)

with the Hamiltonian given by

$$\hat{H} = \int \left( \frac{\hbar^2}{2m} \nabla_{\vec{r}}^2 \hat{\Psi}_N \nabla_{\vec{r}} \hat{\Psi}_N \right) + \frac{1}{2} \int \hat{\Psi}_N^{\dagger}(\vec{r}) \hat{\Psi}_N^{\dagger}(\vec{r}_*) V(\vec{r}_* - \vec{r}) \hat{\Psi}_N(\vec{r}_*) \hat{\Psi}_N(\vec{r}) d\vec{r}_* d\vec{r}. \hspace{1cm} (1.2.14)$$

To simplify the interaction potential in (1.2.14) one assumes effective highly local interactions between particles within the condensate, so the interaction potential is approximated by

$$V(\vec{r} - \vec{r}_*) = g \delta(\vec{r} - \vec{r}_*), \hspace{1cm} (1.2.15)$$

with interaction strength $g = \frac{4\pi\hbar^2a}{m}$ and $a$ the scattering length associated with the condensed particle scattering as derived in the previous section. Using (4.3.1), (1.2.14) and (1.2.13) we get

$$i\hbar \partial_t \hat{\Psi}_N(\vec{r}, t) = \left[ \hat{\Psi}_N(\vec{r}, t), \hat{H}(\vec{r}, t) \right] =$$

$$= \left( -\frac{\hbar^2 \nabla_{\vec{r}}^2}{2m} + V_{\text{ext}}(\vec{r}, t) + \int d\vec{r}_* \hat{\Psi}_N(\vec{r}_*) V(\vec{r}_* - \vec{r}) \hat{\Psi}_N(\vec{r}) \right) \hat{\Psi}_N =$$

$$= \left( -\frac{\hbar^2 \nabla_{\vec{r}}^2}{2m} + V_{\text{ext}}(\vec{r}, t) + g |\hat{\Psi}_N|^2 \right) \hat{\Psi}_N. \hspace{1cm} (1.2.16)$$

By assuming the field operator to be a c-number $\hat{\Psi}_N = \sqrt{n_0} \psi$ and setting $\psi_0 = \frac{1}{\sqrt{n_0}} \psi$ the time evolution simplifies to the so called Gross-Pitaevskii equation [8, 7]

$$i\hbar \partial_t \psi(\vec{r}, t) = \left( -\frac{\hbar^2 \nabla_{\vec{r}}^2}{2m} + V_{\text{ext}}(\vec{r}, t) + g |\psi|^2 \right) \psi(\vec{r}, t). \hspace{1cm} (1.2.17)$$

Here $m$ is the mass of a single particle and $g |\psi|^2$ represents the self-interactions of the particles with a magnitude $g$ within our condensate. The order parameter (condensate wave function) is a complex function $\psi(\vec{r}, t) : \mathbb{R}^{3+1} \rightarrow \mathbb{C}$ and inherits the density distribution of the condensed particles within the condensate by the expression $|\psi|^2$, similarly in meaning to usual single particle quantum mechanics. We note that the correspondence to the many-body density matrix will be discussed further in a following section. A crucial difference to Schrödinger’s single-body quantum theory is the factor for the energy density due to self-interactions, which is

$$U = \frac{4\pi\hbar^2a}{m} |\psi|^2. \hspace{1cm} (1.2.18)$$
It gives rise to nonlinear phenomena unique to BEC. Mathematically one can classify (1.2.17) as NLSE for a classical field [66]. The energy of the BEC is analogously obtained as in quantum mechanics by finding the minimizer for the energy functional associated with (1.2.17),

$$E_{GP}[\psi] = \int \left( \frac{\hbar^2}{2m} |\nabla \psi|^2 + V_{ext}(\vec{r}, t)|\psi|^2 + \frac{g}{2} |\psi|^4 \right) d\vec{r}. \quad (1.2.19)$$

As we consider here a system of fixed particle number, the minimizing function has to satisfy the mass constraint $\|\psi\|_{L^2(\mathbb{R}^3)} = 1$ in rescaled units. In contrast to linear quantum mechanics an energy shift is induced via (1.2.18). The PDE (1.2.17) is the Euler-Lagrange equation for (1.2.19), when including a Lagrange multiplier to respect the conservation of mass.

**Galilean invariance of the GPE**

For any solution to (1.2.17) a new solution can be obtained by replacing $\vec{r} \to \vec{r} + \vec{v}t$ and by multiplying the wave function with a factor $e^{-i \frac{\pi}{2} (\vec{r} + \vec{v}t/2)}$, i.e.

$$\psi(\vec{r}, t) \to \psi(\vec{r} + \vec{v}t, t)e^{-i \frac{\pi}{2} (\vec{r} + \vec{v}t/2)}. \quad (1.2.20)$$

This transformation property is analogous to a Galilean boost in linear quantum mechanics and it corresponds to switching the consideration to another relatively moving frame of reference as will be discussed later in more detail. Indeed the additional nonlinear term (1.2.18) does not interfere this interpretation.

**Time independent GPE**

The equation for stationary states can be obtained by restricting the condensate wave function to be of the form

$$\psi(\vec{r}, t) = \phi(\vec{r}) \exp(-i \mu t / \hbar), \quad (1.2.21)$$

with a constant $\mu$ associated as chemical potential. By inserting a stationary state into the time dependent GPE (1.2.17), which implies assuming the external potential to be time independent as well, $V_{ext}(\vec{r}, t) = V_{ext}(\vec{r})$, one gets the stationary GPE

$$\mu \phi(\vec{r}) = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{ext}(\vec{r}) + g |\phi|^2 \right) \phi(\vec{r}). \quad (1.2.22)$$

Generally the chemical potential $\mu$ is fixed by the normalization condition $\|\phi\|_{L^2(\mathbb{R}^3)} = 1$. This thermodynamical quantity measures the cost of a particle to be added to a thermally isolated system and the value of $\mu$ satisfies the thermodynamical relation $\mu = \partial E_{GP}/\partial N$ [11] and as such depends on the total particle number $N$. In order to obtain the stationary GPE (1.2.17) via the energy functional (1.2.19) one employs the technique of Lagrangian multipliers where one sets

$$\mathcal{E}_{GP}[\phi] = \mathcal{E}_{GP}[\phi] - \mu N. \quad (1.2.23)$$
The global minimum is obtained for a vanishing variational derivative

\[ \frac{\delta E^{GP}[\phi]}{\delta \phi^*} = 0, \]

and yields (1.2.22) [67]. Finally we note that for the uniform BEC \( \phi = \sqrt{n_0} = \text{const.} \) (1.2.22) simplifies to

\[ \mu = gn_0. \]  

Small variations thereof which include the slowly varying potential are referred to as Thomas-Fermi approximation borrowing the term from the density functional theory of electrons due to formal similarity.

### 1.2.3 Superfluid velocity and streamlines

When we apply a Galilean transformation to the condensate wave function in order to boost into the frame moving with velocity \(-\vec{v}_0\) and coordinates \(\vec{r}' = \vec{r} + \vec{v}_0 \cdot t\) and \(t' = t\), we get another order parameter

\[ \psi'(\vec{r}',t) = \psi(\vec{r} - \vec{v}_0 \cdot t, t) e^{i m (\vec{v}_0 \cdot \vec{r} - \vec{v}_0^2 t / 2)}. \]  

(1.2.26)

For the simple homogeneous ground state, i.e., when we set \(\psi = \sqrt{n_0} = \text{const.}\) then by (1.2.26) we have

\[ \psi'(\vec{r}',t) = \sqrt{n_0} \exp \left( i m \left( \frac{\vec{v}_0 \cdot \vec{r} - \vec{v}_0^2 t}{2} \right) \right) = \sqrt{n_0} \exp (i \phi_0). \]  

(1.2.27)

In the last step we have defined a new function \(\phi_0\) that is unique up to a multiple of \(2\pi\) due to different sheets of the complex exponential. Consequently one obtains the following relation for the velocity of the condensate

\[ \vec{v}_0 = \frac{\hbar}{m} \nabla \phi_0(\vec{r}). \]  

(1.2.28)

Now the superfluid velocity \(\vec{v}\) is identified by generalizing the relation with the velocity of uniform flow \(\vec{v}_0\) (1.2.28) by writing

\[ \vec{v}(\vec{r},t) = \frac{\hbar}{m} \nabla \theta(\vec{r},t), \]  

(1.2.29)

with \(\theta : \mathbb{R}^{3+1} \to \mathbb{R}\) denoting the phase of an inhomogeneous BEC. According to the Helmholtz decomposition a general vector field can be decomposed in a sum of an irrotational and a divergence free vector field, i.e., a vector valued function, say \(\vec{f}\), on a bounded domain \(\Omega \subset \mathbb{R}^3\) can be written as \(\vec{f} = -\nabla k + \vec{\nabla} \times \vec{A}\) for appropriately chosen functions \(\vec{A}\) and \(k\) [68]. By the definition (1.2.29) the superfluid velocity only obeys the first part of that sum, which will turn out to have crucial restrictions on its properties.
Also note that by using (1.2.29) and (1.2.17) one can write the superfluid velocity in terms of the condensate wave function

\[ \vec{v}(\vec{r}, t) = -\frac{i\hbar}{2m|\psi|^2} \left( \psi^*(\vec{r}, t) \vec{\nabla} \psi(\vec{r}, t) - \psi(\vec{r}, t) \vec{\nabla} \psi^*(\vec{r}, t) \right) \]. (1.2.30)

As we are going to see in a later section the definitions (1.2.29) and (1.2.30) connect with a conservation law, the continuity equation for the NLSE.

Furthermore we remark that an alternative interpretation of quantum mechanics, Bohmian mechanics, derives its law of motion for position-trajectories in phase space from the corresponding velocity field. It is given by the so called guiding equation

\[ \partial_t X_t(\vec{x}) = \vec{v}(t, X_t(\vec{x})) \text{ with initial condition } X(0, \vec{x}) = \vec{x} \in \mathbb{R}^3. \] (1.2.31)

Here \( X_t(\vec{x}) \) denotes a possible trajectory of a quantum particle and the velocity field \( \vec{v} \) is dependent on the wave function \( \psi \) of the linear SE in the same way as in (1.2.29) and (1.2.30). The nonlinearity introduced in (1.2.17), however, would modify the trajectories to linear quantum mechanics and so would represent streamlines of the possible mean particle positions.

### 1.2.4 State equations for condensates in motion

#### Linear motion

Let us write the time dependent GPE (1.2.17) as

\[ i\hbar \partial_t \psi(\vec{r}, t) = O[\psi] \cdot \psi(\vec{r}, t) \] (1.2.32)

and introduce the nonlinear operator

\[ O[\psi] = \left( -\frac{\hbar^2 \vec{\nabla}^2}{2m} + V_{ext}(\vec{r}, t) + g|\psi|^2 \right). \] (1.2.33)

We say the condensate is at rest in a frame \( K \), has energy \( E_0 \) specified by (1.2.19) and momentum defined as

\[ \frac{\vec{p}}{\hbar} = \int n\vec{\nabla} \phi d\vec{r} = \frac{m}{\hbar} \int n\vec{v} d\vec{r}. \] (1.2.34)

When put in motion with velocity \( \vec{v}_0 \) in the static frame the energy and momentum of the moving fluid are simply obtained via a Galilean transformation of the observables and given by [11, 67]

\[ \vec{p}' = \vec{p} - M\vec{v}_0 \] (1.2.35)

\[ E' = \frac{|\vec{p}'|^2}{2M} = E_0 - \vec{p} \cdot \vec{v}_0 + \frac{M}{2} |\vec{v}_0|^2. \] (1.2.36)

\( M = m \), as we are working with rescaled units in \( N \), denotes the total mass of the fluid. On the other hand we can transform the condensate state equation (1.2.32) to the moving frame by simply using (1.2.26) and obtain

\[ i\hbar \left( \partial_t + \frac{m}{\hbar} \vec{v}_0 \cdot \vec{\nabla} \right) \psi(\vec{r}', t) = O'[\psi'] \psi(\vec{r}', t), \] (1.2.37)
with

\[ O'[\psi'] = \left( -\frac{\hbar^2 \nabla'^2}{2m} + V_{\text{ext}}(\vec{r}', t) + g|\psi|^2 \right). \tag{1.2.38} \]

Let us define the momentum operator \( \hat{p} = -i\hbar \vec{\nabla} \), so we can transform (3.8.13) into

\[ (i\partial_t + \frac{1}{2}mv_0^2)\psi(\vec{r}', t) = \frac{1}{2m}(\hat{p}' - mv_0)^2 \psi(\vec{r}', t) \tag{1.2.39} \]

for a gauge field \( A^\mu = m(\frac{1}{2}v_0^2, \vec{v}_0) \) of coupling strength \( m \). In this sense a velocity might introduce comparable effects as an electromagnetic field would, when introduced to the system of quantum mechanical equations and vice versa a gauge field of this form will induce linear motion to the system. We note that the form (3.8.13) of the GP equation corresponds to the transformation \( O'(\vec{r}', \hat{p}') = O(\vec{r}', \hat{p}') + \vec{v}_0 \cdot \hat{p}' \).

**General rotation**

We have seen in the derivation of the GP equation (1.2.17) that an external potential can depend on time, i.e. \( V_{\text{ext}}(\vec{r}, t) \) with \( (\vec{r}, t) \in \mathbb{R}^{3+1} \). An important special case of a time-dependent potential is that of a rotating trap. For this case one can remove time dependence from the potential via transforming to a non inertial coordinate frame \( \tilde{\vec{r}} = \tilde{\vec{r}}(\vec{r}, t) \) via

\[ \tilde{\vec{r}}_i = \sum_j T_{ij} r_j \tag{1.2.40} \]

for a time-dependent, real and unitary matrix \( T_{ij} \) [67] that can be derived from

\[ \partial_t \tilde{\vec{r}} = -\Omega \cdot (\vec{n} \times \tilde{\vec{r}}). \tag{1.2.41} \]

\( \Omega \) denotes the rotation frequency, \( \vec{n} \) the unit vector along the axis of rotation [67]. The transformation to the rotating frame implies \( \Delta = \Delta \) and

\[ \partial_t = \tilde{\partial}_t + \tilde{\partial}_\tilde{r} \cdot \partial_{\tilde{r}} = \partial_t - \Omega(\vec{n} \times \tilde{\vec{r}}) \partial_{\tilde{r}}. \tag{1.2.42} \]

Dropping the \( \tilde{\vec{r}} \) and instead writing \( \vec{r} \) the GP equation in the rotating frame becomes

\[ i\hbar \partial_t \psi(\vec{r}', t) = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\vec{r}) + g|\psi|^2 + i\Omega(\vec{n} \times \vec{r}) \cdot \nabla \right) \psi(\vec{r}, t). \tag{1.2.43} \]

This form of the GP equation can analogously be obtained by the transformation \( H'(\vec{r}', \vec{p}') = H(\vec{r}', \vec{p}') - \Omega \cdot \vec{L}(\vec{r}', \vec{p}') \) with \( \vec{L} = (\vec{r} \times \vec{p}') \) [61, 69]. Consequently the energy functional (1.2.19) becomes

\[ E_{\text{GP}}[\psi] = \int \left( \frac{\hbar^2}{2m} \left| \nabla \psi \right|^2 + V_{\text{ext}}(\vec{r})|\psi|^2 + \frac{g}{2}|\psi|^4 - \psi^* \Omega(\vec{n} \times \vec{r}) \cdot \nabla \psi \right) d\vec{r} \tag{1.2.44} \]

and all variables are defined in the rotating frame [69]. By defining the vector potential

\[ \vec{A} = \frac{m}{\hbar} \Omega(\vec{n} \times \vec{r}) \tag{1.2.45} \]
and the effective potential that includes the centrifugal potential

\[ V_{\text{eff}}(\vec{r}) = V_{\text{ext}}(\vec{r}) - \frac{\Omega^2 r^2}{2\gamma} \]  

(1.2.46)

with \( r_\perp \) denoting the distance to the rotation axis one can rewrite (1.2.44) as

\[
\mathcal{E}^{\text{GP}}[\psi] = \int \left( \frac{\hbar^2}{2m} \left( \vec{\nabla} - i\vec{A} \right) |\psi|^2 + V_{\text{eff}}(\vec{r}) |\psi|^2 + \frac{g}{2} |\psi|^4 \right) d\vec{r}.
\]  

(1.2.47)

There is an inevitable loss of conservation laws for the rotating case, but one retains \( U(1) \) symmetry corresponding to the conservation of mass [67]. Corresponding to (1.2.47) the Gross-Pitaevskii equation in the rotating frame is

\[
i\hbar \partial_t \psi(\vec{r},t) = \left( -\frac{\hbar^2}{2m} \left( \vec{\nabla}^2 - i\vec{A} \right) + V_{\text{eff}}(\vec{r}) + g|\psi|^2 \right) \psi(\vec{r},t).
\]  

(1.2.48)

Rotation around an axis \( \hat{n} \) induces a particle flow away from the axis of rotation. So in order to allow stationary states one has to introduce an appropriate trap \( V_{\text{ext}}(\vec{r}) \) confining the condensate by opposing the centrifugal force due to rotation. This turns out to be a key prerequisite for the results presented in chapter 4. We conclude that the effect of motion on the state equation of the condensate is via additional complex-valued terms within the nonlinear Hamiltonian, which to some extent resembles effects encountered in the study of non equilibrium condensates discussed later.

1.2.5 Critical velocity and Quantum Hydrodynamics

**Landau’s criterion**

In a moving superfluid within a capillary excitations, i.e., deviations from the ground state, may occur. An excitation with momentum \( \vec{p} \) present in the fluid has an energy \( \varepsilon(\vec{p}) \) and the total energy of the fluid at rest carrying such an excitation is given by \( E_0 + \varepsilon(\vec{p}) \). Let us consider a capillary frame \( K' \) where the fluid moves with \( \vec{v}_0 \), or likewise \( K' \) moves with \(-\vec{v}_0\) relative to the fluid. In \( K' \) the energy including an excitation and the momentum are given by

\[
E' = E_0 + \varepsilon(\vec{p}) + \vec{p} \cdot \vec{v}_0 + \frac{M}{2} |\vec{v}_0|^2.
\]  

(1.2.49)

\[
\vec{p}_* = \vec{p} + M\vec{v}_0.
\]  

(1.2.50)

The elementary excitation spectrum in the frame of the capillary \( K' \) has the form [15]

\[
\varepsilon'(\vec{p}) = \varepsilon(\vec{p}) + \vec{p} \cdot \vec{v}_0.
\]  

(1.2.51)

Consequently elementary excitations in \( K' \) are energetically favorable, iff

\[
\varepsilon'(\vec{p}) < 0,
\]  

(1.2.52)
so that it is thermodynamically favorable to create excitations [15] and superfluidity vanishes. By the means of this condition one defines the critical velocity

\[ v_c = \min_{\vec{p} \neq \vec{0}} \frac{\epsilon'(\vec{p})}{|\vec{p}|}, \]  

(1.2.53)
as a threshold below which no excitations are energetically feasible. The quantity \( \frac{\epsilon'(\vec{p})}{|\vec{p}|} \) is non zero as we will see later, hence establishing a regime of superfluidity. It is important to note that the self-interactions are essential for the appearance of a superfluid velocity \( v_c > 0 \), as the excitation spectrum \( \epsilon'(\vec{p}) \) essentially depends on self-interactions. Similarly to (1.2.53) one defines

\[ \Omega_c = \min_{\vec{l} \neq \vec{0}} \frac{\epsilon(\vec{l})}{|\vec{l}|}, \]  

(1.2.54)
with \( \epsilon(\vec{l}) \) being the energy of elementary excitations in the frame of the capillary as function of the angular momentum of the elementary excitation \( \vec{l} \). For large \( \vec{l} \) inducing rapid variations of the density profile (1.2.54) is expected to fail and the necessity for a microscopic theory arises.

**Quantum Hydrodynamics**

We now turn to an equivalent treatment of the condensate wave function, which was introduced in a similar context by Madelung [70, 71] as an analog to the linear Schrödinger equation. The motivation for writing down an alternative set of equations was to provide an intuitively more easily accessible framework for quantum mechanics at that time. This set of equations obey a similar form as classical hydrodynamical equations. So this system is usually referred to as quantum hydrodynamical system (QHD) and it can be easily extended to nonlinear Schrödinger-type equations such as the GPE. To do this one writes the condensate wave function in polar coordinates \( \psi = \sqrt{n} \cdot e^{i\phi} \) with \( \phi, \sqrt{n} : (\vec{r}, t) \in \mathbb{R}^{3+1} \to \mathbb{R} \) and defines the superfluid velocity as (1.2.29). By inserting this ansatz in (1.2.17) and separating imaginary from real parts a continuity equation

\[ \dot{n} + \vec{\nabla} \cdot \vec{j} = 0 \]  

(1.2.55)
and a Hamilton-Jacobi-type equation

\[ m\dot{\psi} + \vec{\nabla} \left( V_{\text{ext}}(\vec{r}) + \alpha_1 n - \frac{\hbar^2}{2m\sqrt{n}} \nabla^2 \sqrt{n} + \frac{m\nu^2}{2} \right) = 0 \]  

(1.2.56)
is obtained. Here we have introduced the matter flux

\[ \vec{j} = \frac{\hbar}{m} \left( \psi \nabla \psi^* - \psi^* \nabla \psi \right) = \frac{\hbar}{m} |\psi|^2 \nabla \phi. \]  

(1.2.57)
It is connected to the superfluid velocity (1.2.29) via

\[ \vec{j} = |\psi|^2 \vec{v}. \]  

(1.2.58)
Through the hydrodynamical relation (1.2.58) one can alternatively identify the superfluid velocity, which complements the method of generalization previously leading to its definition (1.2.29). Furthermore it is worth mentioning that the continuity equation has a unique solution with respect to the Cauchy problem [72]. Generally it represents the conservation of mass for the equilibrium condensate. This holds true as well when a vector potential is included into the GPE (1.2.17) as for the rotating condensate (1.2.48). For this case, however, the superfluid velocity has to be extended to

$$\vec{v} = \frac{\hbar}{m}(\vec{\nabla}\phi - \vec{A})$$ (1.2.59)

to retain (1.2.55) [67]. Now, the so called quantum pressure term in the Hamilton-Jacobi-type equation (1.2.56),

$$\frac{\hbar^2}{2m\sqrt{n}} \vec{\nabla}^2 \sqrt{n},$$ (1.2.60)

distinguishes QHD from classical hydrodynamics (derived from Newtonian mechanics). This can be seen by neglecting quantum pressure (via $\hbar \to 0$), which yields an Euler-type equation for a potential flow and zero viscosity fluid,

$$m\dot{\vec{v}} + \vec{\nabla}(V_{\text{ext}}(\vec{r}) + \alpha_1 n + \frac{m\vec{v}^2}{2}) = 0$$ (1.2.61)

for functions satisfying sufficient regularity conditions [74].

It is worth noticing that the nonlinear QHD system is not equivalent to NLSE in the sense that solutions to the nonlinear QHD do not necessarily provide solutions to the corresponding NLSE. To gain equivalence the change in phase around any closed contour has to satisfy

$$\oint_L \nabla \phi \cdot dl = 2\pi n$$ (1.2.62)

with $n$ being an integer [75]. This condition corresponds to the single-valuedness of the condensate wave functions, which is necessary under elementary assumptions [76] and allows such effects as quantum vortices as discussed subsequently.

1.2.6 BEC in lower dimensions

The concept of Bose-Einstein condensation depends significantly on the spatial dimensions (due to the different energy dependence of the density of states) and is feasible in quasi 2d and 1d systems, when taking certain adaptions to the setup into account [77]. It can be shown that for infinitely large uniform Bose Gases in 1d and 2d no Bose-Einstein condensation can occur at non-zero temperatures. This changes for harmonically trapped condensates. Applying a semiclassical approximation the total number of particles of the Bose gas can be written as

$$N = N_0 + \int_0^\infty dE \rho(E) N \left( \frac{E - \mu}{T} \right)$$ (1.2.63)
with the density of states given by \( \rho(E) \sim E^{d-1} \) due to harmonic confinement and \( N(z) = 1/(\exp(z) - 1) [77] \). After a short calculation one obtains for the number of bosons in the ground state for quasi 2 spatial dimensions

\[
N_{0}^{2d} \simeq N \left( 1 - \left( \frac{T}{T_c} \right)^2 \right),
\]

(1.2.64)

with \( T_c = \sqrt{\frac{6N}{\pi^2}} \hbar \omega \), while for quasi 1d one gets [77]

\[
N_{0}^{1d} \simeq N - \left( \frac{T}{\hbar \omega} \right) \ln \left( \frac{T}{\hbar \omega} \right).
\]

(1.2.65)

Both formulas for the occupation number of the lowest energy state show the feasibility of macroscopic occupation for small enough temperatures. It turns out that the Gross-Pitaevskii equation in appropriate parameter regimes remains an accurate model, however changes to the interaction parameter \( g \) have to be made. I refer to [77, 62, 11, 80, 78] for in depth derivations and explicit formulas for the self interaction strength \( g \) and motivate the simple argument as follows.

Gross-Pitaevskii equation in quasi 1d.- One starts with a cylindrically-symmetric trap geometry \( V(\vec{r}) = (m/2)(\omega_r^2 z^2 + \omega_z^2 r^2) \) with the trapping frequencies \( \omega_r \) and \( \omega_z \) and assumes tight confinement in \( r \) direction \( \omega_z \ll \omega_r \) to provide a quasi 1d regime. Under this assumption the radial component of the condensate wave function approaches a static harmonic oscillator state and can be separated out \( \psi^{3d}(z,r) = \phi(r) \cdot \psi(z) \). Inserting in (1.2.19) one obtains

\[
E_{\text{GP}}^{1d} = \int \left( \frac{\hbar^2}{2m} |\partial_z^2 \psi|^2 + \hbar \omega_r |\psi|^2 + V_{\text{ext}}(z,t) |\psi|^2 + \frac{g}{4\pi l_r^2} |\psi|^4 \right) dz,
\]

(1.2.66)

with \( l_r = \sqrt{\hbar/m \omega_r} \), which includes an energy shift \( \hbar \omega_r/2 \) from each \( r \) component of the transverse harmonic oscillator [78]. The minimizer of (1.2.66) satisfies again 1d GP equation with a modified chemical potential \( \mu_{1d} = \mu - \hbar \omega_r \) and can be obtained analogously as in 3d. The GP equation is the Euler-Lagrange equation of (1.2.66) and given by

\[
i\hbar \partial_t \psi(z,t) = \left( -\frac{\hbar^2 \partial_z^2}{2m} + V_{\text{ext}}(z,t) + \frac{g}{4\pi l_r^2} |\psi|^2 \right) \psi(z,t).
\]

(1.2.67)

Depending on the context we will write \( g \rightarrow \frac{g}{4\pi l_r^2} \) for the sake of simplicity. Finally we note that analogous considerations apply for a 2d description of the condensate wave function. There have been a variety of successful experimental implementations for lower dimensional condensates and we refer to [79, 16, 78] for details.

### 1.2.7 Excitations in BEC

Solutions to the Gross-Pitaevskii equation (1.2.17) are nonlinear waves, i.e., linear combinations of solutions cannot be solutions as well. This holds even though the initial
many-body problem with which the GPE can be associated is linear. The adaption introduces certain kinds of new solutions with properties only possible by the presence of the nonlinearity. Depending on the sign of the cubic nonlinearity in (1.2.17) the corresponding additional term can balance other terms and thus certain kinds of energetically stable excitations arise such as solitary waves or vortices [80, 67]. However, a consequence is that a threshold of disturbance is necessary in order to generate these nonlinear excitations which we discuss now as follows.

**Bogoliubov energy spectrum**

Previously we have introduced the notion of a critical velocity (1.2.53) below which no excitations may occur for appropriate dispersion curves of the possible excitations in the fluid. This phase is referred to as superfluidity and depends significantly on the nonlinearity within the GPE. To see this we turn to the Gross-Pitaevskii equation (1.2.17) without external trapping, but including an explicit chemical potential through \( \psi \rightarrow \psi \exp(i\mu/\hbar t) \) with \( \mu = n_0 g \), i.e,

\[
i \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi + g|\psi|^2 \psi - \mu \psi. \tag{1.2.68}
\]

For the small amplitude harmonic modes we make the ansatz of the form \( \psi = \phi_0 + \delta \psi \), where \( \phi_0 \) represents the unperturbed part solving the GPE and \( \delta \psi \) a small perturbation. By inserting this ansatz in (1.2.68) and dropping terms of order \( \delta \psi^2 \) we get the Bogoliubov equation for the perturbation

\[
i \frac{\partial \delta \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \delta \psi + gn_0(\delta \psi + \delta \psi^*). \tag{1.2.69}
\]

where \( n_0 = |\psi_0|^2 \). Assuming \( \delta \psi = Ae^{i(\vec{k}\cdot\vec{r} - \omega t)} + B^*e^{-i(\vec{k}\cdot\vec{r} - \omega t)} \) with \( A, B \in \mathbb{C} \) one gets the Bogoliubov law

\[
\omega(k)^2 = \frac{\hbar^2}{2m} n_0 g k^2 + \left( \frac{\hbar^2}{2m} \right)^2 k^4. \tag{1.2.70}
\]

In Fig. 1.4 we plot the dispersion relation (1.2.70) of the excitation spectrum. The sound-like part of the dispersion (linear dispersion) corresponds to the speed of sound \( v_s^2 = \hbar^2/(2m)n_0g \) and implies a finite and nonzero critical velocity (1.2.53), which is equal the speed of sound.

**Solitons, dark or bright**

Solitons are localized waves moving without changing their form and obeying elastic scattering properties [81]. Historically such waves were first observed in a narrow channel of water, however with less strict assumptions on their behavior when scattering [82]. On the other hand in the strict sense, none of those excitations discussed in this thesis will satisfy all the properties to classify them as solitons, but we use the term ‘soliton’ simply because it is done so in most literature. More recently the study of
Figure 1.4: The continuous line represents the Bogoliubov dispersion law in rescaled units, $k^2 + 2k^4$, the dotted line the $2k^4$ contribution corresponding to a free particle-like dispersion and the dashed line the sound-like dispersion $k^2$.

Solitons has reached areas from nonlinear fibre optics [83] to Bose-Einstein condensates [84]. These physical systems provide exceptional playgrounds for the study of the properties of nonlinear waves in NLSE systems. For the GPE we distinguish between bright and dark solitons that are excitations in quantum matter consisting of particles waves with effectively repulsive or attractive interactions. Usually solitons are stable in highly elongated geometries, i.e. quasi 1d systems and the (1.2.67) indeed admits solutions, which can be identified as solitons.

**Dark solitons.** Consider the case of repulsive interaction $a > 0$ and a chemical potential $\mu = n_0 g$ (as follows from (4.2.26)) in (1.2.67). Then setting $\xi = z - vt$ and supposing $\psi(z, t) = \psi(\xi)$ a solution for a moving dark soliton is given by [11]

$$\psi_{ds}(\xi) = \sqrt{n_0} \left( \frac{v}{c} + \sqrt{1 - \frac{v^2}{c^2}} \tanh \left( \sqrt{1 - \frac{v^2}{c^2}} \xi \right) \right).$$  (1.2.71)

To evaluate the energy of a moving dark soliton one calculates the difference between energy without excitation to the energy with excitation to provide convergence of the energy functional (1.2.66) over an infinite domain [11]. The energy of the dark soliton per unit surface is then given by [11]

$$E_{ds}^{GP} = \frac{4}{3} \hbar cn \left( 1 - \left( \frac{v}{c} \right)^2 \right)^{3/2}.$$  (1.2.72)

Writing the order parameter (1.2.71) in polar form $\psi_{rmds}(z - vt) = \sqrt{\rho(z)} \cdot \exp(i\phi(z))$ one sees that the phase has a phase jump of

$$\Delta \phi = 2 \arccos \left( \frac{v}{c} \right)$$  (1.2.73)
as $z$ varies from $-\infty$ to $\infty$. 
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**Bright solitons.** For attractive self-interactions \( a < 0 \) the GP equation (1.2.67) admits bright soliton solutions. In the stationary case these are explicitly given by [11]

\[
\psi_{bs}(z) = \psi_0(0) \text{sech} \left( \frac{z}{\sqrt{2l_0}} \right) e^{-i\mu t/\hbar} \tag{1.2.74}
\]

with the healing length \( l_0 = \hbar/\sqrt{2m|g|n_0} \), the density at the maximum \( n_0 = |\psi_0(0)|^2 \) and the chemical potential given by \( \mu = gn_0/2 \). The generalization for a moving bright soliton is given by

\[
\psi_{bs}(z - vt) = \sqrt{n_0} \left( i \frac{v}{c} + \sqrt{1 - \frac{v^2}{c^2}} \text{sech} \left( \sqrt{1 - \frac{v^2}{c^2}} \frac{(z - vt)}{l_0} \right) \right), \tag{1.2.75}
\]

where \( v \) corresponds to the velocity of the bright solitary wave and \( c \) denotes the speed of sound. Apparently the form of the wave (1.2.75) does not change for \( z - vt = \text{const.} \) but it moves along the \( z \)-direction. For similar expressions of bright solitons I refer to [85, 81].

**Quantized vortices in 2d**

**Quantum vortices.** First predicted for superconductors, quantized vortices are a basic topological excitation in 2d superfluids [86, 87]. Compared to the non-excited condensate wave function, which in the simplest case is constant and associated with a homogeneously distributed condensate, an adaption thereof by quantized vortices is the superfluids response to an intake of energy, which can be the superfluids response e.g. to rotation [69] or obstacles within the superfluids stream [88]. One defines the mathematically necessary condition of a quantum vortex as follows. The condensate wave function \( \psi = |\psi|e^{i\theta} : \mathbb{R}^2 \rightarrow \mathbb{C} \) has a quantized vortex with a winding number \( n \in \mathbb{N} \) at a single point \( \vec{r} \in \mathbb{R}^2 \) if the wave function \( |\psi| = 0 \) and \( \theta \) increases by an amount of \( 2\pi n \) along any trivial curve enclosing the singularity at \( \vec{r} \). We note that a requirement for the condensate wave function is to be single valued and to be continuously differentiable. Now, the possibility of such a quantum vortex is due to the structure of the condensate wave function imposed by (1.2.17), which leads to a unique definition of the superfluid velocity (1.2.29). As the superfluid velocity is defined as a gradient of a potential field (1.2.29) it is irrotational, i.e.,

\[
\vec{\nabla} \times \vec{v} = \vec{\nabla} \times \nabla \theta = 0. \tag{1.2.76}
\]

Around nodal points where \( \vec{j} = 0 \) and \( |\psi| = 0 \) the condensate wave function becomes indeterminate and so any relation defined upon meaningless, because the phase \( \theta \) and derivatives thereof are indeterminate.

Generally the principal value of the phase is not unique, since

\[
\exp(i\theta) = \exp(i\theta + i2\pi n). \tag{1.2.77}
\]
Therefore, using the definition for (1.2.29) and supposing that the path of integration does not pass any singularities we get

\[
\int_{\vec{r}_1}^{\vec{r}_2} \vec{v} \cdot d\vec{r} = \int_{\vec{r}_1}^{\vec{r}_2} \nabla \theta \cdot d\vec{r} = (\theta(\vec{r}_2) - \theta(\vec{r}_1)) + 2\pi n. \tag{1.2.78}
\]

For any path not passing a nodal point the superfluid velocity \( \nabla \theta \) is well defined. Clearly the line integral does not depend on the path of integration and closed curves give a zero integral or discrete positive values due to the non-uniqueness in (1.2.77) as can be seen in the formula (1.2.78). Generally the value of a line integral for closed loops depends on the homotopy class,

\[
\oint \vec{v} \cdot d\vec{r} = \oint \nabla \theta \cdot d\vec{r} = 2\pi n, \tag{1.2.79}
\]

i.e. no intersection with a nodal point where \( \psi = 0 \) is associated with integral zero, and the more nodal points are enclosed by the integration path the higher the winding number \( n \). Thus, the circulation is quantized and the formal definition of a quantum vortex fulfilled. Condition (1.2.79) is referred to as the Onsager-Feynman quantization condition [15]. It is due to this quantization that vortices remain stable as no continuous transition between condensates with vortex and without exists, i.e. vortices are topologically stable excitations for the NLSE.

**Mathematical form of quantum vortices.**- To determine the adaption of the condensate wave function due to quantum vortices we consider the NLSE in rescaled units \((\vec{r} \rightarrow l_0 \vec{r}, \psi \rightarrow \sqrt{n_0} \psi, \text{so that } \psi \rightarrow 1 \text{ at } \infty)\), i.e.

\[
0 = -\frac{1}{2}\Delta \psi - (1 - |\psi|^2)\psi \tag{1.2.80}
\]

in two spatial dimensions. Let us make an ansatz of the form

\[
\psi(x) = U(r)e^{in\theta}. \tag{1.2.81}
\]

Then inserting in (1.2.80) the modulus satisfies

\[
U'' + \frac{1}{r}U' - \frac{n^2}{r^2}U + (1 - U^2)U = 0 \tag{1.2.82}
\]

which is well posed for \( U(0) = 0 \) and \( U(\infty) = 1 \) [80]. For \( r \to 0 \) one obtains by inserting into (1.2.82) the asymptotic solution

\[
U_n = a_1 r^{|n|} + a_2 r^{|n|+2} + \ldots \tag{1.2.83}
\]

and for \( r \to \infty \) we obtain

\[
U_n = 1 - \frac{b_1}{r} - \frac{b_2}{r^2} - \ldots \tag{1.2.84}
\]

with \( b_1 = 0 \) and \( b_2 = n^2/2 \) [80, 11]. Alternatively one obtains for a singly charged vortex the approximate vortex solution for (1.2.17) in 2d given by [73]

\[
U_1(r) = \sqrt{n_0} \frac{r/l_0}{\sqrt{(r/l_0)^2 + 2}} \tag{1.2.85}
\]

with \( n_0 \) denoting the density as \( r \to \infty \).
Roughly speaking, the 3d analog to the 2d quantum vortex are quantized vortex rings. These are the stable elementary excitations of the atomic BEC within 3d. Considering the profile of a vortex ring corresponds to considering two oppositely winded vortices as illustrated in Fig. 1.5. The energy of a vortex ring depends in particular on its radius and we refer to [11] for a more detailed analysis of the form of these 3d excitations. However, for big radii compared to the healing length, \( R \gg l_0 \), one obtains the simple expression for the energy of the vortex ring [11],

\[
E(R) = 2\pi^2 R \frac{\hbar^2}{m} n \ln \left( \frac{1.59 R}{l_0} \right) \tag{1.2.86}
\]

where \( n \) denotes the density of the superfluid. Consequently its velocity of a large vortex ring is given by

\[
v = \frac{dE(R)}{dp} = \frac{dE/dR}{dp/dR} = \frac{\hbar}{2mR} \ln \left( \frac{1.59 R}{l_0} \right). \tag{1.2.87}
\]

1.2.8 Energy and mass conservation in GP theory

We now derive fundamental properties of the GP theory of equilibrium condensates and in particular in the beginning show its formal connection to classical mechanics.

Classical Hamilton equations

In classical mechanics a many body state is determined by its pairs of conjugated variables \( \{q_j, p_j\} \) with \( j = 1, 2, 3, \ldots \). The Hamilton equations of classical mechanics induce trajectories for \( \{q_j, p_j\} \) in phase space for the conjugated variables \( \Gamma \equiv \mathbb{R}_q^{3N} \times \mathbb{R}_p^{3N} \) over time \( t \in \mathbb{R} \) and are given by

\[
\partial_t q_j = \frac{\partial H}{\partial p_j} \tag{1.2.88}
\]
\[ \partial_t p_j = -\frac{\partial H}{\partial q_j}, \quad (1.2.89) \]

where we introduced the Hamilton function \( H[q_i, p_j, t] \), which corresponds to the energy as a time-dependent function of phase space. Defining the complex canonical variable \( a_j = \alpha q_j + i\beta p_j \), where \( \alpha, \beta \in \mathbb{C} \) we can rewrite the system of Hamilton equations (1.2.88) and (1.2.89) as

\[ i\lambda \partial_t a_j = \frac{\partial H}{\partial a_j^*}, \quad (1.2.90) \]

with \( \lambda = \frac{1}{\alpha^* \beta + \alpha \beta^*} \) [67]. Furthermore, the global \( U(1) \) symmetry, i.e. \( a_j \rightarrow a_j e^{i\theta} \) with \( \theta \in \mathbb{R} \) implies that \( N = \sum_j |a_j|^2 \) is a constant of motion, \( \partial_t N = 0 \).

We now show that the Gross-Pitaevskii equation derived from a second quantization scheme (1.2.17) can analogously be considered as a complex order parameter satisfying a Hamilton equation. This will conveniently allow us to discuss the conserved quantities within GP theory.

**The condensate wave function in a classical field framework and its properties**

An important sub-class of Hamiltonian classical field theories is that for which the relation

\[ i\psi_t(\vec{r}) = \frac{\delta \mathcal{E}[\psi]}{\delta \psi^*(\vec{r})} \quad (1.2.91) \]

holds, where \( \mathcal{E}[\psi] \) is a real-valued energy functional of the field \( \psi \) [67]. A particular example of such an energy functional is the Gross-Pitaevskii functional (1.2.19). Putting (1.2.19) into (1.2.91) we obtain the Gross-Pitaevskii equation (1.2.17) describing the state evolution of the condensate wave function.

**Energy.** - By using (1.2.91) one sees that the energy is conserved over time, i.e.

\[ \frac{\partial \mathcal{E}^{GP}[\psi]}{\partial t} = \int \left( \frac{\partial \mathcal{E}^{GP}[\psi]}{\partial \psi} \frac{\partial \psi}{\partial t} + \frac{\partial \mathcal{E}^{GP}[\psi]}{\partial \psi^*} \frac{\partial \psi^*}{\partial t} \right) d\vec{r} = 0. \quad (1.2.92) \]

**Mass conservation.** - As for the classical field the \( U(1) \) symmetry of the functional \( \mathcal{E}^{GP}[\psi] \) is defined as invariance with respect to the transformation \( \psi(\vec{r}) \rightarrow \psi(\vec{r}) e^{i\theta} \), where \( \theta \in \mathbb{R} \). From this follows conservation of mass

\[ 0 = \frac{\partial \mathcal{E}^{GP}[\psi]}{\partial \theta} \int \left( \frac{\partial \mathcal{E}^{GP}[\psi]}{\partial \psi} i\psi - \frac{\partial \mathcal{E}^{GP}[\psi]}{\partial \psi^*} i\psi^* \right) d\vec{r} = \int \left( \psi \psi^* + \psi^* \psi \right) d\vec{r} = \dot{N} \quad (1.2.93) \]

**1.2.9 Rigorous mathematical treatment of BEC**

**Quantum many-body problem**

An alternative and equivalent viewpoint on BEC for fixed particle numbers can be taken by starting from Schrödinger’s equation for \( N \)-particles, which resembles the
second quantization terminology when considering fixed particle numbers. Instead of
considering operators on a Fock space we now work with the concept of $N$-particle
wave functions $\psi_N(\vec{x}_1, \ldots, \vec{x}_N) \in \mathcal{H}(\mathbb{R}^{3N})$. For an ensemble of bosons they satisfy
$\psi_N(\vec{x}_1, \ldots, \vec{x}_N) = \psi_N(\vec{x}_{\pi_1}, \ldots, \vec{x}_{\pi_N})$ for any permutation $\pi$ corresponding to the CCR
of the annihilation and creation operators within the Fock space formalism. Many-body
states consisting of fermions would be multiplied by sign($\pi$) under the action of a permuta-
tion. The permutation properties of bosons can be taken into account by restricting
the many-particle Hilbert space to its symmetric subspace. Usually one assumes the
state or wave function $\psi \in L^2(\mathbb{R}^{3N+1})$ (including time) and this is a good choice in
particular for spatially extended quantum gases.

Now, the many-body Schrödinger equation imposes the time evolution of the wave
function,

$$i\hbar \partial_t \psi(C,t) = \hat{H}\psi(C,t), \quad (1.2.94)$$

with some Hamilton operator of the form [62],

$$\hat{H} = \left( -\frac{\hbar^2}{2m} \sum_{n=1}^{N} \Delta_n + V_{\text{ext}}(C,t) + \sum_{1 \leq i < j \leq N} v(\vec{x}_i - \vec{x}_j) \right). \quad (1.2.95)$$

Eq. (1.2.94) is a linear partial differential equation, which obeys a unique solution [55].
Due to linearity superpositions of many body quantum states are solutions as well. We
write for particle positions $C = (\vec{x}_1, \vec{x}_2, \ldots, \vec{x}_N)$, $V_{\text{ext}}(C,t)$ denotes a time dependent
external (electric field) trap and $v(\vec{x}_i - \vec{x}_j)$ two-body interactions between particles $\vec{x}_i$ and
$\vec{x}_j$. This Hamilton operator e.g. pre-excludes the existence of three body interactions,
which for dilute ensembles are quite rare events compared to two body interactions.
Hence the model provides a reasonable approximation for this case. The (complex
valued) quantum states satisfy Born’s rule: $|\psi(\vec{X},t)|^2$ is the probability density for a
particle configuration at $(\vec{X},t) \in \mathbb{R}^{3N+1}$ and the states are normalized $\|\psi\|_{L^2}^2 = 1$. As we
will see later non equilibrium systems do not necessarily have a conserved mass, since
particles can be created or destroyed, but only in stationary situations where the influx
equals the drain of particles. For this special case one has a finite and time independent
norm as well, however with a slightly different interpretation as according to Born’s rule.

In (1.2.95) we assume an electric field confinement of the Bosons, but the absence of
a magnetic field. We do so as this is a usual setting for experimentally realized BEC. In
the special case of non-interacting particles one can simply write the many body wave
function as a plain product

$$\psi(C,t) = \prod_{i=1}^{N} \psi_i(x_i,t). \quad (1.2.96)$$

In a previous section we have defined BEC as a macroscopic occupation of a single
mode. Hence a product of some single particle functions $\psi_i(x_i)$ could be envisaged as
a candidate wave function for a BEC state. Indeed for noninteracting systems we can
write

$$\psi(C,t) = \prod_{i=1}^{N} \psi_0(x_i,t), \quad (1.2.97)$$
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which corresponds to a special case, i.e., without external trap $V = 0$, conceived by Einstein \[12\] in the paper where he introduced BEC. For interacting particles, however, such a factorization cannot be expected in a strict sense of a simple product of mathemtical functions, but as we will see later, in a modified way. An example for the non appropriateness of product states in this formalism is the scenario of particles with delta function point interactions. Here one has infinite energy at the collision points, so excluding those solutions. In the proofs on BEC discussed in \[62\], they therefore introduce a function which smoothens the wave function, once particles collide, i.e. employ an ansatz $\psi(C) = \phi_0(\vec{x}_1) \cdots \phi_0(\vec{x}_N) \cdot F(\vec{x}_1, \ldots, \vec{x}_N)$, where $F$ vanishes for $\vec{x}_i = \vec{x}_j$ with $i = j$, but is 1 otherwise.

The Schrödinger equation (1.2.94) gives the dynamics of the many body system. On the other hand time independent states correspond to wave functions of the form $\psi = e^{-iE_n/\hbar} \psi$, so it becomes

$$\hat{H} \psi_n(C) = E_n \psi_n(C),$$

(1.2.98)

where $E_n$ is the corresponding $n$th eigenvalue of a solution. Bose-Einstein condensation for atoms is achieved for very cold atoms and therefore for energy levels close to or at the absolute ground state. In a rigorous treatment often condensation in the ground state with energy $E_0$ is considered as it was envisaged by Einstein initially.

**Gross-Pitaevskii Energy functional.** The stationary quantum many-body problem (1.2.98) can be significantly simplified by effective theories in certain parameter regimes \[62, 55, 11\]. For dilute and weakly interacting Bose gases in the ground state, which can be formalized by the parameter limit referred to as Gross-Pitaevskii limit, where $N \to \infty$ and $g = 4\pi N a$ fixed \[62\], the Gross-Pitaevskii equation (1.2.17) provides a convenient tool to understand BEC even in a mathematically rigorous sense. Corresponding to the eigenvalue problem (1.2.98) one defines the GP energy functional (1.2.19). The energy of the system is given by

$$\inf E^{\text{GP}}[\phi] = E^{\text{GP}},$$

(1.2.99)

which is provided by inserting a solution to (1.2.17). Now, it has been shown that in the GP-limit, $N \to \infty$ while $N \cdot a = \text{fixed}$, energy and density of the GP theory converge to the corresponding quantities of the quantum many body problem as stated in the following rigorous theorem.

**Theorem 1.2.1 (Lieb-Seiringer-Yngvason)** If $N \to \infty$ while $N \cdot a = \text{fixed}$, then

$$\lim_{N \to \infty} \frac{E_0}{N} = E^{\text{GP}},$$

(1.2.100)

and

$$\lim_{N \to \infty} n(\vec{r}) = |\phi|^2$$

(1.2.101)

in the weak $L^1$-sense.
Bose-Einstein condensation in the Gross-Pitaevskii limit

A key concept for BEC in the second quantization framework is that of the one-particle density matrix (4.4.2). In the many body Schrödinger equation framework the reduced one-particle density matrix for the ground state $\psi_0$ is defined similarly as

$$\gamma(\vec{x}, \vec{x'}) = N \cdot \int \psi_0(\vec{x}, X) \cdot \psi_0(\vec{x'}, X)dX,$$

with $X = (\vec{x}_2, \ldots, \vec{x}_N)$ and $dX = \prod_{j=2}^N d\vec{x}_j$. It implies $\int \gamma(\vec{x},\vec{x}) = \text{tr}[\gamma] = N$ and BEC means that the operator has an eigenvalue of order $N$ in the thermodynamical limit [62].

In the GP limit the reduced one-particle density matrix factorises, so that $\gamma/N$ becomes a simple product $f(\vec{r}) f(\vec{r'})$. The function $f(\vec{r})$ is then called the condensate wave function. This is analog to (1.1.33). Further it could be proved that in this limit the condensate wave function is the solution to the Gross-Pitaevskii equation $\phi_{\text{GP}}$ as stated in the following theorem.

**Theorem 1.2.2 (Lieb-Seiringer)** For each fixed $g$

$$\lim_{N \to \infty} \frac{1}{N} \gamma(\vec{r}, \vec{r'}) = \phi_{\text{GP}}(\vec{r}) \phi_{\text{GP}}(\vec{r'}).$$

(1.2.103)

Convergence is in the senses that $\text{Trace}|\frac{1}{N} \gamma - P_{\text{GP}}| \to 0$ and $\int (\frac{1}{N} \gamma(\vec{r}, \vec{r'}) - \phi_{\text{GP}}(\vec{r}) \phi_{\text{GP}}(\vec{r'}))^2 d\vec{r} d\vec{r'} \to 0$.

We note that this convergence is not pointwise. From a physicists view this theorem indeed proves rigorously that the GP equation can correctly describe the condensate wavefunction. Furthermore one can deduce for the interpretation of the GP density that the one-particle density associated with the many-body wave function gives the same predictions as the GP density. Because the one-particle density is the mean-value of particles at a given point the GP density is.
1.3 Condensates out of equilibrium

Open particle systems allow gain of energy and particles/quasiparticles, which sets them apart from the conserved atomic systems in thermal equilibrium introduced in the previous section. In an open system the notion of BEC is complicated in particular as particle distributions do not satisfy the same simple relation for the occupation numbers of states as the ideal Bose gas in thermal equilibrium does (1.1.3), while weakly interacting and closed systems relate to this distribution to a higher degree. The importance of the distribution of particles on energy levels is that for (noninteracting and conserved) bosons there is a statistical pressure for particles to occupy the lowest mode significantly, when compared to the higher modes and once a critical temperature has been surpassed. On the other hand BEC is by definition a macroscopically occupied single particle mode with very high spatial coherence and often when formed in appropriate physical setups coherent particles could be added to the condensate or removed from it without compromising the concept. Indeed BEC is proven recently to be feasible in non-equilibrium systems of exciton-polaritons within semiconductor micro cavities [16].

Besides this outstanding example there are a variety of other feasible systems constituting non-equilibrium BEC such as bulk nonlinear crystals, atomic clouds embedded in optical fibers and cavities, photonic crystal cavities and superconducting quantum circuits based on Josephson junctions [15]. In this thesis, however, our emphasis is on the non equilibrium exciton-polariton (polariton) condensates. Polaritons are quasiparticles formed within a semiconductor micro cavity and constitute themselves as superpositions between a light field and bound electron-hole pairs, the so called excitons [29]. These quasiparticles can be generated at will by external excitation through a laser field, while on the other hand they have a lifetime from a few up to hundreds of ps [33], controlled primarily by the leakage of photons from the microcavity [16, 47, 28, 15], which is small in comparison with the time scale of polariton condensates that persists over minutes [32]. Hence, polariton condensates are a true manifestation of a non-equilibrium condensate that can be analyzed experimentally with relative ease compared to atomic BEC [15, 16], due to the lack of complicated cooling devices, which indeed are necessary for atomic bose gas condensation.

In the beginning of this section I introduce the basic second quantization formalism of polariton condensates. Thereafter I will introduce the phenomenological model for exciton-polariton condensates and its various extensions. Then I discuss elementary properties of the non-equilibrium system.

1.3.1 Exciton-polariton condensates

Foundations of exciton-polaritons

Photons.- Photons can be trapped inside a cavity. We suppose the trapping geometry to restrict each photon mode to a finite interval in z-direction. This spatial confinement of photons is achieved by metallic or planar dielectric mirrors [15]. The dielectric crystalline mirrors consist of alternating layers of two different dielectric constants. The reflectivity
increases with the number of layers [28, 49]. On the top and bottom two such distributed Bragg reflectors (DBR) sandwich the cavity spacer of length $l_0$ and refraction index $n_0$. Fig. 1.6 shows an illustration of such a setup. It is important to remarks that although the reflectivity of the DBR’s is very high some photons will leak out of the system, which can be used to analyze the physics within experimentally. Due to this confinement the wave function of the photon is of almost finite extend and thus quantized along $z$-direction, while we assume the photons to propagate freely in the $(x, y)$ plane. We split the wave vector of each photon $\vec{k} \in \mathbb{R}^3$ into the in plane component $\vec{k}_{\parallel} = \vec{k}_x + \vec{k}_y$ and the component along cavity axis that is quantized $\vec{k}_z = \pi M/l_0$ with quantum number $M$. Consequently the dispersion relation of the photon within the cavity becomes

$$E_{\phi}(\vec{k}_{\parallel}) = \frac{\hbar c k}{n_0} = \sqrt{E_z^2 + \frac{\hbar^2 c^2 k_{\parallel}^2}{n_0^2}}.$$  \hfill (1.3.1)

Here $c$ is the speed of light and $E_z = \hbar c |\vec{k}_z|/n_0$ is the minimum energy of a cavity eigenmode [15, 49]. Applying a first order Taylor expansion we get

$$E_{\phi}(\vec{k}_{\parallel}) \simeq \frac{\hbar c k_z}{n_0} + \frac{1}{2} \frac{\hbar k_{\parallel}^2}{n_0 k_z},$$  \hfill (1.3.2)

which is a good approximation of (1.3.1) for small $k_{\parallel}$. For (1.3.2) the first term can be associated with a rest energy of the cavity photon, while the second term represents the kinetic energy of the photon for in plane motion. Consequently one can associate an effective mass to confined photons in analogy to the kinetic energy of intrinsic massive bodies, i.e. $E = \frac{\hbar^2 k^2}{2m}$, by writing

$$m_{\phi} = \frac{\hbar c}{k_z}.$$  \hfill (1.3.3)
We want to point out that this is only an effective mass and not a fundamental property of the cavity photon itself.

**Excitons.** We now turn to a quantized quasi-particle called exciton within a quantum well. A quantum well consists of a thin semiconductor layer in which the quasi-particles are formed and which is embedded in different semiconductors that provide a barrier for the quasiparticles and its constituents [15]. The geometry is chosen such that we have confinement to the same plane \((x, y)\) as the photon modes are confined to. These quantum wells are placed within the cavity spacer as Fig. 1.6 illustrates.

When in a semiconductor an electron is excited into the conduction band it leaves behind a hole in the valence band. This hole can be regarded to carry a charge \(+e\) opposite that of the free electron. An exciton is a quasiparticle consisting of an electron with mass \(m_e\) and a hole with effective mass \(m_h\) can be written in the center of mass frame as

\[
\hat{\epsilon}_{\vec{K},n} = \sum_{\vec{k},\vec{k}'} \delta_{\vec{K},\vec{k}+\vec{k}'} f_n \left( \frac{m_h \vec{k} - m_e \vec{k}'}{m_e + m_h} \right) \hat{a}_{\vec{k}}^{\dagger} \hat{b}_{\vec{k}'}^{\dagger}
\]

with \(K\) being the center of mass momentum and where \(a_{\vec{k}}^{\dagger}\) denotes the creation operator of the electron and \(b_{\vec{k}}^{\dagger}\), the creation operator of the hole, while \(f_n(\vec{k})\) is the wave function of the electron-hole pair [28]. It follows that excitons are bosons for large interparticle spacings in terms of its Bohr radius [28]. Furthermore does the exciton form a dipole that indeed interacts with a light field [29] and as such can form new quasiparticles itself.

**Exciton-Polaritons.** Let us now introduce the concept of exciton-polariton quasiparticles in semiconductor microcavities as illustrated in Fig. 1.6. To do so we employ a 2d coupled harmonic oscillator model, which takes into account the physics of the polaritons as quasiparticles made of photons and excitons. The basic Hamiltonian describing the interaction between laser and excitons is [15, 28, 87]

\[
\hat{H}_{\text{pol}} = \hat{H}_{\text{cav}} + \hat{H}_{\text{exc}} + \hat{H}_I = \sum_{\vec{k}_{||}} E_{\phi}(\vec{k}_{||}) \phi_{\vec{k}_{||}}^{\dagger} \phi_{\vec{k}_{||}} + \sum_{\vec{k}_{||}} E_{\xi}(\vec{k}_{||}) \xi_{\vec{k}_{||}}^{\dagger} \xi_{\vec{k}_{||}} + \hbar \Omega_R \sum_{\vec{k}_{||}} E_{\phi}(\vec{k}_{||}) \left( \phi_{\vec{k}_{||}}^{\dagger} \xi_{\vec{k}_{||}} + \xi_{\vec{k}_{||}}^{\dagger} \phi_{\vec{k}_{||}} \right). \tag{1.3.5}
\]

Here \(\phi_{\vec{k}_{||}}^{\dagger}\) is the creation and \(\phi_{\vec{k}_{||}}\) the annihilation operator of a photon, while \(\xi_{\vec{k}_{||}}^{\dagger}\) and \(\xi_{\vec{k}_{||}}\) are the corresponding operators for the exciton. \(\Omega_R\) is the Rabi frequency, its amount corresponds to the coupling-strength between both fields. For the sake of simplicity we introduce the abbreviation \(g_0 = \hbar \Omega_R\). The coupling constant is the amount of light matter interaction and can be determined by [89]

\[
g_0 = e\hbar \sqrt{f_{\text{osc}}/8\varepsilon_d m_e} \int \psi_{\text{exc}}^{*}(\vec{r}) \psi_{\text{cav}}(\vec{r}) d\vec{r}.
\]

\[
\tag{1.3.6}
\]
Here $\phi_{\text{exc}}$ is the quantum-well (QW) exciton wave function and $\phi_{\text{cav}}$ the cavity photon wave function. $e$ denotes the elementary charge, $f_{\text{osc}}/S$ the QW-exciton oscillator strength per surface area $S$, $\varepsilon$ the dielectric constant, $d$ the quantum well thickness and $m_e$ the electron mass [90].
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Figure 1.7: Panel (a) shows the concept of the exciton-polariton in a semiconductor micro cavity. Panel (b) shows the schematic illustration of the upper and lower energy dispersion curve of the polariton. In particular comparisons with the photon and exciton curves are given. The figure has been taken from the original work [16].

To write down (1.3.5) we have assumed that excitons and light interact, which however is only true for certain spin states of the excitons (bright states) as we will discuss in more detail in a later section. One diagonalizes (1.3.5) by finding the eigenvalues and eigenvectors of

$$A = \begin{pmatrix} E_{\phi}(\vec{k}_{||}) & g_0 \\ g_0 & E_{\xi}(\vec{k}_{||}) \end{pmatrix} \tag{1.3.7}$$

yielding the two eigenvalues

$$E_{L,U}(\vec{k}_{||}) = \frac{1}{2} \left( E_{\phi}(\vec{k}_{||}) + E_{\xi}(\vec{k}_{||}) \mp \sqrt{(E_{\xi}(\vec{k}_{||}) - E_{\phi}(\vec{k}_{||}))^2 + 4g_0^2} \right) \tag{1.3.8}$$

The energy eigenvalues $E_{L,U}(\vec{k}_{||})$ are referred to as the upper and lower (polariton) branch. An illustration of them is given in Fig. 1.7. These two dispersions correspond
to the basis vectors
\[
\psi_L(\vec{k}||) = \begin{pmatrix} h_{2,\vec{k}||} \\ -h_{1,\vec{k}||} \end{pmatrix}, \quad \psi_U(\vec{k}||) = \begin{pmatrix} h_{1,\vec{k}||} \\ h_{2,\vec{k}||} \end{pmatrix}, \quad (1.3.9)
\]
where the so called Hopfield coefficients are given by [28, 90]

\[
h_{1,\vec{k}||} = \frac{1}{2} \left( 1 - \frac{\delta(\vec{k}||)}{\sqrt{\delta(\vec{k}||)^2 + 4g_0^2}} \right), \quad (1.3.10)
\]
and

\[
h_{2,\vec{k}||} = \frac{1}{2} \left( 1 + \frac{\delta(\vec{k}||)}{\sqrt{\delta(\vec{k}||)^2 + 4g_0^2}} \right). \quad (1.3.11)
\]

In addition we have introduced the micro cavity’s detuning [87, 90]

\[
\delta(\vec{k}||) = E_{\xi}(\vec{k}||) - E_{\phi}(\vec{k}||). \quad (1.3.12)
\]

If \(\delta(\vec{k}||) = 0\) the Hopfield coefficients satisfy \(|h_{1,\vec{k}||}|^2 = |h_{2,\vec{k}||}|^2 = \frac{1}{2}\) and the polaritons are exactly half exciton and half photon quasiparticles. In any case the real-valued Hopfield coefficients satisfy the normalization condition \(h_{1,\vec{k}||}^2 + h_{2,\vec{k}||}^2 = 1\) and they quantify the excitonic and photonic content of the polariton; \(|h_{1,\vec{k}||}|^2\) and \(|h_{2,\vec{k}||}|^2\) correspond to the fraction of photon and exciton within a given exciton-polariton. By employing the Hopfield coefficients one obtains the diagonalized Hamiltonian [15, 28]

\[
\hat{H}_{pol} = \sum_{\vec{k}||} E_L(\vec{k}||)p_{\vec{k}||}^\dagger p_{\vec{k}||} + \sum_{\vec{k}||} E_U(\vec{k}||)q_{\vec{k}||}^\dagger q_{\vec{k}||}. \quad (1.3.13)
\]

Here \(p_{\vec{k}||}^\dagger\) are the creation and \(p_{\vec{k}||}\) annihilation operators of a lower branch mode, while \(q_{\vec{k}||}^\dagger\) and \(q_{\vec{k}||}\) are the corresponding quantities for the upper polariton branch. We note that (1.3.13) has a translational symmetry along the cavity plane [15]. The dispersion curve of the lower polariton branch are illustrated in Fig. 1.7 and for low \(|\vec{k}||\) resembles that of the cavity photon (1.3.2) and for higher \(|\vec{k}||\) that of the exciton. The difference between \(E_U(0) - E_L(0)\) gives the Rabi splitting, i.e. the coupling strength between exciton and photon, if the detuning is zero at \(\vec{k}|| = 0\).

**Condensation**

Polaritons are quasiparticles within a semiconductor micro cavity obeying two different energy dispersions, the lower and the upper polariton branch. The effective mass of the
exciton-polaritons is determined by the curvature of the dispersion relations for each branch and given by

\[ m_{U,L} = \hbar^2 \left( \frac{\partial^2 E_{U,L}}{\partial k^2} \right)^{-1}. \]  

(1.3.14)

Consequently the effective mass of the polaritons when \(|\vec{k}_{||}| \sim 0\) is [28]

\[ m_L(|\vec{k}_{||}| \sim 0) \approx \frac{m_\phi}{|\hbar_{2,\vec{k}_{||}}|^2} \sim 10^{-4} m_{\text{exc}}, \quad m_U(|\vec{k}_{||}| \sim 0) \approx \frac{m_\phi}{|\hbar_{1,\vec{k}_{||}}|^2}, \]  

(1.3.15)

with \(m_{\text{exc}} = m_h + m_e\) denoting the effective exciton mass. The relatively light mass of polaritons in comparison to atoms or excitons implies a much higher critical temperature at which the transition to a condensed state happens. That polariton’s/exciton’s can condense is due to the fact that they have effectively integer spin. But due to the polariton’s composite nature an upper bound on the possible polariton density has to be imposed. Indeed polaritons lose their bosonic features at roughly \(n_B = 1/a_B^2\), where \(a_B\) denotes the Bohr radius of the exciton in the given material. To allow polariton condensation, this condition has to be taken into account [49]. Analogue arguments apply for composite atomic condensates, where atoms considered at their own are fermions, but the composite particles obey bosonic statistics. A comparison of key parameters between atoms, excitons and polaritons is shown in Fig. 1.8; it particular shows quantitative values for the critical temperature depending on the species. Note that excitons themselves are bosons and thus can in principle condense to a single mode as well.

**TABLE I. Parameter comparison of BEC systems.**

<table>
<thead>
<tr>
<th>Systems</th>
<th>Atomic gases</th>
<th>Excitons</th>
<th>Polaritons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective mass (m^*/m_e)</td>
<td>(10^3)</td>
<td>(10^{-1})</td>
<td>(10^{-5})</td>
</tr>
<tr>
<td>Bohr radius (a_B)</td>
<td>(10^{-1}) Å</td>
<td>(10^2) Å</td>
<td>(10^2) Å</td>
</tr>
<tr>
<td>Particle spacing: (n^{-1/d})</td>
<td>(10^3) Å</td>
<td>(10^2) Å</td>
<td>1 μm</td>
</tr>
<tr>
<td>Critical temperature (T_c)</td>
<td>1 nK–1 μK</td>
<td>1 mK–1 K</td>
<td>1–&gt;300 K</td>
</tr>
<tr>
<td>Thermalization time/Lifetime</td>
<td>1 ms/1 s(\sim 10^{-3})</td>
<td>10 ps/1 ns(\sim 10^{-2})</td>
<td>((1-10 \text{ ps})/(1-10\text{ ps})=0.1-10)</td>
</tr>
</tbody>
</table>

Figure 1.8: Comparison of key parameters for various candidates eligible for the BEC transition as taken from [28].

**The weak and the strong coupling regime**

Regarding the interaction between the excitons and the photons at least two different regimes can be distinguished, that of strong coupling and that of weak coupling, although clearly a continuum exists in-between [47]. Generally speaking weak coupling between two fields accounts for a perturbation of each field by the other without a significant adaption of their properties. This regime is often utilized for semiconductor-based
emitters like VCSELs (vertical cavity surface emitting lasers) or quantum-dot polariton based single-photon sources. Strong coupling implies new quantum mechanical eigenstates for the system and a splitting between the exciton and cavity modes appears [90].

To illustrate the differences between those two regimes we now take into account the finite lifetime of the photon and exciton that make up a polariton. We introduce the cavity photon decay rate $\gamma_{\text{cav}}$ and $\gamma_{\text{exc}}$, which takes non radiative exciton decay into account [28]. For uncoupled decaying exciton-photon states one writes

$$H_{k_{||}} = \begin{pmatrix} E_{\phi}(k_{||}) - i\hbar\gamma_{\text{cav}} & g_0 \\ g_0 & E_{\xi}(k_{||}) - i\hbar\gamma_{\text{exc}} \end{pmatrix}$$

(1.3.16)

with new energy eigenvalues given by

$$E_{L,U}(k_{||}) = \frac{1}{2} \left( E_{\phi}(k_{||}) + E_{\xi}(k_{||}) - i\hbar(\gamma_{\text{exc}} + \gamma_{\text{cav}}) \right) \pm \sqrt{g_0^2 + \frac{1}{4} \left( \delta(k_{||}) - i\hbar(\gamma_{\text{exc}} - \gamma_{\text{cav}}) \right)^2}.$$  

(1.3.17)

The energy dispersion of the upper and lower dispersion branch is modified by the decay represented by $\gamma_{\text{cav}}$ and $\gamma_{\text{exc}}$ and the energy difference between the branches becomes

$$\hbar\Omega' = \sqrt{4g_0^2 - \hbar^2(\gamma_{\text{exc}} - \gamma_{\text{cav}})^2}.$$  

(1.3.18)

Now, strong light matter coupling means that (1.3.18) is real-valued, which corresponds to the regime where the coupling dominates dissipative processes [15, 28].

From the decay rates one in particular deduces the lifetime of the polaritons [49, 90], which for the lower branch is [28]

$$\frac{1}{\tau_p(k)} = \frac{|h_{1,k_{||}}|^2}{\tau_{\text{cav}}} + \frac{|h_{2,k_{||}}|^2}{\tau_{\text{exc}}}$$

(1.3.19)

with $\gamma_{\text{cav}} = 1/\tau_{\text{cav}}$, $\gamma_{\text{exc}} = 1/\tau_{\text{exc}}$ and for the upper branch

$$\frac{1}{\tau_p(k)} = \frac{|h_{1,k_{||}}|^2}{\tau_{\text{cav}}} + \frac{|h_{2,k_{||}}|^2}{\tau_{\text{exc}}}.$$  

(1.3.20)

In state-of-the-art semiconductor micro cavities one has $\gamma_{\text{cav}} \simeq 1-100\text{ps}$ and $\gamma_{\text{exc}} \simeq 1\text{ns}$ and thus the main contribution for the finite lifetime is due to the leakage of cavity photons and the induced decay of polaritons [28, 33]. The lifetime significantly depends on the number of DBRs forming the micro cavity.

**Measuring the polariton condensate**

The emission of leaking photons from the microcavity either stems from the cavity photon or usually in polariton experiments the lower dispersion polaritons depending on
the coupling strength between the exciton and photon modes. In this sense the system shows either regular lasing or polariton condensation. Furthermore it shows a cross over between weak coupling at higher temperatures and high pumping strengths to strong coupling at lower temperatures and pumping [47], while here we turn our focus to the latter case. The decay of polaritons is mainly due to the leakage of photons of energy \( E_{L,P} = \hbar \omega \) out of the cavity and has the same in plane wave vector \( \vec{k}_|| \) as the polariton it has been emitted from. The decay rate depends on the quality of the cavity mirrors, which can be increased or decreased in a simple fashion e.g. by adding additional layers to the DBRs [28, 49]. In measurements the in-plane \( \vec{k}_|| \) vector of the leaking cavity photons directly corresponds to the angle of emission out of the microcavity and the energy allowing to measure directly the full exciton-polariton wave vectors [28]. This is illustrated in Fig. 1.6 and Fig. 1.7.

**Self-interactions of lower branch polaritons**

Until now we have neglected in our discussion interactions between the condensed quasi-particles. Such interactions are present and indeed stem from the exciton quasiparticles, which interact with each other via the exchange of electrons [15, 47]. The effective Coulomb interactions between electron and hole pairs with each other can be simplified by contact two-body interactions between excitons given by [15, 87],

\[
\hat{H}_\xi = \frac{1}{2} \sum_{\vec{k}_||, \vec{k}'_||} V^\xi \xi^\dagger_{\vec{k}_||} \xi^\dagger_{\vec{k}'_||} \xi_{\vec{k}_||} \xi_{\vec{k}'_||},
\]

(1.3.21)

where \( \xi_{\vec{k}_||} (\xi^\dagger_{\vec{k}_||}) \) are the exciton annihilation (creation) operators. In the polariton basis these are taken into account in the Hamiltonian [15, 87] with an additional term

\[
\hat{H}_{PP} = \frac{1}{2} \sum_{\vec{k}_||, \vec{k}'_||, \vec{q}} V^{PP}_{\vec{q}, \vec{k}_||, \vec{k}'_||} \rho^\dagger_{\vec{k}_||+\vec{q}} \rho_{\vec{k}'_||-\vec{q}} \rho_{\vec{k}_||} \rho_{\vec{k}'_||},
\]

(1.3.22)

with

\[
V^{PP}_{\vec{q}, \vec{k}_||, \vec{k}_||'} = V_{\vec{q}, \vec{k}_||, \vec{k}_||'} \xi \xi^\dagger \xi^\dagger \xi,
\]

(1.3.23)

and \( \xi_\xi (\xi^\dagger_\xi) (\xi^\dagger_\xi) (\xi_\xi) \) denoting the lower exciton branch annihilation (creation) operators, which follow from the eigen vectors (1.3.9) [87]. So the combined Hamiltonian of (1.3.13) and (1.3.22) is then given by

\[
\hat{H}_{pol} = \hat{H}_P + \hat{H}_{PP}.
\]

(1.3.24)

As in the derivation of the Gross-Pitaevskii equation for atomic condensates (1.2.17) delta function self-interactions between the field operators can be assumed, if the conditions for diluteness and relative shortness of the scattering length are satisfied for the system.
1.3.2 A non-equilibrium complex nonlinear Schrödinger-type model

The Superfluid State equation

A key property of polaritons in polariton condensates is that they interact with each other inducing enriched dynamics of the coherent matter waves they form, such as a nonzero finite speed of sound below which there is a superfluid phase [15]. In contrast does the linear single-body Schrödinger equation obey excitations, the so called Reighleight waves, which occur once only a small modulation of the condensate is induced, while the nonlinear counterpart lacks such excitations [15]. In contrast to the linear equation the nonlinearity can compensate a sufficiently small local gain of energy and therefore prevent the phase of the superfluid to wind up, and so the emergence of excitations such as quantized vortices. Similarly to the atomic case we formulate an alternative description to the second quantization framework [15, 47, 28] for the condensate wave function of the lower polariton branch in terms of a GP-like equation,

$$i\hbar \partial_t \psi(\vec{r}, t) = \left( \hat{E}_L + V_{ext}(\vec{r}, t) + \alpha |\psi|^2 \right) \psi(\vec{r}, t),$$  \hspace{1cm} (1.3.25)

where the lower branch dispersion $\hat{E}_L$ is often approximated as $-\frac{\hbar^2 \nabla^2}{2m^*}$ with $m^*$ denoting the effective mass of the polariton. This approximation corresponds in $\vec{k}_||$-space to setting the dispersion relation (1.3.8) for low momentum polaritons (small $\vec{k}_||$) to $\hat{E}_L(\vec{k}_||) \sim -\vec{k}_||^2$. $\psi(\vec{r}, t): \mathbb{R}^{2+1} \rightarrow \mathbb{C}$ is the order parameter of the many-body system, i.e. the condensate wave function. Further (1.3.25) includes the self-interactions between polaritons of strength $\alpha$ that stem to the leading order from the electron-electron exchange interactions when two excitons swap their electrons [47]. The magnitude of self-interactions is given through [87, 15]

$$\alpha = \frac{6E_b X_{exc}^2 a_B^2}{S},$$  \hspace{1cm} (1.3.26)

where $a_B$ is the 2d Bohr radius, $X_{exc}$ the excitonic fraction and $S$ is a normalization and $E_b$ is the excitonic binding energy.

Gain and Loss

We present two alternatives of modelling growth and decay. The nonuniqueness of the theoretical model comes from the phenomenological nature of the model. So far a unique model has not been completely derived from a second quantization scheme, but only motivated by physical arguments. Now, introduced in [48] gain and loss of polaritons can be modeled by extending the condensate dynamics via

$$\partial_t \psi = \left( P(\vec{r}) - \gamma |\psi|^2 \right) \psi,$$  \hspace{1cm} (1.3.27)

where $P(\vec{r})$ is the pumping distribution and $\gamma$ the factor for the density dependent decay rate. On the other hand according to [91, 15] the time dynamics of (1.3.25) in an
incoherently pumped mean field polariton condensate are enhanced by
\[ \partial_t \psi = \left( \frac{P}{\gamma_R + R|\psi|^2} - \gamma_L \right) \psi, \quad (1.3.28) \]
where the first term on the r.h.s. in (1.3.28) is a saturating nonlinearity, which for small
amplitudes becomes (1.3.27) as can be seen by applying a first order Taylor expansion.
Here \( \gamma_R \) represents the reservoir decay rate, \( \gamma_L \) the condensate decay rate and \( R \) the
scattering rate from the reservoir into the condensate. Multiplying (1.3.28) by \( \psi^* \) and
adding the hermitian conjugate we get for the condensate particle magnitude
\[ \partial_t n = 2 \left( \frac{P}{\gamma_R + \gamma_L n} - \gamma_L \right) n. \quad (1.3.29) \]
The dynamics imposed by (1.3.29) implies that the higher the magnitude \( n(\vec{r}) \) is at a
given point the lower the gain for the condensate wave function there and vice versa. If
the left hand side in (1.3.29) is negative a decrease of particles follows while when it is
positive the condensate gains particles/mass at a given point \( \vec{r} \). Now, adding (1.3.28)
to (1.3.25) we obtain a non equilibrium order parameter equation for the polariton
condensate
\[ i\hbar \partial_t \psi(\vec{r}, t) = \left( -\frac{\hbar^2 \nabla^2}{2m} + V_{\text{ext}}(\vec{r}, t) + \alpha|\psi|^2 \right) \psi(\vec{r}, t) + \]
\[ + i \left( \frac{P}{\gamma_R + R|\psi|^2} - \gamma_L \right) \psi(\vec{r}, t). \quad (1.3.30) \]
We note that the complex terms due to pumping and decay resemble to some extend
those induced by motion (3.8.13) and (1.2.48) or an electromagnetic field. Furthermore
for stationary condensates the \( U(1) \) symmetry is preserved. Generally energy relaxation
can be taken into account by introducing additional decay of particles as a function
of energy. The most straightforward way to phenomenologically model the process of
energy relaxation is via a factor \( \partial_t \rightarrow (1 + i\mu) \partial_t \) introduced to the nonlinear hamiltonian
in (1.3.30) [47].

**Dynamical reservoir**

In addition to the equation for the condensate field \( \psi \), one can introduce a dynamical
reservoir population equation for the wave function in correspondence with the form in
(1.3.30). The latter is indeed an approximating of the reservoir when \( \partial n_R / \partial t \simeq 0 \) applies
and can be extended to include time dependence explicitly [91] by
\[ \frac{\partial n_R}{\partial t} = P - \gamma_R n_R - R|\psi|^2 n_R. \quad (1.3.31) \]
\( P \) denotes the spatial and time dependent pumping geometry associated with the applied
laser beam that corresponds as coherent photon source. \( \gamma_R \) represents the reservoir decay
rate and the third term on the r.h.s. represents the loss due to stimulated scattering
from the reservoir into the polariton condensate. As \( \gamma_L \ll \gamma_R \) the reservoir dynamics is
faster than that of the condensate and one can indeed assume \( \partial n_R / \partial t \simeq 0 \) as only the time
averaged mean value of the reservoir is felt by the condensate.
Figure 1.9: Measured far-field emission (momentum distribution) at 5K as condensation within a 2d polariton condensate takes place, showing the typical narrowing at $k_{||} = 0$ for increased power. (a) is $0.55 P_{\text{thr}}$, (b) is $P_{\text{thr}}$ and (c) is $1.14 P_{\text{thr}}$, where the power $P_{\text{thr}} = 1.67 kW cm^{-2}$ and corresponds to the condensation threshold. [16]

**Incoherent pumping**

With the mean field theory presented by (1.3.30) we have introduced a model describing the dynamics induced through an incoherent pumping scheme. This scheme presupposes a physical situation where a significant density of incoherent polaritons are located in the so called bottleneck region in $k_{||}$-space, that is closely around the inflection point of the lower polariton dispersion. Then further relaxation to the bottom of the lower polariton branch via phonon-polariton scattering is decreasing due the reduced density of states in the final states. However, once the polariton density is above some threshold polariton-polariton scattering provides another energy relaxation process as they scatter into the bottom of the lower branch, while the other polaritons scatters into the excited excitonic region. Due to the statistical pressure by the bosonic nature of polaritons once the density of polaritons at the bottom of the lower branch is above order one, increase of particles is stimulated. When the gain of polaritons there exceeds the losses caused by decay a coherent polariton condensate forms at $|\vec{K}_{||}| \sim 0$ [15]. Fig. 1.9 shows the condensation of polaritons in momentum space around the threshold as measured in experiments. Fig. 1.7 illustrates the form of the lower polariton branch and at which position on the dispersion the condensate forms on the lower energy branch. As mentioned earlier, the momentum vector of the polariton is experimentally determined by the angle and magnitude of outgoing photons.
Bogoliubov excitation spectrum for the lower polariton branch

To quantify the effects of pumping and decay on the elementary excitation spectrum of the modified GPE (1.3.25) for a homogeneous ground state \( \psi_L = \sqrt{n_L} \exp(-i\omega t) \) one considers the linearized Bogoliubov equations for the perturbation \( \delta \psi_L(\vec{r}) \) and its complex conjugate,

\[
\begin{align*}
    i\partial_t \begin{pmatrix} \delta \psi_L(\vec{r}) \\ \delta \psi_L^*(\vec{r}) \end{pmatrix} &= \\
    &= \begin{pmatrix} \omega_L(\vec{k}_{||}) + 2\alpha n_L - \omega - i\Gamma/2 & \alpha n_L - i\Gamma/2 \\
    -\alpha n_L - i\Gamma/2 & -\omega_L(\vec{k}_{||}) - 2\alpha n_L + \omega - i\Gamma/2 \end{pmatrix} \begin{pmatrix} \delta \psi_L(\vec{r}) \\ \delta \psi_L^*(\vec{r}) \end{pmatrix},
\end{align*}
\]

(1.3.32)

with \( \omega_L(\vec{k}_{||}) = \omega_0^L - \hbar \vec{k}_{||}^2 / 2m_L \) [15]. \( \omega_0^L \) is the frequency of the bottom of the lower polariton branch and \( g_L \) the magnitude of polariton self-interactions. In addition we have introduced an effective damping rate [15]

\[
\Gamma = \frac{PRn_L}{(\gamma_R + Rn_L)^2}.
\]

(1.3.33)

Then by considering the small amplitude harmonic modes as in the corresponding section for equilibrium condensates we obtain

\[
\omega_{\text{Bog}}(\vec{k}_{||}) = \pm \sqrt{\frac{\hbar^2 \vec{k}_{||}^2}{2m_L} \left( \frac{\hbar^2 \vec{k}_{||}^2}{2m_L} + \alpha n_L \right) - \frac{\Gamma^2}{4} - i\frac{\Gamma}{2}}.
\]

(1.3.34)

Here \( P \) is the constant pumping [15]. In contrast to equilibrium BEC additional terms due to the gain and loss have been introduced to the dispersion curve in (1.3.34). The non equilibrium dispersion resembles the equilibrium case once the limit to the conservative system \( \Gamma \to 0 \) is applied.

In the equilibrium case we have seen that there are a variety of elementary excitations, which depend on the dimensionality of the condensate. Analog excitations indeed do exist within polariton condensates [15]. However, it has been shown numerically that due to the pumping and decay terms these excitations do not persist for infinite times but disperse [92].
1.4 Spinor condensates

By definition BEC is a many-body phenomenon of macroscopically occupied states of very high coherence. While we so far have considered single mode condensates, we now turn to condensates of two components. So the operator of the many-body system (1.1.22) becomes

\[ \hat{\Psi}^\dagger_N = \sum_{i=0}^{N-M-1} f_1 \hat{a}_i^\dagger + \sum_{j=N-M}^{N} f_2 \hat{a}_j^\dagger. \]  

(1.4.1)

Applying the Bogoliubov c-number approximation one can simplify the operator to be effectively described by two classical condensate wave functions \( f_1 \) and \( f_2 \). From a theoretical point of view it is clear that several components of BEC can in principle coexists, but depending on internal parameters communicate their presence to each other. Examples of several components of condensates are systems including different spin states of the condensed atoms that induce a hyperfine splitting between the components [11] or one can envisage different species of atoms to condense into the same trap, which due to their different mass, and scattering length would impose enhanced dynamics on the system of condensates. First we shortly review the two component formalism for atomic condensates and secondly that for polariton condensates which stems from the pseudo spin of the polariton quasiparticles.

1.4.1 Multicomponent atomic condensates

Although a second quantization approach applies for the treatment of multicomponent condensates we will shortcut the arguments leading to an effective mean-field model, but note that similar considerations as for the single component case apply for the derivation. So to capture the two component atomic BEC (occupying the hyperfine states \( |F = 1, m_F = -1\rangle \) and \( |F = 2, m_F = 1\rangle \)) we simply introduce the generalized GP energy functional [11]

\[ E^{\text{GP}}_2[\psi_1, \psi_2] = \int \left( \frac{\gamma}{2} |\nabla \psi_1|^2 + \frac{\gamma}{2} |\nabla \psi_2|^2 + V^{(1)}_{\text{ext}}(\vec{r})n_1 + \right. \]
\[ + \left. (V^{(2)}_{\text{ext}}(\vec{r}) + V_{\text{hf}})n_2 + \frac{1}{2}g_1 n_1^2 + \frac{1}{2}g_2 n_2^2 + g_{12} n_1 n_2 \right) d\vec{r}. \]  

(1.4.2)

In contrast to the convex single component functional (1.2.19), \( E^{\text{GP}}_2[\psi_1, \psi_2] \) is an expression of the wave function of the condensate component \( \psi_1 \) and of component \( \psi_2 \) and its minimizer, say \( \Psi = (\psi_1, \psi_2) \), provides the energy of the BEC system. Further introduced symbols in (1.4.2) are given as follows: \( g_i \) denotes the self-interactions of component \( i \), while \( g_{12} \) isotropic cross-interactions between components and \( n_i \) denotes the magnitude of the component \( i \). Here \( V_{\text{hf}} \) is the hyperfine splitting between two atomic states due to the relative energy shift between components [11]. \( V^{(i)}_{\text{ext}}(\vec{r}) \) are the trapping potentials felt by component 1 and 2, respectively. Analogously to the single
component theory the minimizing functions are then obtained by the variational approach \( i\hbar \partial_t \psi_i / \partial_t \psi_i = \delta E / \delta \psi_i^\ast \) with \( i = 1, 2 \). Applying the variational approach under the assumption of fixed mass (included by a Lagrangian multiplier) one gets a system of two coupled Gross-Pitaevskii equations, corresponding to Euler-Lagrange equations for the spinor field \( \Psi = (\psi_1, \psi_2) \),

\[
i \hbar \partial_t \psi_1 = \left( -\frac{\hbar^2}{2m} \vec{\nabla}^2 + V_{\text{ext}}^{(1)} + g_1 |\psi_1|^2 + g_{12} |\psi_2|^2 \right) \psi_1 \tag{1.4.3}
\]

and

\[
i \hbar \partial_t \psi_2 = \left( -\frac{\hbar^2}{2m} \vec{\nabla}^2 + V_{\text{ext}}^{(2)} + V_{\text{hf}} + g_2 |\psi_2|^2 + g_{12} |\psi_1|^2 \right) \psi_2 \tag{1.4.4}
\]

with self-interactions explicitly given by \( g_1 = 4\pi \hbar^2 a_1 / m \) and \( g_2 = 4\pi \hbar^2 a_2 / m \) and cross-interaction given by \( g_{12} = 4\pi \hbar^2 a_{12} / m \). Here we denote the scattering length between particles of state 1 and 2 by \( a_{12} \). Atom numbers are assumed to be conserved in this model, so neglecting the scattering from one component into the other \[11\]. Remarkably mixtures of dilute \(^{87}\text{Rb}\) atom gases in the condensed phase in two different hyperfine states have been realized in experiment and are well described by this model \[11\]. More recently different species consisting of e.g. a \(^{87}\text{Rb}\) atom condensate and a \(^{85}\text{Rb}\) atom condensate were realized \[93\]. Now as the above system of coupled GPE suggests, one can distinguish different regimes depending on the relation of self- and cross-interactions.

To induce a separation of phases the condition for the condensate to be immiscible \( g_{12} > \sqrt{g_1 g_2} \) has to be satisfied, as the cross talk between components will force them apart \[11\], which has been shown particularly in \[93\]. As soon as \( g_{12} \leq \sqrt{g_1 g_2} \) condensates become miscible and only fluctuations between components might appear through the relatively small \( g_{12} \). Also in two component systems Feshbach resonances allow the control over the scattering length and therefore the self-interaction parameter of each component separately \[93\]. This insight will be utilized in one of the following chapters, where an effective mechanism to generate skyrmions/core vortices will be presented.

\subsection*{1.4.2 Spinor polariton condensates}

Similarly to atoms, polaritons obey two component properties due to an intrinsic spin, which becomes relevant once decoherence between the components is induced. It turns out that this spin allows the separation of spin modes e.g. by applying an external magnetic field on the polariton condensate or excitation by oppositely polarized light and thus two component spinor states formally similar to their atomic counterpart become feasible.

Let us introduce first the concept of spin in polaritons and then present a theoretical framework for polariton condensates which takes their spin degree of freedom into account in a circularly polarization basis.
Pseudospin model for polaritons

As the polariton is a quasiparticle the arrangement of the angular momentum of its components is key for the manifestation of the polariton’s quasi spin. In standard quantum wells, the electron in the conduction band has a $S$-symmetry projection of its angular momentum $J^e_z = S^e_z = \pm 1/2$ [15, 87]. A hole with $P$-symmetry in the valence band has possible angular momenta $J^h_z = S^h_z + M^h_z = \pm 1/2, \pm 3/2$. This includes the case of a hole with spin projection antiparallel to mechanical momentum $M^h_z$ that implies $J^h_z = \pm 1/2$, but otherwise one has angular momentum $J^h_z = \pm 3/2$ [87]. So the total angular momentum of excitons can be $J = \pm 1, \pm 2$. It turns out that only the $J = \pm 1$ states can be excited optically, which is essential to form polaritons in the semiconductor micro cavity [29, 15], i.e. excitons which interact with light have $\pm 1$ spin projections. Due to this interaction one can polarize exciton-polaritons by illuminating the excitons with a polarized light source. Circularly polarized light yields $J = 1, -1$ and linearly polarized light a superposition of $J = +1$ and $J = -1$, with absolute zero spin projection. In Fig. 1.10 we show an analog to the so called Stokes vector on the Poincare sphere representing the polarization state of the polariton stemming from the illumination with the polarized light field. Taken over from the polarization of the light each polarization of the polariton can be associated with a point on this sphere. The north and south poles of the sphere are the circular polarizations (due polarization with circularly polarized light) while the equatorial plane corresponds to linear circulation (stemming from linearly polarized light) [49, 87]. The polariton has spin projection

Figure 1.10: Schematic illustration of the pseudo spin representation, where $S$ denotes the stokes vector. The image has been taken from [87].

$J = \pm 1$ that couples to light and separates from the other component $J \pm 2$ in a way that the latter is negligible for the $J = \pm 1$ condensate dynamics. A separation of spin components $J = 1$ and $J = -1$ can be by achieved by excitation through $\sigma_+$ and $\sigma_-$ circulated light [94]. Formally the spin structure of polaritons is analog to that of
electrons and can be represented by the 2x2 pseudo-spin density matrix

$$\rho = \frac{N}{2} \mathbf{I} + \vec{S} \cdot \vec{\sigma}, \quad \text{(1.4.5)}$$

where $\mathbf{I}$ is the 2x2 unit matrix, $N$ the total number of particles, $\vec{S} = (S_x, S_y, S_z)$ the pseudo-spin vector and $\vec{\sigma}$ the vector of Pauli matrices [94, 87]. The pseudo-spin’s orientation along the $z$-axis is associated with circular polarized polaritons, while when the pseudo-spin is within the $(x, y)$-plane one has linear polarized polaritons. For circularly polarized polaritons (1.4.5) reduces to

$$\rho = \frac{N}{2} \mathbf{I} + S_z \cdot \sigma_z. \quad \text{(1.4.6)}$$

**TM-TE splitting**

Polaritons with $\vec{k}_{||} \neq 0$ can be classified as states of dipole momentum orientated along and perpendicular to the wave vector as they in particular obey different energy levels; excitons with dipole moment parallel to the wave vector are called transverse magnetic (TM) and excitons with dipole momentum perpendicular to the wave vector transverse electric (TE). The long-range electron-hole interaction imposes a longitudinal-transverse splitting (LT) of the two types of excitons referred to as TE-TM splitting [94]. This splitting further translates to polaritons with $k_{||} \neq 0$ and accounts for the energy difference between the TM and TE states [49]. In [90] a pseudo spin representation modelling the TE-TM splitting has been introduced and can be described as follows. The propagation of a single free polariton is governed by the effective Hamiltonian extended by an effective magnetic-type field acting upon it [90], i.e.

$$\hat{H}(\vec{k}_{||}) = \frac{\hbar^2 \vec{k}_{||}^2}{2m^*} + \mu_B g (\vec{\sigma} \vec{H}_{eff}). \quad \text{(1.4.7)}$$

Here $\vec{\sigma}$ is the Pauli matrix vector, $m^*$ the effective mass of the polariton and we have introduced the effective field

$$\vec{H}_{eff} = \frac{\hbar}{\mu_B} \Omega_{k_{||}} \quad \text{(1.4.8)}$$

where $\Omega_{k_{||}}$ has the components

$$\Omega_x = \frac{\Omega}{k_{||}^2} (k_x^2 - k_y^2), \quad \Omega_y = \frac{2 \Omega}{k_{||}^2} k_x k_y, \quad \text{(1.4.9)}$$

with $\vec{k}_{||} = (k_x, k_y)$, $\Omega = \Delta_{LT} / \hbar$ and $\Delta_{LT}$ is the longitudinal-transverse splitting. Consequently the strength of the energy splitting of the two species of polaritons is by (1.4.7) due to the magnitude of the LT splitting. We refer to [90] for details on the orientation of the effective field in terms of the in-plane wave vector $\vec{k}_{||}$.

The density matrix for the spin without interactions evolves in time by the Liouville-von Neumann equation [87],

$$i\hbar \partial_t \rho = [\hat{H}(\vec{k}_{||}), \rho], \quad \text{(1.4.10)}$$
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with the Hamiltonian given by (1.4.7). Note that the general form of (1.4.10) can be derived from the Schrödinger equation.

**TE-TM splitting in the circularly polarized spinor polariton condensate**

Previous considerations on the pseudo-spin dynamics for polaritons apply for many coherent polaritons without interactions as well. When interactions between polaritons play a crucial role, however, the model needs to be extended. In the circularly polarized basis the Hamiltonian respectively Gross-Pitaevskii-type energy functional for the condensate spinor wave function \( \Psi = (\psi_+, \psi_-) \) with interactions is becomes [94, 87],

\[
E = \int \left( \Psi^\ast A \Psi + \frac{\alpha_1}{2} (|\psi_+|^4 + |\psi_-|^4) + \alpha_2 |\psi_+|^2 |\psi_-|^2 \right) d\vec{r}. \tag{1.4.11}
\]

\( \alpha_1 \) denotes the self-interaction strength within each spin component of the spinor and \( \alpha_2 \) accounts for the cross-interactions between each spin component. The kinetic energy operator of (1.4.11) is given by

\[
A = \left( \begin{array}{cc}
-\frac{\hbar^2 \Delta}{2m} & \beta (\partial_y - i \partial_x)^2 \\
\beta (\partial_y + i \partial_x)^2 & -\frac{\hbar^2 \Delta}{2m} \end{array} \right).
\tag{1.4.12}
\]

The off-diagonal elements correspond to the TM-TE splitting and impose a splitting of spin components, while it is the simplest form with which they can be associated with the effective magnetic field (1.4.9) [94, 87]. The diagonal terms are the conventional kinetic energy terms of the lower polariton branch. We have used the effective mass \( m^* \) of the polariton, which can be written in terms of the effective masses of the TM (\( m_{TM} \)) and TE (\( m_{TE} \)) energy branches,

\[
m^* = \frac{m_{TM} m_{TE}}{m_{TM} + m_{TE}}. \tag{1.4.13}
\]

The factor \( \beta = \hbar^2/4 \cdot (1/m_{TM} - 1/m_{TE}) \) in (1.4.12) denotes the magnitude of the TE-TM splitting between the components. Applying the Lagrangian equations as in the previous section on (1.4.11) yields the state equations for the minimizers \( \psi_+ \) and \( \psi_- \) of the energy functional (1.4.11). These are given by

\[
i\hbar \frac{\partial \psi_+}{\partial t} = -\frac{\hbar^2}{2m^*} \Delta \psi_+ + \alpha_1 |\psi_+|^2 \psi_+ + \alpha_1 |\psi_-|^2 \psi_+ + \beta (\partial_y - i \partial_x)^2 \psi_- \tag{1.4.14}
\]

\[
i\hbar \frac{\partial \psi_-}{\partial t} = -\frac{\hbar^2}{2m^*} \Delta \psi_- + \alpha_1 |\psi_-|^2 \psi_- + \alpha_1 |\psi_+|^2 \psi_- + \beta (\partial_y + i \partial_x)^2 \psi_. \tag{1.4.15}
\]

Besides self-interaction and between components one has the additional TE-TM splitting terms modifying the evolution of the spinor polariton condensate \( \Psi = (\psi_+, \psi_-) \). The latter terms induce in particular an exchange between particles of each spin component. We point out that the mass of particles is not conserved for a polariton system, but varies with time, when no stationary state is accessible. We note that another form of splitting between spin components in polariton condensates is due to the intrinsic Zeemann splitting, we refer to [87] for details.
TM-TE splitting model in 1d

In one spatial dimensions the spinor polariton field $\psi = (\psi_+, \psi_-)^T$ due to TM-TE splitting evolves according to the simplified system of cGLE [26]

$$
\begin{align*}
\frac{i\hbar}{\partial t} \psi_+ &= \left[-\frac{\hbar^2 \Delta}{2m} + \alpha_1 (|\psi_+|^2 + n_R) + \alpha_2 |\psi_-|^2 \right] \psi_+ \\
&+ \left[U - \frac{i\hbar}{2} (\gamma_d - \gamma_p n_R)\right] \psi_+ - \frac{H_x}{2} \psi_-
\end{align*}
$$

(1.4.16)

$$
\begin{align*}
\frac{i\hbar}{\partial t} \psi_- &= \left[-\frac{\hbar^2 \Delta}{2m} + \alpha_1 (|\psi_-|^2 + n_R) + \alpha_2 |\psi_+|^2 \right] \psi_- \\
&+ \left[U - \frac{i\hbar}{2} (\gamma_d - \gamma_p n_R)\right] \psi_- - \frac{H_x}{2} \psi_+
\end{align*}
$$

(1.4.17)

(1.4.18)

Here we have included pumping and decay within the set of equations and a reservoir $n_R$, which can be dynamical or statical as discussed in a previous section. In contrast to the 2d case (1.4.12) the TM-TE splitting can be assumed to be constant along the 1d geometry; in addition to the case without spin we now have an effective magnetic-type field with amplitude $H_x = 0.01$ meV induced by the energy splitting between TE and TM eigenmodes and that couples both spin components. $\gamma_p$ denotes a pump rate and $\gamma_d$ the linear decay of particles. A crucial point is that the polariton-polariton interactions are spin-anisotropic and that the interactions within a spin component are much bigger than between the spin polariton components, i.e. $\alpha_2 = -0.1\alpha_1$, and vary with the number of quantum wells, their separation within the cavity spacer and the detuning between the light and exciton fields [87].
2 Analytical properties of a rapidly rotating Bose-Einstein condensate in a homogeneous trap

Florian Pinsker and Jakob Yngvason, published in a joint work with Michele Correggi and Nicolas Rougerie as part of the paper J. Math. Phys. 53, 095203 (2012);

We present an asymptotic analysis of the effects of rapid rotation on the ground state properties of a superfluid confined in a two-dimensional trap. The trapping potential is assumed to be radial and homogeneous of degree larger than two in addition to a quadratic term. The energy asymptotics are found between the two critical rotational velocities marking respectively the vortex lattice regime with the creation of a hole of low density within the vortex lattice and the giant vortex phase. These phenomena have previously been established rigorously for a flat trap with fixed boundary but the soft traps considered in the present paper exhibit some significant differences.

2.1 Introduction

Since their first experimental realization in 1995, atomic Bose-Einstein condensates (BECs) have become a subject of tremendous interest, stimulating intense theoretical activity. The BE-condensed alkali vapors that are nowadays produced in many laboratories offer a spectacular level of tunability for several experimental parameters, making them a favorite testing ground for many intriguing quantum phenomena. Among these is superfluidity, i.e., the occurrence of frictionless flow, previously observed in liquid helium. Atomic BECs offer a valuable alternative to the latter system, since experiments with dilute gases of ultracold atoms allow to test theories of superfluidity in much more detail.

From a theoretical point of view an appealing aspect of the field is its sound mathematical foundation. The most commonly used model for the description of BECs, the so-called Gross-Pitaevskii (GP) theory, is now supported both by extensive comparisons with experiments [95, 182] and a solid mathematical basis [97]. Indeed, substantial advances on the connection between GP theory and many-body quantum physics have been made in recent years, leading to a rigorous derivation of both the stationary [98, 99, 100] and dynamic aspects [101, 102, 103] of the theory.

One of the most striking features of superfluids is their response to rotation of the confining trap. Typical experiments (see [182] for further references) start by cooling
a Bose gas in a magneto-optical trap below the critical temperature for Bose-Einstein condensation. If the trap is set in rotational motion the gas stays to begin with at rest in the inertial frame, but if the rotation speed exceeds some critical value, vortices are nucleated and remain stable over a long time span. This behavior is in strong contrast with that of a classical fluid, which in the stationary state rotates like a rigid body and thus remains at rest in the rotating frame.

In a rotationally symmetric trap, the main two experimentally tunable parameters are the rotation speed and the strength of interparticle interactions, written as $1/\varepsilon^2$ with $\varepsilon > 0$ in the sequel. The ground state of the system strongly depends on the relation between these two parameters.

In this paper we study the ground state of a rotating Bose gas in the framework of the two-dimensional GP theory\footnote{Such a description is justified if the trap almost confines the gas on a plain orthogonal to the axis of rotation or, on the contrary, the trap is very elongated along the axis, in which case the behavior can be expected to be essentially independent of the coordinate in that direction.}. We consider the minimization, under a unit mass constraint, of the GP functional\footnote{The subscript ‘phys’ stands for physical, i.e., this is the functional in the original physical variables, as opposed to the rescaled functionals introduced in Sect. 1.1 below. Units have been chosen such that $\hbar$ as well as the mass are equal to 1.}

$$\mathcal{E}_{\text{phys}}^{\text{GP}}[\Psi] = \int_{\mathbb{R}^2} d\vec{r} \left( \frac{1}{2} \left| \nabla - i\vec{A}_{\text{rot}} \right| \Psi \right|^2 + \left( V(r) - \frac{1}{2} \Omega_{\text{rot}}^2 r^2 \right) |\Psi|^2 + \frac{|\Psi|^4}{\varepsilon^2} \right) \right) \quad (2.1.1)$$

$\vec{A}_{\text{rot}} = \Omega_{\text{rot}} r \hat{e}_\theta$, \quad (2.1.2)

where $\Omega_{\text{rot}}$ is the rotational velocity, $r = |\vec{r}|$ with $\vec{r} \in \mathbb{R}^2$ is the distance from the rotation axis, and $\hat{e}_\theta$ stands for the unit vector in the direction transverse to $\vec{r}$. The confinement is provided by a potential of the form

$$V(r) := kr^s + \frac{1}{2} \Omega_{\text{osc}}^2 r^2$$

with $k > 0$. We restrict to the case $2 < s < \infty$ (anharmonic, ‘soft’ potentials) and shall mainly study the Thomas-Fermi (TF) limit $\varepsilon \to 0$. The case $s = 2$ is special in many respects because the potential $-\Omega_{\text{rot}}^2 r^2$ due to the centrifugal force is also a quadratic function of $r$. As a consequence an upper bound is set to the allowed values of the rotational speed and different physics is expected in the regime where the centrifugal force nearly compensates the trapping force (see [95] and references therein, [104] and [105]).

The parameter regime considered here concerns the rotational velocities where a vortex lattice wavefunction is an appropriate trial function for the minimizer of the GP energy functional. This vortex lattice solution then gives the next to the leading order contribution of the energy functional, which matches the contribution of the lower bound. We introduce now additional functionals in which terms we will in particular express the GP energy functional.
2.1.1 Rescaled Functionals

In this paper we focus on the analysis of the minimization of the GP energy functional (2.1.1) under the mass constraint
\[ \| \Psi \|_2^2 := \int_{\mathbb{R}^2} d\vec{r} |\Psi|^2 = 1. \]

The trapping is given by the potential (2.1.3) with \( \Omega_{\text{osc}} \ll \Omega_{\text{rot}} \), and \( 0 < \varepsilon \ll 1 \), i.e., we study the TF limit of the model. The power \( s \) in (2.1.3) characterizes the homogeneous trap and we assume that \( 2 < s < \infty \). We also introduce the parameter
\[ \Omega_{\text{eff}} := \sqrt{\Omega_{\text{rot}}^2 - \Omega_{\text{osc}}^2}, \] (2.1.4)
so that the effective potential in (2.1.1) can be written in the form
\[ V(r) - \frac{1}{2} \Omega_{\text{rot}}^2 r^2 = kr^s - \frac{1}{2} \Omega_{\text{eff}}^2 r^2. \] (2.1.5)

Since we are interested in exploring the rotation regime \( \Omega_{\text{rot}} \to \infty \) but want also to keep track of the effect of the quadratic term in the expression above we shall assume that
\[ \Omega_{\text{eff}}^2 = \gamma \Omega_{\text{rot}}^2 \] (2.1.6)
for some given \( 0 < \gamma \leq 1 \).

In this excerpt of the paper [23], we shall consider rotational velocities that satisfy
\[ \Omega_{\text{rot}} \gtrsim \varepsilon^{-\frac{s}{s-2}}. \] (2.1.7)

Then a natural scaling parameter is given by the position \( R_m \) of the unique minimum point of the effective potential (2.1.5), which is explicitly given by
\[ R_m := \left( \frac{\gamma \Omega_{\text{rot}}^2}{sk} \right)^{-\frac{1}{s-2}} = \mathcal{O} \left( \Omega_{\text{rot}}^2 \right). \] (2.1.8)

Rescaling
\[ \vec{r} = R_m \vec{x}, \quad \Psi(\vec{r}) = R_m^{-1} \psi(\vec{r}), \quad \Omega_{\text{rot}} = R_m^{-2} \Omega, \quad \vec{A}_\Omega = \Omega \vec{x} \vec{e}_\theta \] (2.1.9)

the GP functional becomes
\[ \mathcal{E}^{\text{GP}}[\Psi] = \int_{\mathbb{R}^2} \left( |\vec{\nabla} + i \Omega x \vec{e}_\theta| \Psi |^2 + \gamma^2 \Omega^2 \left( \frac{2}{s} x^s - x^2 \right) |\Psi|^2 + \varepsilon^{-2} |\Psi|^4 \right) \, d\vec{x}. \] (2.1.10)

In the course of this work we will consider a similar GP functional as well, which is associated with (2.1.10),
\[ \mathcal{E}^{\text{GP}}[\psi] = \int_{\mathbb{R}^2} \left( |\vec{\nabla} \psi|^2 + \gamma^2 \Omega^2 \left( \frac{2}{s} x^s - x^2 \right) |\psi|^2 + \varepsilon^{-2} |\psi|^4 \right) \, d\vec{x}. \] (2.1.11)
Both functionals map functions $\psi \in H^1(\mathbb{R}^2)$ with $\|\psi\|_2 = 1$. For simplicity we introduce the notation

$$V(x) \equiv \gamma^2 \Omega^2 \left( \frac{2}{s}x^s - x^2 \right)$$

(2.1.12)

for the potential term in above energy functionals and a simple expansion at the potentials’ minimum $x = 1$ yields

$$V(x) \simeq \gamma^2 \Omega^2 \left( \left( \frac{2}{s} - 1 \right) + (x - 1)^2 (s - 2) \right).$$

(2.1.13)

Now, the unique minimizer of (2.1.11) under the mass constraint denoted by $g$ satisfies the variational equation

$$-\Delta g + V(x)g + \frac{2}{\varepsilon^2}g^3 = \mu g,$$

(2.1.14)

where $\mu$ is a Lagrangian multiplier given by

$$\hat{E}^{GP} + \varepsilon^{-2}\|g\|_4^4 = \mu.$$

(2.1.15)

**Thomas Fermi (TF) energy functional and rough estimates**

Besides the GP functional we also consider the TF functional given by

$$\mathcal{E}^{TF}[\rho = \psi^2] = \int_{\mathbb{R}^2} \gamma^2 \Omega^2 \left( \frac{2}{s}x^s - x^2 \right) |\psi|^2 + \varepsilon^{-2}|\psi|^4 \, d\vec{x}$$

(2.1.16)

on the domain

$$\{ \rho \in L^2(\mathbb{R}^2) | \rho \geq 0, r^s \rho \in L^1(\mathbb{R}^2) \}$$

(2.1.17)

with the mass constraint $\|\rho\|_1 = 1$. Its unique minimizer, the TF density, is

$$\rho^{TF}(x) = \frac{\varepsilon^2}{2} \left( \mu^{TF} - \gamma^2 \Omega^2 \left( \frac{2}{s}x^s - x^2 \right) \right) \simeq$$

$$\simeq \frac{\gamma^2 \varepsilon^2 \Omega^2}{2} \left( \frac{2}{s}(x^s_{in} - 1) + (1 - x^s_{in}) - (x - 1)^2 (s - 2) \right) + \mathcal{O}(\omega^2|1 - x|^3).$$

(2.1.18)

Multiplying (2.1.18) with $\rho^{TF}$, integrating and the normalization $\|\rho^{TF}\|_1 = 1$ yields

$$\mu^{TF} = E^{TF} + \frac{1}{\varepsilon^2}\|\rho^{TF}\|_2^2.$$  

(2.1.19)

We refer to [106] for the analysis of the support of the TF density. In that work they find that there is an inner radius, which we denote by $x_{in}$ and an outer radius denoted by $x_{out}$ at which the TF density vanishes and between which it is positive. Beyond those
radii the density is zero. By the normalization of the TF density \( \| \rho_{\text{TF}} \|_1 = 1 \) and a Taylor expansion we have

\[
\mu_{\text{TF}} \left( \frac{x_{\text{out}}^2 - x_{\text{in}}^2}{2} \right) - \int_{x_{\text{in}}}^{x_{\text{out}}} dx V(x) =
\]

\[
= \left( \mu_{\text{TF}} - \gamma^2 \Omega^2 \left( \frac{2}{s} - 1 \right) \right) \left( \frac{x_{\text{out}}^2 - x_{\text{in}}^2}{2} \right) - \gamma^2 \Omega^2 \int_{x_{\text{in}}}^{x_{\text{out}}} dx (x - 1)^2 2 (s - 2) =
\]

\[
= \frac{1}{\pi \varepsilon^2}. \quad (2.1.20)
\]

The condition \( \rho_{\text{TF}}(x_{\text{in}}) = 0 \) and a Taylor expansion yields for the chemical potential

\[
\mu_{\text{TF}} = \gamma^2 \Omega^2 \left( \frac{2}{s} x_{\text{in}}^s - x_{\text{in}}^2 \right) =
\]

\[
= \mu_{\text{TF}}(x_{\text{in}}) \simeq \gamma^2 \Omega^2 \left( \left( \frac{2}{s} - 1 \right) + (x_{\text{in}} - 1)^2 2 (s - 2) \right). \quad (2.1.21)
\]

This combined with (2.1.20) yields the width of the support given by

\[
l \equiv x_{\text{out}} - x_{\text{in}} \sim (\gamma \omega)^{-\frac{2}{3}} \cdot \left( \frac{1}{\pi^4 (s - 2)} \right)^{1/3} (1 - o(1)). \quad (2.1.22)
\]

Taking the formula for the TF density and the estimate on the width implies

\[
\rho_{\text{TF}} \leq C \omega^{2/3}. \quad (2.1.23)
\]

**Ginzburg-Landau type Functional**

A key ingredient of our proof of the energy asymptotics is the energy functional

\[
\mathcal{F}_g[u] = \int_{\mathbb{R}^2} \left\{ |(\vec{\nabla} - i \vec{A}) u|_2^2 g^2 + \frac{1}{\varepsilon^2} g^4 |(1 - |u|^2)|^2 \right\} \quad (2.1.24)
\]

with \( u(\vec{r}) \) being a complex function for a given real function \( g \). It will be used to additively decouple the GP energy functional. It also provides the vortex lattice contribution to the energy asymptotics.

### 2.2 Main result

The main result of this work concerns the energy asymptotics of the rotating BEC. It is stated in particular in terms of the TF energy, which gives the leading order in this parameter regime. The subsequent term is due to the kinetic energy of the vortex lattice.

**Theorem 2.2.1 (Energy Asymptotics to \( E_{\text{GP}} \))**

For \( \varepsilon \) sufficiently small, and if \( \Omega \) satisfies \( \varepsilon^{-1} \ll \Omega \ll \varepsilon^{-4} \)

\[
E_{\text{GP}} = E_{\text{TF}} + \frac{\Omega}{6} \log (\varepsilon^2 \Omega) \left( 1 + o(1) \right). \quad (2.2.1)
\]
2.3 Proofs

To prove the above theorem several particular problems need to be solved. First we prove a decomposition of the GP functional (2.1.10), which enables us to estimate two energy functionals separately.

Proposition 2.3.1 (Energy Decoupling)
For any $\Psi \in D^{GP}$ satisfying the normalization condition $\|\Psi\|_2 = 1$ we define the decomposition of the wave function by $\Psi(\vec{r}) \equiv g(r) \cdot u(\vec{r})$, with $g$ denoting the positive minimizer of (2.1.11), and $u(\vec{r})$ being complex-valued. Thus, we have the energy decoupling

$$\mathcal{E}^{GP}[\Psi] = \hat{E}^{GP} + F_g[u]. \quad (2.3.1)$$

with

$$F_g[u] = \int_{\mathbb{R}^2} \left\{ \left| \left( \vec{\nabla} - i \vec{A} \right) u \right|^2 + \frac{1}{\varepsilon^2} g^4 (1 - |u|^2)^2 \right\} \quad (2.3.2)$$

Proof: We write $\Psi$ as $\Psi = \varphi \cdot u$ with $\varphi$ real-valued and positive and $u$ complex-valued. We use the identity

$$\int |\vec{\nabla} \Psi|^2 = - \int |u|^2 \varphi \Delta \varphi + \int \varphi^2 |\vec{\nabla} u|^2 \quad (2.3.3)$$

to rewrite the kinetic energy term in (2.1.10) as

$$\int \left| \left( \vec{\nabla} - i \vec{A} \right) \Psi \right|^2 = - \int |u|^2 \varphi \Delta \varphi + \int \varphi^2 \left| \left( \vec{\nabla} - i \vec{A} \right) u \right|^2, \quad (2.3.4)$$

which enables us to write the GP functional as

$$\mathcal{E}^{GP}[\Psi] = \int_{\mathbb{R}^2} \left\{ -|u|^2 \varphi \Delta \varphi + \varphi^2 \left| \left( \vec{\nabla} - i \vec{A} \right) u \right|^2 + V(x)|\Psi|^2 + \varepsilon^{-2}|\Psi|^4 \right\}. \quad (2.3.5)$$

We now choose $\varphi = g$ and insert the corresponding variational equation (2.1.14) in (2.3.5) and afterwards use (2.1.15) and the mass constraint $\|\Psi\|_2 = 1$ to obtain

$$\mathcal{E}^{GP}[\Psi] = \int_{\mathbb{R}^2} \left\{ \left| \Psi \right|^2 \left( -\frac{2}{\varepsilon^2} g^2 - V(x) + \mu \right) + g^2 \left| \left( \vec{\nabla} - i \vec{A} \right) u \right|^2 + V(x)|\Psi|^2 + \varepsilon^{-2}|\Psi|^4 \right\} =$$

$$= \hat{E}^{GP} + \int_{\mathbb{R}^2} \left\{ \left| \left( \vec{\nabla} - i \vec{A} \right) u \right|^2 g^2 + \frac{1}{\varepsilon^2} g^4 (1 - |u|^2)^2 \right\} \equiv \hat{E}^{GP} + F_g[u]. \quad (2.3.6)$$

Next we find an upper bound for the minimum of (2.1.11). This together with an approveriate lower bound allows to state precise asymptotics of the condensate GP energy. A trivial lower bound for the $\hat{E}^{GP}$ is given by $E^{TF}$ and sufficient to proof the main statement [106]. In a subsequent section, however, we will present a refinement of the lower bound.
Proposition 2.3.2 (Upper Bound to $\hat{E}^{GP}$)

For $\varepsilon$ sufficiently small, and if $\Omega$ satisfies $\varepsilon^{-1} \ll \Omega \ll \varepsilon^{-4}$

$$\hat{E}^{GP} \leq E^{TF} + C\omega^{4/3}|\log \varepsilon|. \quad (2.3.7)$$

Proof: To prove an upper bound to the reduced GP energy we use as trial function a regularization of the TF density defined by

$$\rho(x) = \begin{cases} 
\rho^{TF}(x) & \text{if } x_{\text{in}} + \varepsilon \leq x \leq x_{\text{out}} - \varepsilon \\
\rho^{TF}(x_{\text{in}} + \varepsilon) \frac{(x-x_{\text{in}})^2}{\varepsilon^2} & \text{if } x_{\text{out}} - \varepsilon \leq x \leq x_{\text{out}} \\
\rho^{TF}(x_{\text{out}} - \varepsilon) \frac{(x-x_{\text{out}})^2}{\varepsilon^2} & \text{if } x_{\text{in}} \leq x \leq x_{\text{in}} + \varepsilon \\
0 & \text{otherwise.} 
\end{cases} \quad (2.3.8)$$

The norm of the trial function satisfies

$$\|\rho\|_1 \geq 1 - C\varepsilon \rho^{TF}(x_{\text{in}} + \varepsilon). \quad (2.3.9)$$

Now, a Taylor expansion of the TF density yields

$$\rho^{TF}(x) = C\gamma^2 \left((\varepsilon\Omega)^{2/3} - (\varepsilon\Omega)^2(x - 1)^2\right) (1 + o(1)) = C\gamma^2(\varepsilon\Omega)^{2/3}(1 - t^2)(1 + o(1)) \quad (2.3.10)$$

with $t = (\varepsilon\Omega)^{2/3}|x - 1|$. Hence, we have

$$|\nabla \rho^{TF}| = C\gamma^2(\varepsilon\Omega)^2|x - 1|(1 + o(1)) = C\gamma^2(\varepsilon\Omega)^{4/3}|t|(1 + o(1)). \quad (2.3.11)$$

This together with (2.1.20) implies

$$|\nabla \rho^{TF}| \leq C(\varepsilon\Omega)^{4/3} \quad (2.3.12)$$

and therewith we have

$$\varepsilon \rho^{TF}(x_{\text{in}} + \varepsilon) \leq C\varepsilon^2(\varepsilon\Omega)^{4/3}. \quad (2.3.13)$$

So we find for the norm of our trial function

$$\|\rho\|_1 \geq 1 - C\varepsilon^2(\varepsilon\Omega)^{4/3}. \quad (2.3.14)$$

Note that in comparison the TF energy is

$$E^{TF} \sim -\Omega^2 + \frac{(\varepsilon\Omega)^{2/3}}{\varepsilon^2}. \quad (2.3.15)$$

By the definition of the TF functional the potential error term to the potential TF energy is smaller than $\Omega^2\varepsilon^2(\varepsilon\Omega)^{4/3}$ and this term satisfies

$$\Omega^2\varepsilon^2(\varepsilon\Omega)^{4/3} \ll \frac{(\varepsilon\Omega)^{2/3}}{\varepsilon^2} \quad (2.3.16)$$
as long as $\epsilon \ll (\epsilon \Omega)^{-4/3}$. Defining $\zeta \equiv \epsilon (\epsilon \Omega)^{2/3}$ this condition can be written as $\zeta \ll (\epsilon \Omega)^{-2/3}$. The upper bound to the potential error term succeeds the upper bound to the interaction error term given by $\frac{(\epsilon \Omega)^{2/3}}{\epsilon^2} \epsilon^2 (\epsilon \Omega)^{4/3}$, i.e.,

$$\frac{(\epsilon \Omega)^{2/3}}{\epsilon^2} \ll \Omega^2,$$  

(2.3.17)

if $\Omega \gg 1/\epsilon$, which is an assumption in our proof. Now, defining $1 - t^2 = u$ we get

$$\int_{t \in C, |0, 1-\epsilon|} \frac{|\nabla \rho_{\text{TF}}|^2}{\rho_{\text{TF}}^2} dt = C(\epsilon \Omega)^{4/3} \int_{t \in C, |0, 1-\epsilon|} \frac{t^3}{1 - t^2} dt \leq C(\epsilon \Omega)^{4/3} \int_{u \in C, |0, 1|} \frac{1 - u}{u} du \leq C(\epsilon \Omega)^{4/3} |\log \epsilon|.$$  

(2.3.18)

We have as condition for the upper bound to the kinetic energy term to be smaller than the lower order term of the TF energy,

$$(\epsilon \Omega)^{4/3} |\log \epsilon| \ll \frac{(\epsilon \Omega)^{2/3}}{\epsilon^2},$$  

(2.3.19)

which is true as long as $\Omega \ll \epsilon^{-4}|\log \epsilon|^{-1}$ for some appropriate adaption of $\epsilon$ denoted by $\tilde{\epsilon}$. More important the upper bound to the kinetic energy succeeds the error term

$$\Omega^2 \epsilon^2 (\epsilon \Omega)^{4/3} \ll (\epsilon \Omega)^{4/3} |\log \epsilon|$$  

(2.3.20)

for an appropriate $\epsilon$. Summarizing above estimates we get

$$\hat{E}_{\text{GP}} \leq E_{\text{TF}} + C(\gamma \omega)^{\frac{2}{3}} |\log \epsilon| + \mathcal{O} \left( \Omega^2 \epsilon^2 (\epsilon \Omega)^{4/3} \right) + \mathcal{O} \left( \frac{(\epsilon \Omega)^{2/3}}{\epsilon^2} \epsilon^2 (\epsilon \Omega) \right) =$$

$$= E_{\text{TF}} + \mathcal{O} \left( (\epsilon \Omega)^{4/3} |\log \zeta (\epsilon \Omega)^{-2/3}) \right) + \mathcal{O} \left( \Omega^2 \zeta^2 \right) + \mathcal{O} \left( \frac{(\epsilon \Omega)^{2/3}}{\epsilon^2} \zeta^2 \right).$$  

(2.3.21)

Minimizing the r.h.s. of (2.3.21) in terms of $\zeta$ yields

$$\zeta = \frac{(\epsilon \Omega)^{2/3}}{\Omega} \ll (\epsilon \Omega)^{-2/3}$$  

(2.3.22)

as long as $\Omega \ll \epsilon^{-4}$. Hence, we have proved all terms beside the TF energy terms are smaller then those of the TF energy for the regime $\epsilon^{-1} \ll \Omega \ll \epsilon^{-4}|\log \epsilon|^{-1}$ and the main contribution beyond the TF energy is estimated in (2.3.18).
Useful estimates on and properties of $g^2$

Proposition 2.3.3 (The Minimizer Achieves a Maximum at a Unique Radius.)

The minimizer achieves a maximum at the unique radius denoted by $R_{GP}^\text{GP}$.

Proof: We rewrite (2.1.11) by a variable transformation $r^2 \to k$, such that the functional $\tilde{E}_{GP}[g]$ is

$$\pi \int_0^\infty k \left\{ |\nabla g|^2 + \frac{1}{\varepsilon^2} g^4 + V'(k) g^2 \right\} dk,$$

and the normalization condition is

$$\int_0^1 g^2 dk = 1/\pi.$$  \hspace{1cm} (2.3.24)

The variational equation (2.1.14) implies that $g$ is not constant on any open interval (otherwise $g \equiv 0$ that contradicts the mass constraint $\|g\|^2 = 1$). This is a consequence of the fact that $g$ satisfies a Lipschitz condition.

Suppose $g(x)$ has more than one local maximum. Then it has a minimum at some point $k = k_2$ with $0 < k_2 < \infty$, positioned on the right side of a maximum at $k = k_1$, i.e., $k_1 < k_2$. For $0 < \varepsilon < g^2(k_1) - g^2(k_2)$ we consider the set

$$\mathcal{I}_\varepsilon = \{ k < k_2 : g^2(k_1) - \varepsilon \leq g^2(k) \leq g^2(k_1) \}.$$  \hspace{1cm} (2.3.25)

Since $g^2$ is continuous, the function

$$F(\varepsilon) \equiv \int_{\mathcal{I}_\varepsilon} g^2 dk$$

is strictly positive and $F(\varepsilon) \to 0$ for $\varepsilon \to 0$. Likewise, for a $\kappa > 0$ we consider

$$\mathcal{J}_\kappa = \{ k > k_1 : g^2(k_2) \leq g^2(k) \leq g^2(k_2) + \kappa \}.$$  \hspace{1cm} (2.3.27)

So, the function

$$G(\kappa) \equiv \int_{\mathcal{J}_\kappa} g^2 dk$$

has the same properties as $F$. There is at least another maximum at $k = k_3$. For $0 < \delta < g^2(k_3) - g^2(k_2)$ we consider the set

$$\mathcal{K}_\delta = \{ k > k_2 : g^2(k_3) - \delta \leq g^2(k) \leq g^2(k_3) \}.$$  \hspace{1cm} (2.3.29)

Again since $g^2$ is continuous and strictly positive, the function

$$H(\varepsilon) \equiv \int_{\mathcal{K}_\delta} g^2 dk$$

is strictly positive as well and $F(\varepsilon) \to 0$ for $\varepsilon \to 0$. 
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Since $g^2$ is a continuous function there always exist $\delta, \varepsilon, \kappa > 0$ with $g^2(k_2) + \kappa < g^2(k_1) - \varepsilon$ and $g^2(k_2) + \kappa < g^2(k_3) - \delta$. This implies that $I_{g^2}, J_{g^2}$ and $K_{g^2}$ are disjoint sets. Since the integrand of $F$, $G$ and $H$ is positive and continuous, $G$ is continuous in $\kappa$ as well as $F$ is continuous in $\varepsilon$ etc., we are able to specify those parameters by the condition

$$F(\varepsilon) = G(\kappa) = H(\delta). \tag{2.3.31}$$

Given any potential $V$ with a unique minimum. Then we have $V(k_1) > V(k_2)$ or $V(k_3) > V(k_2)$. If the first case applies mass can be rearranged from $k_1$ to $k_2$, i.e., we consider the function

$$\bar{g}_1^2(k) = \begin{cases} g(k_1)^2 - \varepsilon & \text{if } k \in I_{g^2} \\ g(k_2)^2 + \kappa & \text{if } k \in J_{g^2} \\ g(k)^2 & \text{otherwise} \end{cases} \tag{2.3.32}$$

The energy due to the potential term $V$ in (2.3.23) evaluated for (2.3.32) is smaller than it is for $g^2$. Also the mass constraint of this function equals the normalization condition (2.3.24): What we subtract from $g^2$ in $I_{g^2}$ equals what we add to $g^2$ in $J_{g^2}$, or rather $F(\varepsilon) = G(\kappa)$. Furthermore, the kinetic energy of $\bar{g}^2$ vanishes on the sets $I_{g^2}$ and $J_{g^2}$, but doesn’t differ from $g^2$ elsewhere. Therefore it is smaller than the kinetic energy of $g^2$. By the definition of $\bar{g}^2$, mass is rearranged from $I_{g^2}$ to $J_{g^2}$, where the density is lower, such that

$$\int \bar{g}^4 < \int g^4. \tag{2.3.33}$$

If we consider $V(k_3) > V(k_2)$ we have to put mass from $k_3$ to $k_2$ to lower the energy, i.e., we define a function

$$\bar{g}_2^2(k) = \begin{cases} g(k_2)^2 + \kappa & \text{if } k \in J_{g^2} \\ g(k_2)^2 - \delta & \text{if } k \in K_{g^2} \\ g(k)^2 & \text{otherwise} \end{cases} \tag{2.3.34}$$

We find that the energy due to the potential term $V$ in (2.3.23) evaluated for (2.3.34) is smaller than it is for $g^2$. The argumentation in the previous case for the kinetic energy and the interaction term can be applied straightforwardly to this case, which leads us to the following conclusion.

The functional evaluated for $\bar{g}^2_k (\ast = 1, 2)$ is strictly smaller. This contradicts the assumption that $g^2$ is the minimizer. Therefore by the construction $\bar{g}_k^2$ the minimizer $g$ has only one maximum.

□

**Proposition 2.3.4 (Difference between the chemical potentials $\mu$ and $\mu^{\text{TF}}$)**

The difference between the chemical potentials can be estimated by

$$|\mu - \mu^{\text{TF}}| \leq C\Omega |\log \varepsilon|^{1/2} + C\omega^\delta |\log \varepsilon|. \tag{2.3.35}$$
Proof: For the sake of brevity we define \( A \equiv C \omega^{5/4} \log \varepsilon \). By the definition of the TF functional (2.1.16), the TF density (2.1.18), the chemical potential \( \mu_{\text{TF}} \) (2.1.19) and the upper bound for \( \hat{E}^{\text{GP}} \) we find the estimate

\[
\int_{\mathbb{R}^2} d\vec{x} (g^2 - \rho_{\text{TF}})^2 = \|g\|^4_4 + \|\rho_{\text{TF}}\|^2_2 - 2 \int_{\mathbb{R}^2} d\vec{x} g^2 \rho_{\text{TF}} \leq \|g\|^4_4 - (\gamma \varepsilon \Omega)^2 \int_{\mathbb{R}^2} d\vec{x} x^2 g^2 + (\|\rho_{\text{TF}}\|^2_2 - \varepsilon^2 \mu_{\text{TF}}) \leq \varepsilon^2 (\hat{E}^{\text{TF}}[g^2] - E^{\text{TF}}) \leq \varepsilon^2 (\hat{E}^{\text{GP}} - E^{\text{TF}}) \equiv \varepsilon^2 A, \tag{2.3.36}
\]

where we used an abbreviation in the last step. Using Cauchy-Schwarz inequality, the trivial bound \( \|\rho_{\text{TF}}\|^2_2 \leq \|\rho_{\text{TF}}\|_\infty^2 = \rho_{\text{TF}}(1) \) yields

\[
\|g\|^4_4 - \|\rho_{\text{TF}}\|^2_2 = 2 \int_{\mathbb{R}^2} d\vec{x} \rho_{\text{TF}} (g^2 - \rho_{\text{TF}}) + \int_{\mathbb{R}^2} d\vec{x} (g^2 - \rho_{\text{TF}})^2 \leq C \varepsilon (\rho_{\text{TF}}(1) A)^{1/2} + \varepsilon^2 A. \tag{2.3.37}
\]

As a consequence we get an estimate for the difference between the chemical potentials \( \mu_{\text{TF}} \) and \( \mu \),

\[
\varepsilon^2 |\mu - \mu_{\text{TF}}| = \varepsilon^2 (\hat{E}^{\text{GP}} - E^{\text{TF}}) + \|g\|^4_4 - \|\rho_{\text{TF}}\|^2_2 \leq C \varepsilon (\rho_{\text{TF}}(1) A)^{1/2} + \varepsilon^2 A. \tag{2.3.38}
\]

Using \( \rho_{\text{TF}}(1) \leq C \omega^{5/4} \) yields the result.

\[\square\]

Proposition 2.3.5 (Pointwise Estimate for \( g(x)^2 \) on \( \mathcal{A}^{\text{TF}} \))

Suppose \( \varepsilon \to 0 \) then for

\[
\bar{x} \in \mathcal{A}^{\text{TF}} \equiv \{ \bar{x} : x \in [x_{\text{in}} + \max[C \Omega^{-1/2}, \varepsilon^{1/3} \omega^{-5/9}], x_{\text{out}} - \max[C \Omega^{-1/2}, \varepsilon^{1/3} \omega^{-5/9}]] \}
\]

we have

\[
|g(x)^2 - \rho_{\text{TF}}(x)| \leq \rho_{\text{TF}}(x) o(1). \tag{2.3.39}
\]

Proof: At first we rewrite the variational equation (2.1.14) for the minimizer \( g \) as

\[
-\Delta g = \frac{2}{\varepsilon^2} [\bar{\rho}(x) - g^2] g \tag{2.3.40}
\]

with the density

\[
\bar{\rho}(x) \equiv \frac{\varepsilon^2}{2} \left( \mu - \Omega^2 \left( \frac{2x^s}{s} - x^2 \right) \right). \tag{2.3.41}
\]

An important fact is that above function differs from the TF density only by its chemical potential.

Now we determine the set where \( \bar{\rho} = \rho_{\text{TF}}(1 \pm o(1)) \): One finds by the estimate to the difference between the chemical potentials (2.3.35)

\[
\|\bar{\rho}(x) - \rho_{\text{TF}}\|_\infty \leq C \varepsilon^2 \Omega |\log \varepsilon|^{1/2}, \tag{2.3.42}
\]
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By a simple Taylor approximation of the density we determine the set of \( x \) such that the difference of the chemical potentials is beyond the first order by \( x \in [x_{\text{in}} + C\Omega^{-1/2}, x_{\text{out}} - C\Omega^{-1/2}] \) and denote it as \( \mathcal{A} \). Moreover, we split this set into the part defined by the property \( x \leq 1 \) denoted by \( \mathcal{A}_c \) and the complement \( \mathcal{A}_s \) with the property \( x > 1 \).

The following strategy in this proof is to find pointwise estimates to \( g^2 \) on \( \mathcal{A} \) by providing suitable super- and subsolutions inside a local interval \( x \in [x_0 - \kappa, x_0 + \kappa] \) where \( \tilde{x}_{\text{in}} + \kappa < x_0 < \tilde{x}_{\text{out}} - \kappa \) with \( \kappa \geq 0 \) and \( \tilde{x}_{\text{in}} \) denoting the inner radius of the set \( \mathcal{A} \) and \( \tilde{x}_{\text{out}} \) the outer radius. We refer to [107] chapter 9 for the justification of the method of sub- and supersolutions.

As candidate for the supersolution on \( \mathcal{A}_c \) we consider a function of the form

\[
W(x) = \sqrt{\bar{\rho}(x_0 + \kappa)} \coth \left( \text{coth}^{-1} \left( \frac{\sqrt{\bar{\rho}(x_0 + \kappa)}}{\bar{\rho}(x_0 + \kappa)} \right) + \frac{\kappa^2 - |x - x_0|^2}{3\kappa \varepsilon} \sqrt{2\bar{\rho}(x_0 + \kappa)} \right).
\]

(2.3.44)

As it was shown in [108] one has

\[
-\Delta W \geq \frac{2}{\varepsilon^2} (\bar{\rho}(x_0 + \kappa) - W^2) W \geq \frac{2}{\varepsilon^2} (\bar{\rho}(x_0) - W^2) W,
\]

(2.3.45)

for any \( x \in [x_0 - \kappa, x_0 + \kappa] \), because \( \bar{\rho}(x) \) is an increasing function in \( x \) for \( x \leq 1 \). Note that the proof for the domain \( \mathcal{A}_s \) is very similar, with the important distinction that \( \bar{\rho}(x) \) is an decreasing function in \( x \). Thus, the candidate for the subsolution (2.3.44) has to be adapted by \( \kappa \to -\kappa \). For the sake of brevity we turn again to the case \( \mathcal{A}_c \) and make notes on the other case when it is necessary. At the boundary of the interval the function (2.3.44) coincides with the density \( \bar{\rho}(x) \), i.e., \( W(x_0 - \kappa) = W(x_0 + \kappa) = \sqrt{\bar{\rho}(1)} \geq \sqrt{\bar{\rho}(R_{\text{GP}})} = x_{\text{GP}} \), which is larger than \( g(x_{\text{GP}}) \). Hence \( W \) is a supersolution to \( g \) and by the maximum principle we have

\[
g(x_0) \leq W(x_0) \leq \sqrt{\bar{\rho}(x_0 + \kappa)} \coth \left( \frac{\kappa}{3\varepsilon} \sqrt{2\bar{\rho}(x_0 + \kappa)} \right),
\]

(2.3.46)

where we have used the fact that \( \coth(x) \) is a nonincreasing function. Above inequality can be written as

\[
g(x_0) \leq W(x_0) \leq \sqrt{\bar{\rho}(x_0)} \left( 1 + \frac{\left| \bar{\rho}(x_0 + \kappa) - \bar{\rho}(x_0) \right|}{\bar{\rho}(x_0)} \right) \coth \left( \frac{\kappa}{3\varepsilon} \sqrt{2\bar{\rho}(x_0 + \kappa)} \right).
\]

(2.3.47)

When the argument in \( \coth(x) \) tends to infinity one has

\[
\coth(x) = \frac{1 + e^{-2x}}{1 - e^{-2x}} \leq (1 + C e^{-2x})
\]

(2.3.48)

The argument of \( \coth \) in our formula (2.3.47) tends to infinity if the condition

\[
\frac{\kappa}{\varepsilon} \sqrt{\bar{\rho}(x_0 + \kappa)} \gg 1
\]

(2.3.49)
is satisfied. Assuming that is the case we have

\[ g(x_0) \leq \sqrt{\hat{\rho}(x_0)} \left( 1 + \frac{|\hat{\rho}(x_0 + \kappa) - \hat{\rho}(x_0)|}{\hat{\rho}(x_0)} \right) (1 + o(1)). \tag{2.3.50} \]

To estimate the second term in the first brackets of the r.h.s. of (2.3.50) we use

\[ |(\hat{\rho}(x + \kappa) - \hat{\rho}(x))| = C \kappa \omega^{4/3} \tag{2.3.51} \]

This together with (2.3.43) implies

\[ \frac{|(\hat{\rho}(x + \kappa) - \hat{\rho}(x))|}{\hat{\rho}(x)} \leq C \kappa \omega^{4/3} \hat{\rho}(x) \ll 1 \tag{2.3.52} \]

To fulfill both conditions \( \hat{\rho} \gg \left( \varepsilon \omega^{4/3} \right)^{2/3} \). We summarize our finding by stating the result

\[ g(x) \leq \sqrt{\hat{\rho}(x)} (1 + o(1)). \tag{2.3.53} \]

for any \( x \in [x_0 - \kappa, x_0 + \kappa] \). To cover the whole set \( A \) we extend the estimate to \( \hat{x}_{\text{in}} \leq x \leq \hat{x}_{\text{out}} \) with the help of the formula (2.3.52).

As before we fix some \( x_0 \) in a interval \( \hat{x}_{\text{in}} + \delta \leq x_0 \leq \hat{x}_{\text{out}} - \delta \). Since \( \hat{\rho}(x) \) is an increasing function for \( x \leq 1 \) and \( g \) is positive,

\[ -\Delta g \geq \frac{2}{\varepsilon^2} \left[ \hat{\rho}(x_0 - \delta) - g \right] g. \tag{2.3.54} \]

for any \( x \in [x_0 - \delta, x_0 + \delta] \). We find a subsolution by imposing a Dirichlet boundary condition to the same problem on the boundary \( \partial B_1 \). In [109] it was proven that there is a unique positive function \( h \) satisfying

\[ \begin{align*}
-\Delta h &= \frac{1}{\varepsilon^2} [1 - h^2] h & \text{in } \Omega \\
h &= 0 & \text{on } \partial \Omega
\end{align*} \tag{2.3.55} \]

as \( \varepsilon \to 0 \) and it is stated that \( h \leq 1 \). In particular, if we consider the domain \( \Omega = B_1 \), it follows from the uniqueness of the positive solution \( h \), that it is radially symmetric. In [110] it was proven that there is a lower bound to \( h \), namely

\[ 1 - C \exp \left\{ -\frac{\text{dist}(r, \partial \Omega)}{2\varepsilon} \right\} \leq h. \tag{2.3.56} \]

This implies for our problem with \( \Omega = B_1 \)

\[ 1 - C \exp \left\{ -\frac{1 - x^2}{2\varepsilon} \right\} \leq h(x) \leq 1. \tag{2.3.57} \]

If we now define

\[ \hat{h}(x) \equiv \sqrt{\hat{\rho}(x_0 - \delta)} h \left( \frac{x - x_0}{\delta} \right) \tag{2.3.58} \]
and
\[ \tilde{\varepsilon} \equiv \frac{\varepsilon}{\delta \sqrt{2 \tilde{\rho}(x_0 - \delta)}}, \]  
(2.3.59)
then for any \( \tilde{x} \in B(x_0 - \delta, x_0 + \delta) \) the function \( \tilde{h} \) solves
\[ -\Delta \tilde{h} = \frac{2}{\varepsilon^2} \left[ \tilde{\rho}(x_0 - \delta) - \tilde{h}^2 \right] \tilde{h}, \]  
(2.3.60)
with Dirichlet conditions at the boundary \( x = x_0 \pm \delta \). Therefore, \( \tilde{h} \) is a subsolution for the problem (2.3.41) and the maximum principle states \( g(x) \geq \tilde{h}(x) \): By (2.3.52) with a similar condition as on \( \kappa \) but now for \( \delta \) we have
\[ g(x_0) \geq \tilde{h}(x_0) \geq \sqrt{\tilde{\rho}(x_0)} \left[ 1 - C \exp \left( -\frac{1}{2\varepsilon} \right) \right] (1 + o(1)) \]  
(2.3.61)
for any \( x_0 \) such that \( x_{in} + \delta \leq x_0 \leq 1 - \delta \) and find the condition
\[ \tilde{\varepsilon} \ll 1, \]  
(2.3.62)
which is the analogon to (2.3.49) in the proof of the upper bound to get
\[ g(x_0) \geq \sqrt{\tilde{\rho}(x_0)} (1 + o(1)). \]  
(2.3.63)
The proof for the case \( A_\sigma \) can be done analogously but with \( \delta \to -\delta \). To extend (2.3.63) to the boundaries we use (2.3.52).

\[ \square \]

**Proposition 2.3.6 (Exponential Smallness of the Minimizer)**

*Suppose that \( \varepsilon \to 0 \) and \( \varepsilon^{-1} \ll \Omega \), then on the set*
\[ T \equiv \{ \tilde{x} \in \mathbb{R}^2 : x^2 \leq x_{in}^2 - \Omega^{-1/2} \varepsilon^{1/2} | \log \varepsilon | \}, \]  
(2.3.64)
*the minimizer \( g \) satisfies*
\[ g^2(x) \leq C g^2(x^{GP}) \exp \left\{ -\frac{x_{in}^2 - x^2}{\Omega^{-1/2} \varepsilon | \log \varepsilon |} \right\}. \]  
(2.3.65)

**Proof:** As starting point we take the inequality \(-\Delta(g^2) \leq -2g \Delta g\), and insert the variational equation for \( g \) (2.1.14) to obtain
\[ -\Delta(g^2) \leq \frac{2}{\varepsilon^2} \left( \frac{\varepsilon^2}{2} \left( \mu - \Omega^2 \left( \frac{2x^s}{s} - x^2 \right) \right) - g^2 \right) g^2. \]  
(2.3.66)
Now we rewrite this inequality as
\[ -\Delta(g^2) \leq \frac{2}{\varepsilon^2} \left( \rho^{TF}(x) + \varepsilon^2 \left( \mu - \mu^{TF} \right) - g^2 \right) g^2 \]  
(2.3.67)
In the following we consider the set defined by
\[ T \equiv \{ \mathbf{x} \in \mathbb{R}^2 : x^2 \leq x_{in}^2 - z^2 \}, \] (2.3.68)
and find on this set by the estimate of the difference between the chemical potentials (2.3.35)
\[ \rho_{\text{TF}}^2(x) + \varepsilon^2 (\mu - \mu_{\text{TF}}) \leq -C\omega^2 \cdot z^2 + C\varepsilon^2 \Omega |\log \varepsilon|^{1/2} \leq -C\omega^2 \cdot z^2 \] (2.3.69)
for \( z^2 \gg \Omega^{-1} |\log \varepsilon|^{1/2} \). Combining (2.3.67) and (2.3.69) we find the following differential equation
\[ -\Delta (g^2) + C\varepsilon^2 \omega^2 z^2 g^2 \leq 0. \] (2.3.70)

Now we consider the function
\[ W(x) = \exp \left\{ -\frac{x^2 - x_{in}^2}{f} \right\}. \] (2.3.71)

For \( z^2 \gg f \) the function \( W \) is small on the boundary \( \partial T \). Exponential smallness requires that
\[ \frac{z^2}{f} \equiv \left( \frac{1}{z} \right)^\alpha \] (2.3.72)
with \( \alpha > 0 \). For any \( x \leq x_{in} \) the function (2.3.71) satisfies
\[ -\Delta W + \frac{C}{\varepsilon^2} \omega^2 z^2 \cdot W \geq W \left( -C \left( \frac{4x_{in}^2}{f^2} + 2 \right) + \frac{C}{\varepsilon^2} \omega^2 z^2 \right) \geq 0 \] (2.3.73)
for any
\[ z \gg \frac{C}{f\Omega} \] (2.3.74)
We choose \( z = \Omega^{-1/4} \varepsilon^{1/4} |\log \varepsilon|^{1/2} \). If we multiply \( W \) by \( g(x)^2 \) we obtain a supersolution to the solution of (2.3.70), i.e.,
\[ g(x)^2 \leq C g(x_{\text{GP}})^2 W(x), \] (2.3.75)
for any \( x^2 \leq x_{in}^2 - z^2 \).

\[ \square \]

2.3.1 Estimates on the Ginzburg-Landau Functional for \( 1/\varepsilon \ll \Omega \)

Theorem 2.3.1 (Lower Bound to the GL functional)
For \( \varepsilon^{-1} \ll \Omega \ll \varepsilon^{-4} \) as \( \varepsilon \to 0 \) we have
\[ \mathcal{F}_g[u] \geq (1 - o(1)) \frac{\Omega |\log (\varepsilon^2 \Omega / \rho)|}{2} \] (2.3.76)
with \( \rho \sim (\varepsilon \Omega)^{2/3} \).
Proof: To deal with the dependence of (2.3.2) on $g^2(x)$ we decompose the integration domain into small cells: Let $\hat{\mathcal{L}}$ be the lattice

$$\hat{\mathcal{L}} = \left\{ \vec{x}_i = (m\hat{l}, n\hat{l}), m, n \in \mathbb{Z} | \mathcal{Q}_i \subset \mathcal{A}^{\text{TF}} \right\}$$  \hspace{1cm} (2.3.77)

where $\mathcal{Q}_i$ denotes the lattice cell centered at $\vec{x}_i \in \hat{\mathcal{L}}$ and the lattice constant satisfies

$$\sqrt{\frac{|\log \varepsilon|}{\Omega}} \ll \hat{l} \ll C\omega^{-1/3}.$$  \hspace{1cm} (2.3.78)

By reducing the integration domain to $\mathcal{A}^{\text{TF}}$ and with the help of (2.3.40) we obtain

$$\mathcal{F}_g[u] \geq \int_{\mathcal{A}^{\text{TF}}} d\vec{x} \left\{ \frac{1}{\varepsilon^2} g^4 \left( 1 - |u|^2 \right)^2 + \left| \left( \vec{\nabla} - i\vec{A} \right) u \right|^2 g^2 \right\} =$$

$$= \sum_{\vec{x}_i \in \hat{\mathcal{L}}} \int_{\mathcal{Q}_i} d\vec{x} \rho^{\text{TF}}(x) \left\{ \frac{1}{\varepsilon^2} g^2 \left( 1 - |u|^2 \right)^2 + \left| \left( \vec{\nabla} - i\vec{A} \right) u \right|^2 \right\} (1 - o(1)) =$$

$$= \sum_{\vec{x}_i \in \hat{\mathcal{L}}} \rho^{\text{TF}}(x_i) \mathcal{E}^{(i)}[u](1 - o(1)).$$  \hspace{1cm} (2.3.79)

In the last step we have defined the functional

$$\mathcal{E}^{(i)}[u] \equiv \int_{\mathcal{Q}_i} d\vec{x} \left\{ \frac{1}{\varepsilon^2} g^2 \left( 1 - |u|^2 \right)^2 + \left| \left( \vec{\nabla} - i\vec{A} \right) u \right|^2 \right\}. \hspace{1cm} (2.3.80)$$

As above we can exchange $g^2$ with $\rho^{\text{TF}}$ and a remainder by the pointwise bound (2.3.40),

$$\mathcal{E}^{(i)}[u] \equiv \int_{\mathcal{Q}_i} d\vec{x} \left\{ \frac{1}{\varepsilon^2} \rho^{\text{TF}} \left( 1 - |u|^2 \right)^2 + \left| \left( \vec{\nabla} - i\vec{A} \right) u \right|^2 \right\} (1 - o(1)) \equiv$$

$$\equiv \mathcal{E}^{(i)}[u](1 - o(1)).$$  \hspace{1cm} (2.3.81)

**Proposition 2.3.7 (Lower Bound inside cells)**

If $\varepsilon^{-1} \ll \Omega \ll \varepsilon^{-4}$ as $\varepsilon \to 0$, it is possible to find a $\hat{l}$ satisfying (2.3.78) such that

$$\mathcal{E}^{(i)}[u] \geq (1 - o(1)) \frac{\Omega\hat{l}^2 |\log (\varepsilon^2\Omega/\rho)|}{2}$$  \hspace{1cm} (2.3.82)

with $\rho \sim (\varepsilon \Omega)^{2/3}$.

Proof: As in [111] the strategy is to rescale the cells $\mathcal{Q}_i$ in such a way that we consider the minimization of a GL functional in a different regime. For this purpose we set

$$\hat{s} \equiv \hat{l}^{-1}(\vec{x} - \vec{x}_i), \hspace{1cm} \hat{u}(\hat{s}) \equiv \overline{u}(\vec{x}_i + \hat{l}\hat{s}) \hspace{1cm} \hat{B}(\hat{s}) \equiv i\hat{l}\vec{A}(\vec{x}_i + \hat{l}\hat{s})$$  \hspace{1cm} (2.3.83)

In those coordinates (2.3.81) is

$$\mathcal{E}^{(i)}[u] = \hat{\mathcal{E}}^{(i)}[\hat{u}] \equiv \int_{\mathcal{Q}_i} d\hat{s} \left\{ \frac{1}{\varepsilon^2} \rho^{\text{TF}}(x_i) \hat{l}^2 \left( 1 - |\hat{u}|^2 \right)^2 + \left| \left( \vec{\nabla} - i\hat{B} \right) \hat{u} \right|^2 \right\}. \hspace{1cm} (2.3.84)$$
with $Q_1$ being an unitary square centered at the origin. Note that the rescaled vector potential $\vec{B}$ is explicitly given by
\[
\vec{B}(\vec{s}) = \frac{\Omega \vec{e}_z \wedge \vec{x}}{2} + \frac{\Omega \vec{e}_z \wedge \vec{s}}{2},
\] (2.3.85)
and the corresponding magnetic field is
\[
\tilde{h} \equiv \text{curl} \vec{B} = \Omega \vec{l}^2.
\] (2.3.86)

Our concern is the minimization of (2.3.84). By gauge invariance one can simplify the functional to
\[
\inf_{\tilde{u} \in H^1(Q_1)} \tilde{\mathcal{E}}^{(i)}[\tilde{u}] \geq \inf_{\tilde{u} \in H^1(Q_1)} \int_{Q_1} d\vec{s} \left\{ \frac{1}{\epsilon^2} \rho_{TF}(x_i) \tilde{l}^2 (1 - |\tilde{u}|^2)^2 + \left| \left( \vec{\nabla} - i \tilde{h}_{ex} \vec{e}_z \wedge \vec{s} \right) \tilde{u} \right|^2 \right\}. \tag{2.3.87}
\]

We now introduce a new infinitesimal parameter $\epsilon$ defined as
\[
\epsilon \equiv \epsilon \frac{\hat{l}}{l \sqrt{\rho_{TF}(x_i)}} \ll 1.
\] (2.3.88)

It follows that
\[
\tilde{\mathcal{E}}^{(i)}[\tilde{u}] \geq \inf_{\tilde{u} \in H^1(Q_1)} \int_{Q_1} d\vec{s} \left\{ \left| \left( \vec{\nabla} - i \tilde{h}_{ex} \vec{e}_z \wedge \vec{s} \right) \tilde{u} \right|^2 + \frac{1}{\epsilon^2} (1 - |\tilde{u}|^2)^2 \right\}, \tag{2.3.89}
\]
for a magnetic field $\tilde{h}_{ex}$ satisfying the conditions
\[
| \log \epsilon | \ll \tilde{h}_{ex} \equiv \Omega l^2 \ll \frac{1}{\epsilon^2} \equiv \frac{\rho_{TF} l^2}{\epsilon^2}. \tag{2.3.90}
\]

The upper bound on the r.h.s. of (2.3.90) implies the condition
\[
\rho_{TF} \gg \epsilon^2 \Omega. \tag{2.3.91}
\]

Additionally, to ensure that the cell size is much smaller than the width of the annulus the condition
\[
\hat{l} \ll g^{-2} \sim \omega^{-2/3} \tag{2.3.92}
\]
has to be satisfied. The upper bound of the first condition, i.e.,
\[
| \log \epsilon | \ll \Omega l^2 \ll \epsilon^{-2} \equiv \frac{l^2 g^2}{\epsilon^2} \tag{2.3.93}
\]
is satisfied as long as
\[
\Omega \ll \epsilon^{-4}. \tag{2.3.94}
\]

The lower bound is simultaneously fulfilled as long as $\epsilon \to 0$. The second upper bound (2.3.92) enforces an estimate for the quantity $\Omega l^2$
\[
\Omega l^2 \lesssim \frac{\Omega}{\omega^{4/3}} (\epsilon^4 \Omega)^a \tag{2.3.95}
\]
for some \( \alpha \geq 0 \) and with the help of (2.3.94). The lower bound in (2.3.90) can be satisfied simultaneously as long as

\[
|\log(\varepsilon^4 \Omega)| \ll (\varepsilon^4 \Omega)^{\alpha - \frac{1}{3}},
\]

(2.3.96)

where we assumed \( |\log \varepsilon| \sim \log(\varepsilon^4 \Omega)| \). This is always fulfilled as long as \( 0 < \alpha < \frac{1}{3} \), because

\[
|\log x| \ll x^{-\alpha}.
\]

(2.3.97)

For our proof of the lower bound we need that the condition

\[
\hat{l} \sqrt{\rho_{\text{TF}(x_i)}} \ll 1,
\]

(2.3.98)

holds, but this is satisfied as a consequence of (2.3.92). (Note that we have \( \frac{1}{\sqrt{\rho_{\text{TF}}} \geq C \omega^{-\frac{1}{3}}} \). Hence

\[
\Omega \hat{l}^2 \geq |\log \varepsilon| \geq |\log \varepsilon|,
\]

(2.3.99)

because \( 0 \geq \log \varepsilon = \log \varepsilon - \log \left( \hat{l} \sqrt{\rho_{\text{TF}(x_i)}} \right) \), which implies \( \log \varepsilon \geq \log \varepsilon \) and \( |\log \varepsilon| \leq |\log \varepsilon| \).

The functional on the right hand side of (2.3.89) is precisely the GL functional on \( Q_1 \) with external magnetic field \( \tilde{h}_{\text{ex}} \vec{e}_z \) and parameter \( \varepsilon \), i.e.,

\[
\tilde{E}^{\text{GL}} \left[ \tilde{u}, \vec{A} \right] \equiv \int_{Q_1} d\vec{s} \left\{ \left| \left( \nabla - i \vec{A} \right) \tilde{u} \right|^2 + \left| \text{curl} \vec{A} - \tilde{h}_{\text{ex}} \vec{e}_z \right|^2 + \varepsilon^{-2} \left( 1 - |\tilde{u}|^2 \right)^2 \right\}.
\]

(2.3.100)

evaluated on the configuration

\[
\left( \tilde{u}, \vec{A} \right) = \left( u, \tilde{h}_{\text{ex}}(\varepsilon) \vec{e}_z \wedge \vec{s}/2 \right)
\]

(2.3.101)

and (2.3.90) corresponds to the GL regime where the external magnetic field is between the first and the second critical fields. We can thus apply the lower bound for the GL functional proven in [112], Theorem 1.1 (note that in the definition of the GL functional given in [112] there is overall factor \( 1/2 \)), to get

\[
E^{(i)}[u] \geq (1 - o(1)) \hat{h}_{\text{ex}} \log \frac{1}{\varepsilon \sqrt{\hat{h}_{\text{ex}}}} = (1 - o(1)) \frac{\Omega \hat{l}^2}{2} \log \frac{\rho_{\text{TF}(x_i)}}{\varepsilon^2 \Omega} \geq (1 - o(1)) \frac{\Omega \hat{l}^2 |\log (\varepsilon^4 \Omega/\rho)|}{2}
\]

(2.3.102)

with \( \rho \sim (\varepsilon \Omega)^{2/3} \) being the order of magnitude of the TF density \( \rho_{\text{TF}} \).

\( \Box \)

We note that the normalization of \( \rho_{\text{TF}} \) over the set where \( \rho_{\text{TF}(x_i)} \gg \varepsilon^2 \Omega \) holds is \( 1 - o(1) \) if \( \Omega \ll \varepsilon^{-4} \).
Collecting the lower bounds inside all cells proven in the proposition above, we have

$$\tilde{\mathcal{E}}^{GP}[u] \geq (1 - o(1)) \frac{\Omega |l^2| \log (\varepsilon^2 \Omega / \rho)}{2} \sum_{x_i \in \mathcal{L}} \rho^{TF}(x_i)(1 - o(1)). \tag{2.3.103}$$

To replace the Riemann sum by the integral we use the symmetry of the lattice cell and the $L^1$-normalization of $\rho^{TF}$,

$$\sum_{x_i \in \mathcal{L}} \rho^{TF}(x_i) \geq \frac{1}{l^2} \left( \int_{\bigcup_{i} Q_i} d\vec{x} \rho^{TF}(x) - C \max[\hat{l}, \omega \hat{l}] \right) \geq \frac{(1 - o(1))}{l^2}. \tag{2.3.104}$$

□

**Theorem 2.3.2 (Upper Bound to the GL functional)**

For $\varepsilon^{-1} \ll \Omega \ll \varepsilon^{-4}$ as $\varepsilon \to 0$ we have

$$\mathcal{F}_0[u] \leq (1 + o(1)) \frac{\Omega |l^2| \log (\varepsilon^2 \Omega / \rho)}{2}. \tag{2.3.105}$$

with $\rho \sim \omega^{2/3}$.

**Proof:** We start with the trial function for the rescaled GL functional $\mathcal{F}_0[u]$: Similarly to [111] we decompose the support of our trial function $\mathbb{R}^2$ into cells $Q_i$ whose centers $\vec{x}_i$ are arranged in a regular lattice denoted by $\mathcal{L}$. The lattice constant $l$ is chosen such that each cells area is

$$|Q_i| = 2\pi \cdot \Omega^{-1}. \tag{2.3.106}$$

and the lattice constant is given by

$$l = (const.)\Omega^{-1/2}. \tag{2.3.107}$$

Hence, as in [111] the total number of cells in the unit disc $B_1$ is

$$N = \frac{\Omega}{2} (1 + o(1)). \tag{2.3.108}$$

Now, since the area of support for the TF density is $\sim \omega^{2/3}$ the total number of lattice points inside $\text{supp}(\rho^{TF})$ is given by

$$N^{TF} = N \cdot \omega^{-2/3}. \tag{2.3.109}$$

The position vector $\vec{x} \in \mathbb{R}^2$ can also be considered as a complex number $\zeta = x + iy \in \mathbb{C}$. Hence, we define a phase function by

$$v(\vec{x}) \equiv \prod_{\zeta_i \in \mathcal{L}} \frac{\zeta - \zeta_i}{|\zeta - \zeta_i|}. \tag{2.3.110}$$
To avoid singularities at the lattice points in the trial function we multiply $v$ with a function defined as

$$\xi(\vec{x}) = \begin{cases} 1 & \text{if } |\zeta - \zeta_i| > t \\ t^{-1}|\zeta - \zeta_i| & \text{if } |\zeta - \zeta_i| \leq t \end{cases}$$

(2.3.111)

where $t$ is a variational parameter. Thus, we choose our trial function for the upper bound to (2.3.2) to be

$$h = \xi v.$$  

(2.3.112)

**Proposition 2.3.8 (Vortex Kinetic Energy)**

For $\varepsilon \to 0$ and $\Omega \ll \varepsilon^{-4}$ we have

$$\int_{\mathbb{R}^2} g^2|(|\vec{\nabla} - i\vec{A})u|^2 \leq (1 + o(1)) \frac{\Omega|\log(t^2\Omega)|}{2}$$

(2.3.113)

**Proof:** Since $v$ is a phase and $\xi$ real-valued we obtain

$$\int_{\mathbb{R}^2} g^2|(|\vec{\nabla} - i\vec{A})u\xi|^2 = \sum_i \int_{|\zeta - \zeta_i| \leq t} g^2|\vec{\nabla}(\xi)u|^2 + \int_{\mathbb{R}^2} g^2|i\xi\vec{\nabla}(v) - i\vec{A}\xi v|^2 =$$

$$= \sum_i \int_{|\zeta - \zeta_i| \leq t} g^2|\vec{\nabla}\xi|^2 + \int_{\mathbb{R}^2} g^2|\xi\vec{E}|^2.$$  

(2.3.114)

We turn to the first term in (2.3.114). By definition we have $|\vec{\nabla}\xi| = t^{-1}$ inside each vortex disc $B_i^t$ and the gradient is zero in the complement. Inserting the estimate $g^2(x) \leq \rho_{\text{TF}}(x)(1 + o(1))$ inside $A_{\text{TF}}$, we obtain for the first term on the r.h.s. in (2.3.114) the estimate

$$\|g\vec{\nabla}\xi\|_2^2 \leq C/t^2 \sum_i \int_{B_i \cap A_{\text{TF}}} \rho_{\text{TF}}(x) (1 + o(1)) + \text{remainder.}$$

(2.3.115)

The remainder in (2.3.115) is inside $T$ exponential small, because $g^2$ satisfies on this set (2.3.65). The area of the remaining set $\mathbb{R}^2 \setminus \{A_{\text{TF}} \cup T\} \equiv \mathcal{W}$ is

$$A_{\mathcal{W}} \leq C \varepsilon^{1/3}$$

(2.3.116)

and the number of vortices in $\mathcal{W}$ satisfies

$$N_{\mathcal{W}} \leq CN \cdot \varepsilon^{1/3}.$$  

(2.3.117)

Hence, we find for the remainder in (2.3.115) by Cauchy-Schwarz inequality and using $g^2 \leq C\omega^{2/3}$

$$\text{remainder} \leq C\omega^{2/3}\Omega^{1/2}\varepsilon^{1/6}. $$

(2.3.118)

By the number of vortices in the support of $\rho_{\text{TF}}$, i.e., $N_{\text{TF}}$ and $\|\rho_{\text{TF}}\|_{L_1(A_{\text{TF}})} = 1 - o(1)$ we find arguing as we did for the remainder

$$\frac{C}{t^2} \sum_i \int_{B_i \cap A_{\text{TF}}} \rho_{\text{TF}}(x) (1 + o(1)) \leq C\omega^{1/3}\Omega^{1/2}. $$

(2.3.119)
Next, we turn to the second term in (2.3.114). We use the property that \( g^2 \) is close to \( \rho \) in \( A \), i.e., \( g^2/\rho \leq (1 + o(1)) \) justified by the pointwise bound (2.3.40) to find

\[
\int_{\mathbb{R}^2 \setminus A} d\vec{x} \left( \frac{g^2}{\rho} \right)^2 \xi^2(x) |\vec{E}(\vec{x})|^2 \leq \int_{\mathbb{R}^2 \setminus A} d\vec{x} g^2(\vec{x}) \xi^2(x) |\vec{E}(\vec{x})|^2 \frac{\rho^2}{\rho^2} \left( 1 + o(1) \right) \leq \int_{\mathbb{R}^2 \setminus A} d\vec{x} g^2(\vec{x}) \xi^2(x) |\vec{E}(\vec{x})|^2 \cdot (1 + o(1)) \leq (1 + O((t^2 \Omega)^{1/2})) \sum_{r \in \mathbb{Q}^2} \sup_{x} \rho \left( \pi \log |t^2 \Omega| + O(1) \right) \cdot (1 + o(1)).
\]

(2.3.120)

To get the second term in the last line of above inequality we use a calculation already made in the paper [111]. Recall from [111] the facts

\[
|\vec{E}(\vec{x})|^2 \leq |\vec{E}_i(\vec{x})|^2 + \text{const.} \left( \frac{\Omega^{1/2}}{|x - \vec{x}_i|} + \Omega \right) \tag{2.3.121}
\]

and

\[
|\vec{E}_i(\vec{x})|^2 \leq \frac{1}{|x - \vec{x}_i|^2}. \tag{2.3.122}
\]

Hence they find

\[
\int_{Q \setminus B_i} \frac{d\vec{x}}{\Omega} |\vec{E}(\vec{x})|^2 - \int_{Q \setminus B_i} \frac{d\vec{x}}{\Omega} |\vec{E}_i(\vec{x})|^2 \leq \text{const.} \int_{t}^{C \Omega^{-1/2}} dx \left( \Omega^{1/2} x^{-1} + \Omega \right) = O(1) \tag{2.3.123}
\]

while

\[
\int_{B_i} \frac{d\vec{x}}{\Omega} |\vec{E}(\vec{x})|^2 - \int_{B_i} \frac{d\vec{x}}{\Omega} |\vec{E}_i(\vec{x})|^2 \leq \text{const.} \int_{0}^{t} dx \left( |x/t|^2 \Omega^{1/2} x^{-1} + \Omega \right) = O((t^2 \Omega)^{1/2}). \tag{2.3.124}
\]

On the other hand, since \( \vec{E}_i(\vec{x}) \leq |\vec{x} - \vec{x}_i|^{-1} \),

\[
\int_{Q \setminus B_i} \frac{d\vec{x}}{\Omega} |\vec{E}_i(\vec{x})|^2 \leq 2\pi \int_{t}^{C \Omega^{-1/2}} dx x^{-2} = \pi |\log(t^2 \Omega)| + O(1) \tag{2.3.125}
\]

and

\[
\int_{B_i} \frac{d\vec{x}}{\Omega} |\vec{E}_i(\vec{x})|^2 \leq 2\pi \int_{0}^{t} dx x/t^2 x^{-2} = O(1). \tag{2.3.126}
\]
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We now estimate the Riemann approximation error

\[
\mathcal{R} \equiv |Q^0| \sum_{i} \rho_{TF}(\vec{x}) - \int_{A_{TF}} d\vec{x} \rho_{TF}(\vec{x}) \leq |Q^0| \sum_{i} \left\{ \sup_{\vec{x} \in Q_i} \rho_{TF}(\vec{x}) - \inf_{\vec{x} \in Q_i} \rho_{TF}(\vec{x}) \right\}.
\]

(2.3.127)

Multiplying the area of a cell times the value of the lattice constant \( l \) and \( \|d\rho_{TF}/dx\|_{\infty} \leq C\omega^{4/3} \) and the number of vortices inside \( \text{supp}(\rho_{TF}) \) is

\[
\mathcal{R} \leq C |Q_i| \cdot l \cdot \omega^{4/3} \cdot N_{TF} \ll 1 \quad (2.3.128)
\]
as long as \( \Omega \ll \varepsilon^{-4} \). Hence,

\[
\int_{W} d\vec{x} \cdot \xi^2(x) g^2(x) |\vec{E}(\vec{x})|^2 \leq \int_{W} d\vec{x} \cdot \xi^2(x) g^2(x) |\vec{E}(\vec{x})|^2 + (1 + \mathcal{O}((t^2\Omega)^{1/2})) |Q_0|^{-1} (\pi |\log (t^2\Omega)| + \mathcal{O}(1)) \cdot (1 + o(1)).
\]

(2.3.129)

It remains to estimate the first term on the r.h.s. of (2.3.129). By the definition of \( \xi \) and since \( |\vec{E}_i(\vec{x})|^2 \leq \frac{1}{|\vec{x} - \vec{x}_i|^2} \) we have

\[
\int_{W} d\vec{x} \cdot \xi^2(x) g^2(x) |\vec{E}(\vec{x})|^2 \leq \int_{W} d\vec{x} g^2(x) \frac{\xi^2(x)}{|\vec{x} - \vec{x}_i|^2} + C \int_{W} d\vec{x} g^2(x) \frac{\Omega^{1/2}}{|\vec{x} - \vec{x}_i|} + C\Omega \cdot o(1) \leq \int_{W} d\vec{x} g^2(x) \frac{\xi^2(x)}{|\vec{x} - \vec{x}_i|^2} + C\Omega \quad (2.3.130)
\]

For the first term on the r.h.s. of (2.3.130) we find with \( N_W \leq C \max[\Omega^{-1/2}, \varepsilon^{1/3} \omega^{-5/9}] \) (see pointwise estimate and exponential smallness)

\[
\int_{W} d\vec{x} g^2(x) \frac{\xi^2(x)}{|\vec{x} - \vec{x}_i|^2} \ll C\Omega \cdot (1 + \mathcal{O}((t^2\Omega)^{1/2})) (\pi |\log (t^2\Omega)| + \mathcal{O}(1)) \quad (2.3.131)
\]
as long as \( \Omega \ll \varepsilon^{-4} \).

\[\Box\]

**Proposition 2.3.9 (Vortex Interaction Energy)**

For \( \varepsilon \to 0 \) and \( \varepsilon^{-1} \ll \Omega \ll \varepsilon^{-4} \) we have

\[
\int_{\mathbb{R}^2} d\vec{x} \left\{ \frac{g^4}{\varepsilon^2} (1 - |u|^2)^2 \right\} \leq C\Omega.
\]

(2.3.132)
Proof: First we consider the contribution to the vortex interaction energy due to $W$. Since $g^2 \leq C \Omega^{-1/2} \omega^{4/3}$ and with $N_W \leq C \max[\Omega^{-1/2}, \epsilon^{1/3} \omega^{-5/9}]$ (see pointwise estimate and exponential smallness) we have

$$
\sum_i \frac{1}{\epsilon^2} \int_{B_i \cap W} g^4 \left(1 - \left(\frac{x_i}{t}\right)^2\right)^2 (1 + o(1)) \leq \frac{C \omega^{4/3}}{\epsilon^2} \sum_i \int_{B_i \cap W} \left(1 - \left(\frac{x_i}{t}\right)^2\right)^2 (1 + o(1)) \leq C \omega^{4/3} \epsilon^{-2} \Omega^{-1/2} t^2 + C \omega^{4/3} \epsilon^{-2} \epsilon^{1/3} \omega^{-5/9} \Omega \cdot t^2 \leq C \Omega. \quad (2.3.133)
$$

Using $\rho_{TF} \leq C \omega^{2/3}$ we find for the contribution due to $A_{TF}$

$$
\sum_i \frac{1}{\epsilon^2} \int_{B_i \cap A_{TF}} (\rho_{TF})^2 \left(1 - \left(\frac{x_i}{t}\right)^2\right)^2 (1 + o(1)) \leq \frac{C \omega^{2/3}}{\epsilon^2} \sum_i \sup_{\vec{x} \in Q_i} \rho_{TF}(x_i) \int_{B_i} \left(1 - \left(\frac{x_i}{t}\right)^2\right)^2 (1 + o(1)) \leq \frac{C t^2 \omega^{2/3}}{\epsilon^2} \sum_i \sup_{\vec{x} \in Q_i} \rho_{TF}(x_i) (1 + o(1)) \leq \frac{C t^2 \omega^{2/3}}{\epsilon^2} \frac{C \Omega \omega^{2/3}}{\epsilon^2} (1 + o(1)). \quad (2.3.134)
$$

Choosing $t^2 = \epsilon^2 / \rho$ with $\rho = \omega^{2/3}$ yields the result.

\[\square\]

\[\square\]

### 2.4 Lower bound for the kinetic energy

This section is devoted to present a novel lower bound to the kinetic energy term of the reduced GP energy functional.

**Theorem 2.4.1 (Lower Bound to reduced kinetic energy)**

For $\epsilon$ sufficiently small, and if $\Omega$ satisfies $\epsilon^{-1} \ll \Omega \ll \epsilon^{-4}$

$$
\int_{\mathbb{R}^2} |\nabla g|^2 \geq (1 + o(1)) \int_{A_{TF}} \frac{(\nabla \rho_{TF})^2}{\rho_{TF}^2}. \quad (2.4.1)
$$

with $A_{TF} = A_{TF} \cap \{x : x \leq 1\}$.

**Proof:** The starting point for our proof is the definition of the spherically symmetric rescaled GP density in terms of the corresponding variational equation

$$
\rho^{GP}(x) = g^2(x) = \frac{\epsilon^2}{2} \left(\mu - \mu_{TF} + \frac{2}{\epsilon^2} \mu_{TF} + \frac{\Delta g}{g}\right)(x). \quad (2.4.2)
$$
and let us by the way recall the explicitly given rescaled TF density
\[ \rho_{\text{TF}}(x) = \frac{\varepsilon^2}{2} \left( \mu_{\text{TF}} - \Omega^2 \left( \frac{2x_s}{s} - x^2 \right) \right). \] (2.4.3)

A crucial point in our argumentation is proposition 4.3.5, i.e.,
\[ \rho_{\text{GP}}(x) = \rho_{\text{TF}}(1 + o(1)) \] (2.4.4)

holds for some specified set \( A_{\text{TF}} \subseteq \mathbb{R}^2 \). On the other hand this equation determines the asymptotically small function \( o(1)(x) \) in terms of the introduced densities. Clearly, by the radial symmetry of the densities \( o(1) \) is radial symmetric too. But be aware that in the following the symbol \( o(1) \) denotes different functions as well, but they all share the property of being \( o(1) \) for all \( x \in A_{\text{TF}} \) and having their origin in above function \( o(1) \) are radially symmetric. Now, in particular (2.4.4) says considering the definition of the GP density (or rather the variational equation) (2.4.2)
\[ \frac{\Delta g}{g}(x) = o(1) \rho_{\text{TF}}(x) \quad \text{for } x \in A_{\text{TF}} \subseteq \mathbb{R}^2, \] (2.4.5)

which is a useful insight in the following argumentation. For the sake of analogy to previous estimates [111] on the kinetic energy for the TF density we rewrite the kinetic energy of the reduced GP functional due to its minimizer \( g \) in terms of its GP density (2.4.2) yielding
\[ \int_{\mathbb{R}^2} |\nabla g|^2 = \int_{\mathbb{R}^2} \frac{\nabla \rho_{\text{GP}}^2}{\rho_{\text{GP}}} = \int_{\mathbb{R}^2} \left( \frac{\nabla \rho_{\text{TF}} + \frac{\varepsilon^2}{2} \nabla \left( \frac{\Delta g}{g} \right) }{\rho_{\text{GP}}} \right)^2. \] (2.4.6)

In difference to the kinetic energy from the TF density (2.4.6) has two additional terms involving the GP minimizer and the divisor is now the GP density. However, we show that the leading order kinetic energy is exactly the kinetic energy due to the TF density. To do so we exploit the (pointwise) positivity of the integrand to reduce the integration domain and by using (2.4.4) on this subdomain we get an estimate to (2.4.6) from below:
\[ \int_{\mathbb{R}^2} |\nabla g|^2 \geq \int_{A_{\text{TF}}^\varepsilon} \frac{\left( \nabla \rho_{\text{TF}} + \frac{\varepsilon^2}{2} \nabla \left( \frac{\Delta g}{g} \right) \right)^2}{\rho_{\text{GP}}} \geq \int_{A_{\text{TF}}^\varepsilon} \frac{\left( \nabla \rho_{\text{TF}} + \frac{\varepsilon^2}{2} \nabla \left( \frac{\Delta g}{g} \right) \right)^2}{\rho_{\text{TF}}} (1 + o(1))(r) \geq \inf_{\zeta \in A_{\text{TF}}^\varepsilon} (1 + o(1))(\zeta) \int_{A_{\text{TF}}^\varepsilon} \frac{\left( \nabla \rho_{\text{TF}} + \frac{\varepsilon^2}{2} \nabla \left( \frac{\Delta g}{g} \right) \right)^2}{\rho_{\text{TF}}} \] (2.4.7)
Here the domain $\mathcal{A}^\text{TF}_+ \subset \mathcal{A}^\text{TF} \subseteq \mathbb{R}^2$ is specified later. Furthermore, we suppress the quadratic and therefore positive term due to the minimizer $g$ within the integrand to get
\[
\int_{\mathbb{R}^2} |\nabla g|^2 \geq (1 + o(1)) \int_{\mathcal{A}^\text{TF}_+} \frac{(\nabla \rho^\text{TF})^2 + \nabla \rho^\text{TF} \cdot \varepsilon^2 \nabla \left( \frac{\Delta g}{g} \right)}{\rho^\text{TF}}.
\]  
(2.4.8)

Our knowledge about the (to us) not explicitly known term $\nabla \left( \frac{\Delta g}{g} \right)$ is quite limited, but having (2.4.5) in our pocket we proceed by using partial integration to disburden this term from the gradient, where in addition we exploit the rotational symmetry of the problem:

\[
2\pi \int_{x_i}^{x_o} \frac{\left( \frac{d}{dx} \rho^\text{TF} \right)^2 + \frac{d}{dx} \rho^\text{TF} \cdot \varepsilon^2 \frac{d}{dx} \left( \frac{\Delta g}{g} \right)}{\rho^\text{TF}} dx = -2\pi \int_{x_i}^{x_o} \frac{d}{dx} \left( \frac{\frac{d}{dx} \rho^\text{TF}}{\rho^\text{TF}} \right) \rho^\text{TF} dx + 2\pi \left( \frac{\frac{d}{dx} \rho^\text{TF}}{\rho^\text{TF}} \right) \rho^\text{TF} \bigg|_{x_i}^{x_o} \varepsilon^2 = * \quad (2.4.9)
\]

Here $x_i$ denotes the inner radius of $\mathcal{A}^\text{TF}_+$ and $x_o$ its outer radius. We get using (2.4.5)

\[
* = -2\pi \int_{x_i}^{x_o} \frac{d}{dx} \left( \frac{\frac{d}{dx} \rho^\text{TF}}{\rho^\text{TF}} \right) \rho^\text{TF} (1 + o(1)) + 2\pi \left( \frac{\frac{d}{dx} \rho^\text{TF}}{\rho^\text{TF}} \right) \rho^\text{TF} \bigg|_{x_i}^{x_o} (1 + o(1)).
\]  
(2.4.10)

Now let us discuss the sign’s of both terms from above by calculating these functions of $\rho^\text{TF}$. The derivative of the TF density is

\[
\frac{d}{dx} \rho^\text{TF} (x) = \omega^2 (x - x^s - 1)
\]  
(2.4.11)

being positive on $\mathcal{A}^\text{TF}$ as long as $x \leq 1$. Moreover, we have

\[
\frac{d}{dx} \left( \frac{\frac{d}{dx} \rho^\text{TF}}{\rho^\text{TF}} \right) = -2\omega^2 s \left[ \mu^\text{TF} s ((s - 1)x^s - x^2) + \Omega^2 \{s^2 x^{s+2} + s (x^4 - 5x^{s+2}) + 2(x^s + x^2)x^s \} \right]
\]
\[
x^2 (\mu^\text{TF} s - 2\Omega^2 x^s + \Omega^2 s x^2)^2
\]  
(2.4.12)

which is negative making by the way the first term in (2.4.10) positive as long as

\[
\frac{1 - (s - 1)x^{s-2}}{\mu^\text{TF} - \Omega^2 \left( \frac{2x^s}{x} - x^2 \right)^2} + \frac{2\Omega^2 (x - x^{s-1})(x^{s-1} - x)}{\left( \mu^\text{TF} - \Omega^2 \left( \frac{2x^s}{x} - x^2 \right)^2 \right)^2} \leq 0.
\]  
(2.4.13)
Here both divisors are positive on the domain of interest, because both are modulo some $C \epsilon$ the TF density or the TF density squared. The second term in (2.4.13) is negative as long as $x \leq 1$, but the first one isn’t in general for $x \leq 1$. However, aiming to consider the behavior as $\epsilon \to 0$ we rewrite the condition (2.4.13) using the explicit formula for $\rho_{TF}$

$$1 - (s - 2)x^{s-2} + \frac{\omega^2(x - x^{s-1})(x^{s-1} - x)}{\rho_{TF}} \leq 0$$

(2.4.14)

or

$$(x - x^{s-1})(x^{s-1} - x) \leq - (1 - (s - 2)x^{s-2}) \frac{\rho_{TF}}{\omega^2}.$$  

(2.4.15)

Using the fact $\rho_{TF} \leq C\omega^{2/3}$ we find the stronger condition

$$(x - x^{s-1})(x^{s-1} - x) \leq - \left(1 - (s - 2)x^{s-2}\right) \frac{C}{\omega^{4/3}} \xrightarrow{\omega \to \infty} 0$$

(2.4.16)

Since the l.h.s. is negative for $x \leq 1$ on $A_{TF}$ we conclude that both terms in (2.4.10) are positive as long as $x \leq 1$. As a consequence we define $A_{TF}^+ = A_{TF} \cap \{x : x \leq 1\}$. Let us complete these explicit considerations by a simple check: Using a Taylor expansion we get for the TF density

$$\rho_{TF} \simeq C\gamma^2 \left((\epsilon\Omega)^{3/2} - (\epsilon\Omega)^2(x - 1)^2\right)$$

(2.4.17)

with the derivative being

$$\frac{d}{dx}\rho_{TF} \sim C\epsilon(1 - x) \geq 0$$

(2.4.18)

for $x \leq 1$ on $A_{TF}$ and in addition one has

$$\frac{d}{dx} \left(\frac{d}{dx}\rho_{TF}\right) \cdot \rho_{TF} \leq 0.$$  

(2.4.19)

We find using (2.4.10) and the positivity of the involved terms as lower bound for the kinetic energy

$$\int_{\mathbb{R}^2} |\vec{\nabla} g|^2 \geq \inf_{\xi \in A_{TF}^+} (1 + o(1))(\xi) \left(-2\pi \int_{x_i}^1 \frac{d}{dx} \left(\frac{d}{dx}\rho_{TF}\right) \rho_{TF} + 2\pi \left|\frac{d}{dx}\rho_{TF}\right|_{x_i} \right)$$

(2.4.20)

and reverse the partial integration to get

$$\int_{\mathbb{R}^2} |\vec{\nabla} g|^2 \geq (1 + o(1)) \int_{A_{TF}^+} \left(\frac{\vec{\nabla} \rho_{TF}}{\rho_{TF}}\right)^2.$$  

(2.4.21)

□
3 A Nonlinear quantum piston for the controlled generation of vortex rings and soliton trains

Florian Pinsker, Natalia G. Berloff and Víctor M. Pérez-García, Physical Review A 87, 053624 (2013)

We propose a simple way to generate nonlinear excitations in a controllable way by managing interactions in Bose-Einstein condensates. Under the action of a quantum analogue of a classical piston the condensed atoms are pushed through the trap generating vortex rings in a fully three-dimensional condensates or soliton trains in quasi-one dimensional scenarios. The vortex rings form due to transverse instability of the shock wave train enhanced and supported by the energy transfer between waves. We elucidate in which sense the self-interactions within the atom cloud define the properties of generated vortex rings and soliton trains. Based on the quantum piston scheme we study the behavior of two component Bose-Einstein condensates and analyze how the presence of an additional superfluid influences the generation of vortex rings or solitons in the other component and vice versa. Finally, we show the dynamical emergence of skyrmions within two component systems in the immiscible regime.

3.1 Introduction

One of the most remarkable achievements in quantum physics in the last decade was that of Bose-Einstein condensation (BEC) in ultra-cold alkaline atomic gases. These physical systems have a high potential for supporting quantum nonlinear coherent excitations and many types of nonlinear waves have been experimentally observed [114, 115, 116, 117, 118, 119, 120, 121, 122, 123, 124, 125] or theoretically proposed to exist (see e.g. the reviews [126, 127]) in ultra-cold quantum degenerate gases. The list includes dark solitons [113], bright solitons [114], bubbles [128] and gap solitons [115], vector solitons [116], vortices, vortex lattices and giant vortices [21, 22, 23], vortex rings [120, 121, 122], dark ring-shaped waves [123], shock waves [121, 124], collapsing waves [125] and many others. In this way Bose-Einstein condensates (BECs) are, apart from their fundamental role in quantum physics, exceptional physical systems for the manifestation and study of nonlinear phenomena and in particular due to their rather simple theoretical description.

Among the various nonlinear excitations the vortex ring occupies a special place. Vortex rings are essentially three-dimensional topological nontrivial structures appearing in
either classical [129] or quantum [130] fluids. They are able to propagate in cylindri-
cally trapped BECs as stable objects [131], similarly to classical fluids [132]. This is
an essential difference to most other solitonic structures that become unstable when
passing to a fully three-dimensional setting, e.g. one dimensional bright solitons that
are unstable to blow-up [125] or dark solitons, that are unstable to the snake instability
[134, 133, 120]. This leaves the vortex ring as the only dynamically nontrivial nonlinear
excitation observed in fully three-dimensional BECs.

Vortex rings were first observed in BECs as the outcome of the decay of dark soli-
tons [120] and as a result of the decay of quantum shock waves [121]. More recently
they have been observed to appear during complex oscillations in soliton-vortex ring
structures [122] and during the merging of BEC condensate fragments [135]. How-
ever, generating vortex rings involved complicated nonlinear phenomena and in general
a simple mechanism allowing the controlled generation of a prescribed finite number
of vortex rings is still missing. The main purpose of this paper is to propose such a
mechanism allowing the generation of a few vortex rings in a highly controllable way.
The same method can be used to create soliton trains of certain frequencies within a
one-dimensional model. We will also extend the concepts to coupled BECs showing how
skyrmions can be generated using similar techniques.

The plan of this paper is as follows. First in Section 3.2 we introduce the main phys-
ical idea of a nonlinear quantum piston. In Section 3.3 we introduce the mathematical
equations and nondimensionalisations used throughout the paper. Next we discuss the
nonlinear excitations in the form of dark and bright soliton trains for one dimensional
problems for single (Sec. 3.4) and two-component (Sec. 3.5) condensates. The con-
trolled generation of vortex rings and skyrmions is discussed in Section 3.6. Finally we
summarize our conclusions in Section 3.7.

3.2 Physical idea

The process of vortex ring generation in classical fluids has received a substantial treat-
ment in the literature. One of the most standard ways to obtain vortex rings in classical
fluids involves moving a piston through a tube, resulting in a vortex ring being generated
at the tube exit. A standard generation geometry consists of the tube exit mounted flush
with a wall with the piston stroke ending at the tube exit [136].

In this paper we will use something conceptually much simpler utilizing the possi-
bilities opened by space-dependent Feschbach resonance management in a BEC. Since
the first achievements in scattering length control in BECs [27], the technique of Fes-
chbach resonance management has been improved and used in many different applica-
tions. Presently, the level of control of the scattering length allows for its very pre-
cise tuning [137] and nothing prevents an extended control of the interactions leading
to a space dependent scattering length. A large number of theoretical papers have
studied nonlinear phenomena in systems with managed interactions (see e.g. Refs.
[126, 138, 139, 140, 146, 149, 150] and references therein).

The physical idea is illustrated in Fig. 3.1. Starting from a single equilibrium BEC
Figure 3.1: Schematic diagram of the quantum piston idea, where the ellipse symbolizes the trapped BEC. The trap is supposed to be radially symmetric and elongated along the $z$-axis. The area of change in self-interactions is illustrated by the hatched lines. The small circles represent the cross sections of possible vortex rings obtained as a result of the flow induced by the asymmetric interactions playing the role of a quantum piston.
in a trap with a given value of the scattering length $a > 0$, we propose modifying interactions in half of the space (say the left hand side $z < 0$) to a larger value $a_L > a = a_R$ instantaneously. This change would affect the initial configuration by inducing the transverse expansion of the atomic cloud for $z < 0$ generating a flow towards the region with a smaller interaction value at $z > 0$. This process is analogous to the piston-driven flow through an aperture used to generate vortex rings in classical fluids. These effects are achieved simultaneously with a single action on the interactions without restoring to complicated external potentials. We also consider a smooth change of scattering length that would be more realistic in experiments. Modifying interactions to be attractive $a < 0$ on one side would allow the atom cloud with repulsive self-interaction at $z > 0$ to expand towards this region. The nature of nonlinear excitations generated in this way would be different to the repulsive case due to the difference in interatomic relations \[11, 151\]. Generating a controlled flow within a Bose gas with entirely attractive interactions by imposing a change in interactions would cause similar nonlinear excitations.

Applying the concept of a quantum piston to a two component BEC enables new physics to come into play. One scenario we will consider in this paper is the case in which the interactions are changed only in one of the components that would generate a counterflow between two components thus creating excitations involving the other component, for example generating skyrmions that are stable vortices with the second component filling in the core.

### 3.3 Mathematical models

We consider a single component BEC modeled in the mean field limit by the nonlinear Gross-Pitaevskii equation \[7, 8\]

$$i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \Delta \psi + V_{\text{ext}}(r, z)\psi + g\text{nat}(z)|\psi|^2\psi,$$  \hspace{0.5cm} (3.3.1)

for particles of mass $m$ with self-interactions defined by $g\text{nat}(z) = 4\pi\hbar^2 a_s(z)/m$, where $a_s(z)$ is the s-wave scattering length. The condensate wave function $\psi$ describing a condensate of $N$ bosons located in $\Omega \subset \mathbb{R}^3$ satisfies the mass constraint $\|\psi\|^2_{L^2(\Omega)} = N$. Confinement is due to an external elongated axisymmetric trap $V_{\text{ext}} = (m\omega^2 r^2 + m\omega_z^2 z^2)/2$, where the frequencies satisfy $\omega \gg \omega_z$. We use the rescaled GPE given by

$$i\frac{\partial \psi}{\partial t} = -\Delta \psi + V_{\text{ext}}(r, z)\psi + g(z)|\psi|^2\psi.$$  \hspace{0.5cm} (3.3.2)

Here the spatial coordinates are measured in the healing length of the transverse ground state $a_0 = (\hbar/m\omega\sqrt{2})^{1/2}$ and time $t$ in $\sqrt{2}/\omega$, respectively, while the energies and frequencies are measured in units of $\hbar\omega/\sqrt{2}$ and $\omega/\sqrt{2}$ respectively, and $V_{\text{ext}} = (\lambda^2 r^2 + \lambda_z^2 z^2)/2$. We rescale the wave function such that it is normalized to 1, i.e., $\|\psi\|^2_{L^2(\Omega)} = 1$. Then $g(z) = 4\pi a_s(z)N/a_0$, which is proportional to the local value of the s-wave scattering length $a_s(z)$ and will be taken, starting from $t = 0^+$, to be the step-like function defined
by
\[ g(z) = g^R + \frac{g^R - g^L}{1 + e^{-2kz}}, \quad (3.3.3) \]
where the constituents of the local self-interaction are \( g^R \) and \( g^L \) and the ‘smoothness’ parameter is taken to be \( k > 0 \). Finite \( k \) accounts for a gradual change in scattering length across \( z = 0 \). In the limiting case \( k \to \infty \) the coupling parameter \( g(z) \) becomes a step function
\[ g(z) \rightarrow \begin{cases} 
 0, & z > 0 \\
 (g^R + g^L)/2, & z = 0 \\
 g^L, & z < 0.
\end{cases} \quad (3.3.4) \]

In addition we will study two component Bose-Einstein condensates within a similar quantum piston setting. The wave functions of component A and B will be assumed to be governed by a system of coupled nonlinear Schrödinger-type equations [11, 77].

\[
\begin{align*}
\frac{i\hbar}{\partial t} \psi_A &= \left( -\frac{\hbar^2}{2m_A} \Delta + V_{\text{ext},A}(r, z) + g_{A}^R |\psi_A|^2 + g_{AB}^R |\psi_B|^2 \right) \psi_A, \\
\frac{i\hbar}{\partial t} \psi_B &= \left( -\frac{\hbar^2}{2m_B} \Delta + V_{\text{ext},B}(r, z) + g_{B}^R |\psi_B|^2 + g_{BA}^R |\psi_A|^2 \right) \psi_B.
\end{align*} \quad (3.3.5a, b) \]

Here the mass of a boson from component \( i \in \{ A, B \} \) is denoted \( m_i \), the symbol \( g_{i}^{\text{nat}} \) refers to the corresponding self-interactions and we consider a scaling for which the normalization is \( \| \psi_i \|^2 L^2(\Omega) = N_i \), where \( N_i \) denotes the number of atoms of species \( i \). Depending on the context self-interactions \( g_{i}^{\text{nat}} \) can be thought of either as being constant or step functions. Those step-functions are formally defined as in the single component case. The cross-interaction strengths are given by \( g_{ij}^{\text{nat}} = 2\pi \hbar^2 a_{ij} / m_{ij} \) with \( i \neq j \) and the reduced mass given by \( m_{ij} = m_i m_j / (m_i + m_j) \). In this paper we will take \( a_{ij} = a_{ji} \) and \( m = m_A = m_B \). The harmonic potentials are given by \( V_{\text{ext},i} = m_i \omega_i r^2 / 2 \), where the \( \omega_i \)’s denote the corresponding trapping frequencies.

The non-dimensional form is obtained via the transformation \( x \to a_0 x \), \( t \to t \sqrt{2} / \omega \) and \( \psi_i \to \psi_i \left( \frac{1}{\lambda_i} \right)^{1/2} / a_0 \) with \( \frac{1}{\lambda_i} = g_i \sqrt{2} / (2 m_i g_{i}^{\text{nat}}) \) where the nondimensionalized self-interaction strength \( g_i \) has been introduced. In those terms our coupled system is given by
\[
\begin{align*}
\frac{i}{\partial t} \psi_A &= (-\Delta + V_{\text{ext},A} + g_A |\psi_A|^2 + g_{AB} |\psi_B|^2) \psi_A \\
\frac{i}{\partial t} \psi_B &= (-\Delta + V_{\text{ext},B} + g_{AB} |\psi_A|^2 + g_B |\psi_B|^2) \psi_B
\end{align*} \quad (3.3.6a, b) \]
with \( V_{\text{ext},i} = \lambda_i^2 r^2 + \lambda_i^2 z^2 \) and \( g_{ij} = g_j g_{ij}^{\text{nat}} / g_j^{\text{nat}} \). We choose parameters such that the mass constraints \( \| \psi_i \|^2 L^2(\Omega) = 1 \), \( \Omega \subset \mathbb{R}^3 \).

To follow the time evolution of the fields \( \psi_i \) numerically we have used a fourth order finite difference scheme in space together with a fourth order Runge-Kutta discretization in time.
In the next section we consider the generation of nonlinear excitations by changing the interaction strength on one half of the domain for quasi-one dimensional BECs.

### 3.4 Emergence of soliton trains in quasi-one dimensional single component BECs

The starting point of our investigation of the controlled generation of nonlinear excitations is a strongly cigar shaped Bose-Einstein condensate, i.e., $\omega \gg \omega_z$. Neglecting trapping in $z$ by setting $\omega_z = 0$, the evolution equation (4.2.26) for the wave function becomes [152]

$$
\imath \frac{\partial}{\partial t} \psi_{1D} = -\frac{\partial^2}{\partial z^2} \psi_{1D} + g(z) |\psi_{1D}|^2 \psi_{1D} - \mu \psi_{1D},
$$

(3.4.1)

where we have introduced a chemical potential via $\psi_{1D} = \psi_{1D} e^{-i\mu t}$, dropped the mass constraint as we consider an infinitely spread BEC here and rescaled time. Initially, i.e., for $t < 0$ the single coherent condensate is uniformly distributed and lies at rest. By $n_0 = \mu/g$ we denote the associated constant equilibrium density distribution and the corresponding self-interaction strength by $g$. To see the effect of changing self interactions at $t = 0$ instantaneously, i.e., $g \rightarrow g(z)$, on the initial state (such that we have step-like self interactions $g(z)$ for all times $t > 0$) we have simulated the dynamical behavior of $\psi$ governed by (3.4.1) for different parameter combinations of $g(z)$ [207].

#### 3.4.1 Results

Starting with a uniformly distributed Bose gas with repulsive self-interactions set to $g = 1$ we observe that for a moderate increase in the interaction strength on the left-hand side the outflow does not produce any solitary trains. When the spatial change in self-interactions is sufficiently large, specifically $g_L/g_R > 2.2$ the transport of atoms from the region of higher interactions on the left to the one of lower interactions on the right is accompanied by the emergence of a dark soliton train.

The wave generated when the interactions are increased on the left half of the cloud ($z < 0$) via $g \rightarrow g(z)$ leads to a formation of dispersive shock that propagates on the background density that sets the reference sound speed. As shown by many authors [141, 142, 143, 144, 145] the 1D shock profile can be found by matching the high- and low-intensity boundaries. In such a shock the inner (slow) nonlinear part of the front is a train of dark or gray solitons, while the outer (fast) part is a low-intensity region with oscillations that are effectively sound-like [141, 142, 143, 144, 145]. As the fast outer part propagates further into the less interactive region, the inner part adopts more and more pulses in the solitary train, which is clearly seen on Fig. 3.2. We note that besides the characteristic density depletion the phase of these arrays of solitons show the characteristic phase jumps at each soliton by $\pi$. Subsequently the flow of the condensate manifests itself as a regular array of density depletions moving at a constant speed while keeping the shape over time. Results in this regime also agree well with simulations of
Figure 3.2: Pseudo-color density plot $\rho(z) = |\psi_{1D}(z,t)|^2$ of a uniformly distributed Bose gas with constant interaction $g = 1 = g^R$ at $t = 0$ evolving in time as a change of $g^L/g^R = 3.4$ has been implemented for $t > 0$. The change in interactions is sharp at $z = 0$, i.e., $k \rightarrow \infty$ in (3.3.3). Here luminosity is proportional to density. The dimensionless units are used as specified in the main text.
the nonpolinomial Schrödinger equation in trapped systems reported in Ref. [146]. In addition we note that in a different context soliton patterns arise due to a mechanism where two spatially distinct condensates collide within a harmonic trap [147] and thereby generate nonlinear excitations. The two condensates in this case have different global phases, so joining the two condensate together is analogous to phase imprinting in a single condensate [148]. In our case we have a condensate with the same global phase where vortices and solitary trains are formed dynamically.

In Fig. 3.3 we show the evolution for a BEC between \( t = 0 \) and \( t = 160 \) in the case where we have changed self-interactions to negative (attractive) values at the l.h.s. In this particular example parameters have been chosen to be \( g = 1 = g^R \) and \( g^L = -1 \). The emerging structure can be identified as a bright soliton train appearing in a similar process of formation of individual solitons in a localized reservoir. [149, 150]. Furthermore it can be seen in Fig. 3.3 that bright solitons remain approximately at the same position. Similarly to the formation of a dark soliton train as an initial shock wave propagates a bright soliton train is generated. In contrast to the dark soliton train which mainly is due to the reallocation of mass in a directed manner, the bright soliton train forms due to the perturbation at the breaking point such that due to its attractiveness the condensate collapses locally to form bright solitons.

Starting with a system of attractively interacting atoms the introduction of even small
Figure 3.4: Pseudo-color density plot $\rho(z) = |\psi_{1D}(z, t)|^2$ of a uniformly distributed Bose gas with constant attractive interaction $g = -1 = g^R$ at $t = 0$ evolving in time as a change of $g^L/g^R = 0.99$ has been implemented for $t > 0$. The change in interactions is sharp at $z = 0$, i.e., $k \rightarrow \infty$ in (3.3.3). Here luminosity is proportional to density. The dimensionless units are used as specified in the main text.
change in interactions leads to the generation of a bright soliton train as Fig. 3.4 illustrates for the case of $g = -1 = g^R$ and $g^L/g^R = 0.99$. Unlike the cases involving repulsive interactions this bright soliton train slowly expands in both directions. However, as $g^L/g^R \to 0$ bright solitons can only be observed for $z > 0$.

### 3.4.2 Smooth vs. abrupt change in self-interactions

In real experiments one would expect a more gradual change of the interaction strength across $z = 0$. Thus to describe more realistic situations a finite (though maybe small) $k$ has to be considered within Eq. (3.3.3).

In several series of simulations for attractive as well as repulsive condensates we have observed the same qualitative dynamics as for the step-function case, the structure of the solitary wave train and the threshold for its appearance has been very similar even for small $k$, i.e., a very smooth step. In Fig. 3.5 we present an example where $k = 1.5$ showing the very small deviation in emerging soliton trains due to sharp and gradual changes in self-interactions. Hence, for simplicity we will turn our attention on the limit $k \to \infty$ in what follows.
Figure 3.6: Density plots \( \rho(z) = |\psi_{1D}(z,t)|^2 \) of numerically computed density profiles with step function interactions \( (k \to \infty) \) at time \( t = 500 \) of an initially uniformly distributed Bose gas with \( g = 1 = g^R \) for different self interaction strengths ratios \( g^L/g^R = 2.5 \) (solid line), \( g^L/g^R = 4 \) (dashed line) and \( g^L/g^R = 6 \) (dotted line). The dimensionless units are used as specified in the main text.
Figure 3.7: A schematic diagram of the relationship between the frequencies $f$ of the soliton trains and the change in interactions $s = g^L/g^R$. The dimensionless units are used as specified in the main text.
3.4.3 Properties of soliton trains

For repulsive interactions one would expect that an increase in the change of interactions, \( g_L/g_R \), produces larger flow, so leads to an increase in the spatial frequency, i.e., the number of solitons within some fixed space interval. An example of this behavior is shown in Fig. 3.6 where an initial distribution specified by \( g = 1 = g_R \) changes its profile when the interactions are set to \( g_L/g_R = 2.5 \), \( g_L/g_R = 4 \) and \( g_L/g_R = 6 \). The final profiles for \( t = 500 \) are shown. Fig. 3.6 shows that larger asymmetries in the interaction lead to higher spatial frequencies. In addition we observe that for large asymmetries in interactions the wavefunction profiles resemble the square of a sinus function while for smaller asymmetries the profiles of the density depletions resemble an array of squares of hyperbolic tangents near their minima, i.e., there is a qualitative difference in the form of the density profile depending on the imposed change in interactions. We have also studied the velocities of generated dark soliton trains and found them to be almost independent on the change in interaction strength.

The numerically obtained relationship between the frequencies of soliton trains and the change in interactions \( g_L/g_R \in [-2, 8] \) is given in Fig. 3.7 for \( g = 1 \). Here \( r \) denotes entirely repulsive BEC and \( ra \) a condensate where we switched to attractive values on one side. For entirely attractive interactions one finds that changing self-interactions to different values leads to bright soliton trains with in general different frequencies on both sides.

3.4.4 Analytical approximations to the soliton train profiles

Eq. (3.4.1) with spatially dependent interactions does not admit in general exact analytical solutions. While we will be constructing solutions of the full equation in Appendix 3.8 (for step-function like self-interactions in the static case), for now we will restrict our attention to the construction of phenomenological solutions fitting the dynamics for uniform \( g \) that can be expected to approximate the solutions far from \( z = 0 \) (the point where the nonlinearity has the transition from \( g_L \) to \( g_R \)). First we consider the repulsive and then the attractive case. The differential equation (3.4.1) for constant \( g \) is integrable [154] and the solution representing a single dark soliton [155] for \( g > 0 \) can be written as

\[
\psi_{g>0}(z,t) = \sqrt{n_0} \left[ i \frac{v}{c} + \sqrt{1 - \left(\frac{v}{c}\right)^2} \cdot \tanh \left( \sqrt{1 - \left(\frac{v}{c}\right)^2} \cdot \sqrt{\frac{n_0 g}{2}} \cdot (z - vt) \right) \right]. \tag{3.4.2}
\]

Here \( v \) is the velocity of the soliton, \( c = \sqrt{2n_0 g} \) is the Bogoliubov speed of sound, \( n_0 \) denotes the equilibrium one particle density distribution and one sets \( \mu = n_0 g \). In order to get a periodic solution describing a dark soliton train we interchange the hyperbolic tangens in (3.4.2) with a Jacobi elliptic function by letting \( \tanh \rightarrow sn \),

\[
\psi_{at}(z,t) = \sqrt{n_0} \left[ i \frac{v}{c} + \sqrt{1 - \left(\frac{v}{c}\right)^2} \cdot \text{sn} \left( \sqrt{1 - \left(\frac{v}{c}\right)^2} \cdot \sqrt{\frac{n_0 g}{2p^2}} \cdot (z - vt) \right) \right]. \tag{3.4.3}
\]

100
A straightforward calculation shows that it is approximately solving (3.4.1), if μ is chosen to be

$$\mu = g_n_0 \left( \frac{(1+p^2)}{(2p^2)} - \frac{v^2}{2n_0 g} \right).$$

Indeed, the above approximate solution becomes exact either if $p \to 1$, where $s_n(z|1) = \tanh(z)$, or if $v \to 0$, so it generalizes the single soliton expression (3.4.2). It is known that Jacobi elliptic functions are periodic solutions of the GP equation with repulsive and attractive interactions [156, 157, 158, 159, 160]. The sinus amplitudinis interpolates between a trigonometric and a hyperbolic function and its dependency on each is controlled by the real-valued elliptic modulus $p \in [0, 1]$.

One property of the analytic dark soliton train (3.4.3) is that its density profile fits with the computationally obtained profile, if the self-interaction strength $g$ of the analytical solution equals the one used for generating the numerical solution. This in turn enables us to deduce the effective interaction strength $g$ between the condensed atoms from the form of the numerically generated dark soliton train, i.e., from the density profile of the atom cloud by means of (3.4.3). For details we refer to the Appendix 3.9.

We have compared the numerical generated soliton trains with the analytical periodic soliton trains due to the condensate wave functions (3.4.3). A typical example is presented in Fig. 3.8 where parameters for the analytical solution where chosen to be as follows. $v = 0.1018$, $p = 0.9978$, $n_0 = 0.1566$ and $g = 1$ while the numerical solution is considered on a space interval where self-interactions have been $g = 1$ for $t \leq 0$ and $g_L = 3$ for $t > 0$.

A single bright soliton solution to (3.4.1) with constant attractive interactions is given by replacing $tanh(z) \to 1/cosh(z)$ in (3.4.2) and setting $g \to |g|$. The transition to the bright soliton train is obtained by $tanh \to cn$, i.e.,

$$\psi_{bt}(z,t) = \sqrt{n_0} \left[ \frac{v}{c} + \sqrt{1 - \left(\frac{v}{c}\right)^2} \cdot cn \left( \sqrt{1 - \left(\frac{v}{c}\right)^2} \cdot \sqrt{\frac{n_0|g|}{2p^2} \cdot (z - vt) \left| p^2 \right|} \right) \right]. \quad (3.4.4)$$

Again a straightforward calculation shows that it is approximately solving (3.4.1), if μ is chosen to be $\mu = |g|n_0 \left( \frac{(1-2p^2)}{(2p^2)} - \frac{v^2}{2n_0 g} \right)$. Note that the chemical potential is negative for $1 > p^2 \gg 0$ and for $v \to 0$ and $\sqrt{p} \to 1$ converges to $\mu = -|g|n_0/2$. Furthermore, this solution becomes exact either if $\sqrt{p} \to 1$, where $cn(z|1) = 1/cosh(z)$, or if $v \to 0$, thereby generalizing the single bright soliton expression. We note that similar considerations on the density profile like those made above for dark soliton train solutions apply to bright soliton train solutions as well. However, as the bright soliton train in Fig. 3.3 is not freely expanding the limit $v \to 0$ gives the best approximation to our numerics.

The densities corresponding to the dark soliton train solution (3.4.3) and the bright soliton train solution (3.4.4) are related via

$$\frac{|\psi_{dt}(z,t)|^2 + |\psi_{bt}(z,t)|^2}{(1 + \frac{v^2}{c^2})} = n_0. \quad (3.4.5)$$
Figure 3.8: Details of analytical (dashed line) and numerically computed (solid line) density profiles $|\psi_{1D}(z,t)|^2$ of dark soliton trains. At time $t > 0$ the interactions of the condensate on the left are set to $g_L = 3$ on the left-hand side of the domain in the numerical solution. The dimensionless units are used as specified in the main text.
3.5 Emergence of soliton trains in quasi-one dimensional two-component BECs

In the previous sections we have found that the emergence and properties of soliton trains depend on the magnitude of change in self-interaction strength. Next we discuss how the state of a one-dimensional condensate of component $A \psi_{1D}^A$ is affected by the presence of a second component $B$ represented by $\psi_{1D}^B$. Supposing $\omega \gg \omega_z$, rescaling time and neglecting trapping in $z$-direction the wave functions are governed by the system

$$i \frac{\partial}{\partial t} \psi_{1D}^A = \left( -\frac{\partial^2}{\partial z^2} + g_A |\psi_{1D}^A|^2 + g_{AB} |\psi_{1D}^B|^2 \right) \psi_{1D}^A,$$

$$i \frac{\partial}{\partial t} \psi_{1D}^B = \left( -\frac{\partial^2}{\partial z^2} + g_B |\psi_{1D}^B|^2 + g_{AB} |\psi_{1D}^A|^2 \right) \psi_{1D}^B.$$  

(3.5.1) (3.5.2)

Here the self-interactions $g_A$, $g_B$ and cross-interactions $g_{AB}$ are either constants or step functions. The dynamical stability of the mixture depends on the criterion $g_A g_B > g_{AB}^2$, therefore, by changing the interaction strength on one part of the cloud it is possible to have a miscible regime on one half and the phase separation regime on the other half of the domain.

First, we assume that initially ($t = 0$) condensates $A$ and $B$ are spatially homogeneous with uniform and repulsive self- and cross-interactions. Then ($t = 0^+$), self-interactions are changed in component $A$, i.e., formally $g_A \rightarrow g_A(z)$ leading to the generation of dark solitons and the appearance of complex dynamics for $t > 0$. An example of the dynamics is shown in Fig. 3.9 (with $g_A^L/g_A^R = 3$ and $g_{AB} = g_A^R = g_B = 1$). In that case, the soliton train in component $A$ is raised by the presence of the second condensate. Dark soliton trains generated in the presence of a second repulsive condensate are not as stable as single component condensates - solitons decay faster. However, we have observed dark soliton trains to appear at slightly lower interaction ratios than in single component condensates, which depends in particular on cross-interaction strength.

Next we consider a two component condensate where one component is attractive and the other component is repulsive. Initially both components are mixed and uniformly distributed. In Fig. 3.10 snapshots of a two component condensate with initial parameters $g_A = 1$, $g_B = -1$ are shown (dotted line). After changing self-interactions of component $A$ to $g_A^L/g_A^R = 2.1$ a dark soliton train is generated. Fig. 3.11 and Fig. 3.12 illustrate the spectrum of the time evolution for each component. The dark soliton train in component $A$ represents the part of the effective potential for the other component $B$ and, therefore, induces excitations in condensate $B$ producing a bright soliton train (dashed line). As it can be seen in Fig. 3.10 the density depletions of one component are at the maxima of the other and vice versa. In particular the frequency of the dark soliton train in $A$ is correlated with that in component $B$. As we showed above a change of self-interactions in an attractive single component condensate leads to a soliton train expanding in both directions (see Fig. 3.4). Hence, as the dark soliton train in $A$ for $z > 0$ induces a bright soliton train in the other component $B$, which expands in both directions, this density depletion itself induces a dark soliton train expanding towards
Figure 3.9: Density plot $\rho(z) = |\psi_{1D}(z,t)|^2$ of component $A$ of a coupled BEC (solid line), component $B$ (dashed line) at time $t = 390$ and a single component condensate (dotted line). Initial state has $g_A = g_B = g_{AB} = 1$. At time $t = 0$ the interactions of the condensate $A$ are set to 3 on the left-hand side of the domain. The dimensionless units are used as specified in the main text.
Figure 3.10: Snapshots of density plots $\rho(z) = |\psi_{1d}(z,t)|^2$ of a two component BEC at $t = 0$ (dotted line) and $t = 300$ - component $A$ (solid line) and $B$ (dashed line). Initial state has $g_A = 1, g_B = -1, g_{AB} = 1$. At time $t = 0$ the interactions of the condensate $A$ are set to 2.1 on the left-hand side of the domain. The dimensionless units are used as specified in the main text.
Figure 3.11: Pseudo-color density plot $\rho(z) = |\psi_{1D}(z, t)|^2$ of component $A$ of a uniformly distributed Bose gas with constant interaction $g_A = g_{AB} = 1 = g^R$ and $g_B = -1$ at $t = 0$ evolving in time as a change of $g^L/g^R = 2.1$ has been implemented in $A$ for $t > 0$. The change in interactions is sharp at $z = 0$, i.e., $k \to \infty$ in (3.3.3). Here luminosity is proportional to density. The dimensionless units are used as specified in the main text.
Figure 3.12: Pseudo-color density plot $\rho(z) = |\psi_{1D}(z,t)|^2$ of component $B$ of a uniformly distributed Bose gas with constant interaction $g_B = -1$ and $g_A = g_{AB} = 1 = g_R$ at $t = 0$ evolving in time as a change of $g_L/g_R = 2.1$ has been implemented in $A$ for $t > 0$. The change in interactions is sharp at $z = 0$, i.e., $k \to \infty$ in (3.3.3). Here luminosity is proportional to density. The dimensionless units are used as specified in the main text.
$z < 0$ in component $A$ (Fig. 3.10.) Starting from the same initial distribution and changing interactions in the attractive condensate has a comparable effect, i.e., soliton trains in both components on the whole line are created. In any case only a very small change in self-interactions is sufficient to start this process, which is comparable to the behavior of the attractive single component condensate and due to its instability.

General analytical solutions to two component condensates, where one component is in a state corresponding to a dark soliton train while the other component represents a bright soliton train can be constructed using the previous expressions (3.4.3) and (3.4.4). Thus, a dark soliton train of the form

$$
\psi_A(z,t) = \sqrt{n_0}\left[ i \frac{v}{c} + \sqrt{1 - \left( \frac{v}{c} \right)^2} \cdot \text{sn} \left( \sqrt{1 - \left( \frac{v}{c} \right)^2} \cdot \sqrt{\frac{n_0(g_A - g_{AB})}{2p^2}} \cdot (z - vt) \right) \right], \tag{3.5.3}
$$

can be coupled to a bright soliton train of the form

$$
\psi_B(z,t) = \sqrt{n_0}\left[ i \frac{v}{c} + \sqrt{1 - \left( \frac{v}{c} \right)^2} \cdot \text{cn} \left( \sqrt{1 - \left( \frac{v}{c} \right)^2} \cdot \sqrt{\frac{n_0(g_B - g_{BA})}{2p^2}} \cdot (z - vt) \right) \right], \tag{3.5.4}
$$

where one has to introduce appropriate chemical potentials in (3.5.1) and (3.5.2) and both trains have the same periodicity. We refer to appendix 3.10 for a short outline.

### 3.6 Controlled generation of vortex rings and soliton trains in 3D

Let us now remove the constraint of one-dimensional geometries, but we still consider cigar-shaped traps. Due to the phenomenon of snake instability in dimensions higher than one, dark solitons in repulsive condensates decay into more stable excitations such as vortices [162, 163] or vortex rings. Thus we would expect that once dark solitons are generated, they would decay into vortex rings in three-dimensions and the threshold in the self-interaction imbalance for the generation of these excitations would be close to the one obtained in the quasi-one dimensional system discussed earlier.

The scenario of vortex rings nucleation is very similar to that of vortex rings formation after a cavity collapse [133]. When the train of shock waves/dark solitons is formed, some part of the front breaks into vortex rings with an extra energy necessary to drive such transition provided by the part of the train traveling behind [165]. The energy transfer also counteracts the effect of the friction allowing the ring to travel a long distance before breaking apart.
Figure 3.13: (Color online) Same as in Fig. 3.13 but for $g_L/g_R = 2.1$ and times (a) $t = 0.75$, (b) $t = 4.5$, (c) $t = 7.5$, (d) $t = 11.25$. The spatial region shown corresponds to $z \in [-20, 20], r \in [0, 8]$. Black corresponds to low atom densities and yellow to high ones. The dimensionless units are used as specified in the main text.

The presence of the solitary wave train enhances the instability leading to the formation of vortex rings in comparison with the instability of a single grey soliton. The faster the soliton moves the more stable it becomes. To overcome this stability there has to exist the supply of energy which is provided by the waves traveling behind.

### 3.6.1 Dynamics of single component BEC

We have numerically simulated Eq. (4.2.26) for various parameter combinations [214] and will describe the typical outcome for a specific example corresponding to a large repulsive BEC with $g = 10^5$, with $\lambda_x = \lambda_y = 1, \lambda_z = 0.05$ (i.e. soft longitudinal trapping). Our initial configuration is a ground state BEC corresponding to $g = g^L = g^R$. At time $t = 0$ we suddenly raise interactions strength $g_L$ for $z < 0$ and then observe the subsequent
Figure 3.14: (Color online) Pseudocolor plot of atom density $|\psi(r, z, t)|^2$ snapshots for different values of time: (a) $t = 0.75$, (b) $t = 4.5$, (c) $t = 8.625$, (d) $t = 13.875$ and (e) $t = 18.375$. The values of the interactions $g^L/g^R = 2.3$ and the spatial region shown corresponds to $z \in [-30, 30], r \in [0, 8]$ in subplots (a-d) and to $z \in [-10, 50]$ in subplot (e). Black corresponds to low atom densities and yellow to high ones. The dimensionless units are used as specified in the main text.
evolution of the condensate.

Once the non-equilibrium situation is generated there is a flow of atoms from \( z < 0 \) to \( z > 0 \) with a flow intensity depending on the ratio \( g^L/g^R \). When a critical value \( g^L/g^R \approx 2 \) is surpassed the vortex rings are generated as seen on Fig. 3.13. It shows density plots with density depletions that characterize vortex rings, i.e. zero density around a closed curve in 3d. In addition these density depletions are accompanied by the \( 2\pi \) phase jumps not shown in the pictures. In Fig. 3.13 we present the stages of vortex rings formation for \( g^L/g^R = 2.1 \). The change in interaction strength leads to a generation of a train of dark solitons, see Fig. 3.13(a), that evolve into vortex rings which enter the condensate around \( z = 0 \) coming from the low density region, see Fig. 3.13(b), and move slowly through the condensate remaining stable for long times [Fig. 3.13(c,d)]. Another vortex ring with a large radius seems to be present in the lower density regions where it would be experimentally difficult to detect.

Increasing the interactions even further to \( g^L/g^R = 2.3 \) leads to a richer dynamics as summarized in Fig. 3.14. The short-time dynamics is analogous to the previous cases [Fig. 3.14(a)] but then a complex transient appears where several vortex rings enter the condensate; also rarefaction pulses are clearly identified [see Fig. 3.14(b)]. After that, some of those vortices counter-flow and disappear and a much more regular picture arises with several vortex rings moving to the right in a very clear way. Fig. 3.14(c) shows few vortex rings slowly moving through the condensate for \( t = 8.625 \) and one being generated around \( z = 0 \). Fig. 3.14(d) shows a later stage of the evolution where three long-lived vortex rings travel smoothly through the condensate although their relative positions changes due to differences in their speeds (notice the small differences in their radii) and their interaction with sound waves originated after the reflection of the shock wave in the condensate boundary [see Fig. 3.14(e)].

Fig. 3.15 shows that changing interactions to attractive, i.e., a change of \( g^L/g^R = -10^{-3} \) for \( z < 0 \) causes the formation of a shock wave there and the formation of solitonic waves, similar to the formation of bright soliton trains in quasi-one dimensional BECs. Due to the small attractive force between particles and the tight potential in the transverse direction the condensate gently collapses into a quasi-one dimensional setup, thereby carrying stable solitons in its attractive part. Increasing the attractive force to more negative values of scattering length leads to a blowup of the condensate wave function, while lowering implies more stable solitary waves even for BEC without interaction (\( g^L = 0 \)). Lowering scattering lengths on the l.h.s. to positive values leads to vortex ring generation once a threshold is surpassed and to solitary waves as \( g^L \) tends to become smaller.

### 3.6.2 The two component case

We now turn to two component systems of clearly distinct states \( \psi_A \) and \( \psi_B \) with interactions to be chosen within the phase separation regime, \( g^2_{AB} > g^A g^B \), i.e. cross-interactions between both components are dominating. The harmonic trapping potential for the repulsive two component BEC has been specified by \( \lambda_x = \lambda_y = 1, \lambda_z = 0.05 \) (i.e. soft longitudinal trapping) for both components. To generate a quantum piston
Figure 3.15: (Color online) Pseudocolor plot of atom density $|\psi(r, z, t)|^2$ snapshots for different values of time: (a) $t = 0.75$ and (b) $t = 3.75$. The values of the interactions are $g^L/g^R = -10^{-3}$. Black corresponds to low atom densities and yellow to high ones. The spatial region shown corresponds to $z \in [-20, 20], r \in [0, 6]$ in subplot (a) and to $z \in [-30, 10], r \in [0, 4]$ in subplot (b). The dimensionless units are used as specified in the main text.

induced evolution of the condensate wave functions containing skyrmions we tested various different initial conditions. The initial ground state at $t = 0$ on which we apply the quantum piston scheme consists of one component surrounded by the second component. The initial states are naturally generated by putting both components (each localized regarding a harmonic trap specified by $\lambda_x = \lambda_y = 1, \lambda_z = 0.05$ but one translated along the $z$-axis to the left and the other to the right) into the single trap without any overlapping of the atom clouds and by evolving the corresponding state in imaginary time until the new common ground state is reached at $t = 0$.

In Fig. 3.16 we show an example of density profiles of a two component BEC in such a ground state at $t = 0$, which is specified by its self-interactions $g_A = 6005, g_B = 2650$ and cross-interactions $g_{AB} = 6000$. After a change in self-interactions by a factor $g^L_A/g^R_A = 2.26$ on the l.h.s. in component $A$ has been implemented vortices are generated. In particular we observe the emergence of a vortex ring in component $A$ that is filled with mass of component $B$, which can be identified as a skyrmion - the corresponding area within the density distributions in Fig. 3.16 is encircled.

3.7 Conclusions

In this paper we have studied several examples of how the spatial and temporal control of the self-interactions in an atomic BEC leads to the formation of nonlinear excitation such as dark/bright solitons/ solitary trains and solitary waves using a nonlinear “quantum piston” concept. In an axisymmetric elongated condensate vortex rings form as the interaction strength on one half of the condensate changes by a factor exceeding 2. This mechanism can be used to controllably generate and study such excitations. Our
Figure 3.16: (Color online) Pseudocolor plot of atom density $|\psi(r, z, t)|^2$ snapshots of component A and component B in the initial state at $t = 0$. The spatial region shown corresponds to $z \in [-120, 120]$ and $r \in [0, 10]$. Subplots (a),(b) at $t = 35.25$ show details for a region $z \in [30, 60]$, $r \in [0, 7]$. The circle marks the position of a “skyrmion” – vortex in the first component with the density maximum of the second component. The dimensionless units are used as specified in the main text.
proposal, in addition to being conceptually simple and accessible to present experimental techniques improves essentially currently used methods to produce nonlinear excitations. Two component Bose-Einstein condensates could be used to amplify the generation of vortex rings or solitons and give rise to another set of excitations such as skyrmions. The number of vortex rings/skyrmions generated can be controlled by changing the transverse confinement \( \omega/\omega_z \). For weak transverse confinement a moving solitary wave is subject to snake instability leading to the formation of vortex rings. For a sufficiently tight transverse confinement the solitary wave becomes stable to the snake instability and vortices will not form.

The faster a solitary wave moving the more stable it becomes to the snake instability. In the periodic train the stability is reduced because of the energy transfer between the parts of the train [165]. The vortex generation in the proposed method, therefore, is the result of an intricate interplay between shock wave train generation and the snake instability enhanced by the energy transfer between the parts of the train.

3.8 Stationary solutions to GPE with step-like coupling parameter

We will describe here a procedure to construct time independent solutions of the GPE (3.4.1) with step function coupling parameters. To introduce the method we will consider the second derivative of a ‘two branches of the real line’ ansatz defined as

\[
u(z) = \tanh(g_+(z)) + \tanh(g_-(z)).\tag{3.8.1}\]

Here the basic idea is that one branch (denoted by the subscript \( - \)) takes into account properties of the solution for \( z < 0 \) and the other branch (denoted by the subscript \( + \)) properties relevant in \( z > 0 \). The arguments of the hyperbolic tangent, \( g_+ \) and \( g_- \), are explicitly given by

\[
g_+(z) = \lim_{k \to \infty} \frac{\log(e^{2kz} + 1)}{2k} = \begin{cases} |z| & z > 0 \\ 0 & \text{otherwise} \end{cases}
\tag{3.8.2}
\]

and

\[
g_-(z) = \lim_{k \to \infty} -\frac{\log(e^{-2kz} + 1)}{2k} = \begin{cases} 0 & z \geq 0 \\ -|z| & \text{otherwise} \end{cases}
\tag{3.8.3}
\]

Consequently the derivatives of these functions are

\[
g_+'(z) = \lim_{k \to \infty} \frac{1}{1 + e^{-2kz}} = \begin{cases} 1 & z > 0 \\ 1/2 & z = 0 \\ 0 & \text{otherwise} \end{cases}
\tag{3.8.4}
\]

and

\[
g_-'(z) = \lim_{k \to \infty} \frac{1}{1 + e^{2kz}} = \begin{cases} 1 & z < 0 \\ 1/2 & z = 0 \\ 0 & \text{otherwise} \end{cases}
\tag{3.8.5}
\]
and the second derivatives satisfy

\[ g''_+(z) = \begin{cases} 0 & z \neq 0 \\ \infty & z = 0 \end{cases} \]  
(3.8.6)

and

\[ g''_-(z) = \begin{cases} 0 & z \neq 0 \\ -\infty & z = 0 \end{cases} . \]  
(3.8.7)

These functions obey the property

\[ -g''_+(0) = g''_-(0) = \lim_{k \to \infty} \left(-\frac{k}{2} + k\right) = \infty. \]  
(3.8.8)

Now consider the second derivative of our ansatz, i.e.,

\[
\partial^2_{zz} u(z) = \text{sech}^2(g_+ g''_+ - \text{sech}^2(g_-) g''_- - 2\text{sech}^2(g_+) \tanh(g_+) g_+^2 - 2\text{sech}^2(g_-) \tanh(g_-) g_-^2, \tag{3.8.9}
\]
after \( z = 0 \), i.e., where by (3.8.8) and the fact that \( g_+(0) = g_-(0) = 0 \) one gets

\[ \text{sech}^2(g_+) g''_+ + \text{sech}^2(g_-) g''_- = (g''_+ + g''_-) = 0. \]  
(3.8.10)

Hence the second derivative of (3.8.1) satisfies

\[
\partial^2_{zz} u(z = 0) = 2 \left( \tanh(g_+)^2 - 1 \right) \tanh(g_+) g_+^2 + 2 \left( \tanh(g_-)^2 - 1 \right) \tanh(g_-) g_-^2 = 0, \tag{3.8.11}
\]

and

\[
\partial^2_{zz} u(z \neq 0) = 2 \left( \tanh(g_+)^2 - 1 \right) \tanh(g_+) g_+^2, \tag{3.8.12}
\]

where the subindexes + and − correspond to \( z > 0 \) and \( z < 0 \) respectively.

Let us go a step further and rescale our ansatz in order to get a solution for

\[
\partial^2_{zz} u = \theta(z) |u|^2 u - \mu u, \tag{3.8.13}
\]

with

\[
\theta(z) = \begin{cases} g_1 & \text{if } z < 0 \\ c & \text{if } z = 0 \\ g_2 & \text{if } z > 0. \end{cases} \tag{3.8.14}
\]

The rescaled two branches ansatz is given by

\[
u \equiv u_+ + u_- \equiv \sqrt{\frac{\mu}{g_2}} \tanh \left[ \pm \sqrt{\frac{\mu}{2}} g_+(z) \right] + \sqrt{\frac{\mu}{g_1}} \tanh \left[ \pm \sqrt{\frac{\mu}{2}} g_-(z) \right], \tag{3.8.15}\]
with phase functions defined by

\[ \tilde{g}_+(z) = \lim_{k \to \infty} \frac{\log \left( e^{2\sqrt{g_1}kz} + 1 \right)}{2\sqrt{g_1}k} = \begin{cases} |z| & z > 0 \\ 0 & \text{otherwise} \end{cases} \] (3.8.16)

and

\[ \tilde{g}_-(z) = -\lim_{k \to \infty} \frac{\log \left( e^{-2\sqrt{g_2}kz} + 1 \right)}{2\sqrt{g_2}k} = \begin{cases} 0 & z \geq 0 \\ -|z| & \text{otherwise} \end{cases} \] (3.8.17)

To verify that (3.8.15) has the desired property we consider its second derivative

\[ \partial_z^2 (u_+ + u_-) = \frac{\mu}{\sqrt{2g_2}} \text{sech}^2(g_+)g''_+ + \frac{\mu}{\sqrt{2g_1}} \text{sech}^2(g_-)g''_- - \mu^{3/2} \left( \frac{1}{\sqrt{g_2}} \text{sech}^2(g_+) \tanh(g_+) g'^+_2 \right. \\
- \left. \frac{1}{\sqrt{g_1}} \text{sech}^2(g_-) \tanh(g_-) g'^-_2 \right) \\
= g_2 u_+^3 - \mu u_+ + g_1 u_-^3 - \mu u_- \] (3.8.18)

Note that \( u_+ \) is nonzero, iff \( z > 0 \), as well as \( u_- \) is nonzero, iff \( z < 0 \).
Furthermore one can interchange one branch or both by a Jacobi elliptic type function of a similar form as the hyperbolic tangent branches, which is a solution to the same differential equation (3.8.13). In Fig. 3.17 one finds an example of such a solution. On the left hand side one finds the Jacobi elliptic part while on the r.h.s. the density corresponds to a hyperbolic tangent wave function.

3.9 Determining self-interaction strength $g$ of the condensate via the form of the soliton train

The ‘free’ parameters of the condensate wave function (3.4.3) are \{\(n_0, v, p, g\}\} and the form of the analytical dark soliton train solution depends on the parameter \(p\) in (3.4.3) - if \(p\) is close to 1 the contribution of the hyperbolic tangens is dominating, while for smaller \(p\) the solution resembles properties of a squared sinus. Hence, one selects the elliptic modulus \(p\) by comparing the form of the numerically generated profile with the form of the analytical expression. The amplitude of the solution and the depth of each soliton are fixed by the requirement that at a maximum of the density graph we have

$$\max |\psi_{\text{dt}}|^2 = n_0 = c_1, \quad (3.9.1)$$

and at a minimum

$$\min |\psi_{\text{dt}}|^2 = \left( \frac{v}{\sqrt{2}g} \right)^2 = c_2, \quad (3.9.2)$$

where \(c_1\) and \(c_2\) are fixed numbers. The periodicity is fixed as well, i.e.,

$$\sqrt{1 - \left( \frac{v}{c} \right)^2} \cdot \sqrt{\frac{n_0 g}{2p^2}} = c_3, \quad (3.9.3)$$

where \(c_3\) again is a constant. Inserting (3.9.1) and (3.9.2) in (3.9.3) determines \(g\). Hence we can determine the effective interactions between atoms and the velocity of the dark soliton train from the density profile of the condensate at a particular instant in time.

3.10 Dark-bright soliton train solutions for two component BEC

We now show that there exist analytical expressions for a dark soliton train in component \(A\) coupled to a bright soliton train in component \(B\). We recognize that

$$\psi_A(z, t) = \sqrt{n_0} \left[ i \frac{v}{c} + \sqrt{1 - \left( \frac{v}{c} \right)^2} \cdot \sn \left( \sqrt{1 - \left( \frac{v}{c} \right)^2} \cdot \sqrt{\frac{n_0 g_A - g_X}{2p^2}} \cdot (z - vt) \right) \right], \quad (3.10.1)$$
satisfies the equation

\[ i\partial_t \psi_A = (-\partial_z^2 + (g_A|\psi_A|^2 - g_X|\psi_A|^2 - \mu)) \psi_A. \]  (3.10.2)

We rewrite some terms

\[- g_X|\psi_A|^2 - \mu = -g_X n_0 \left( \frac{v^2}{c^2} + \left(1 - \frac{v^2}{c^2}\right) \text{sn}^2 \right) - \mu =
\]

\[= g_X n_0 \left( \frac{v^2}{c^2} + \left(1 - \frac{v^2}{c^2}\right) \text{cn}^2 \right) - \tilde{\mu}, \]  (3.10.3)

with \( \tilde{\mu} = 2g_X n_0 \frac{v^2}{c^2} + g_X n_0 \left(1 - \frac{v^2}{c^2}\right) + \mu. \) Hence, by setting \( g_X \to g_{AB} \) and defining

\[
\psi_B(z, t) = \sqrt{n_0} \left[ i\frac{v}{c} + \sqrt{1 - \left(\frac{v}{c}\right)^2} \cdot \text{cn} \left( \sqrt{1 - \left(\frac{v}{c}\right)^2} \cdot \sqrt{\frac{n_0(g_B - g_Y)}{2p^2}} \cdot (z - vt) \Big| p^2 \right) \right], \]  (3.10.4)

with \( g_B - g_Y = c = g_A - g_{AB} \geq 0 \) (3.10.1) satisfies

\[ i\partial_t \psi_A = (-\partial_z^2 + (g_A|\psi_A|^2 + g_{AB}|\psi_B|^2 - \tilde{\mu})) \psi_A. \]  (3.10.5)

On the other hand (3.10.4) satisfies

\[ i\partial_t \psi_B = (-\partial_z^2 + (g_B|\psi_B|^2 - \mu')) \psi_B =
\]

\[= (-\partial_z^2 + (g_B|\psi_B|^2 + g_{AB}|\psi_A|^2 - \mu'')) \psi_B, \]  (3.10.6)

by setting \( g_Y \to g_{AB} \) and for an appropriately chosen \( \mu'' \).
4 Transitions and excitations in a superfluid stream passing small impurities


We analyse asymptotically and numerically the motion around a single impurity and a network of impurities inserted in a two-dimensional superfluid. The criticality for the break down of superfluidity is shown to occur when it becomes energetically favourable to create a doublet – the limiting case between a vortex pair and a rarefaction pulse on the surface of the impurity. Depending on the characteristics of the potential representing the impurity different excitation scenarios are shown to exist for a single impurity as well as for a lattice of impurities. Depending on the lattice characteristics it is shown that several regimes are possible: dissipationless flow, excitations emitted by the lattice boundary, excitations created in the bulk and the formation of large scale structures.

4.1 Introduction

Superfluidity is the property of extraordinary low viscosity in a fluid for which evidence was first found in liquid helium II, i.e., He-4 below the $\lambda$-point at 2.17K [166, 167]. Later it was proposed that liquid helium II can be regarded as a degenerated Bose-Einstein gas in the lowest energy mode [18] and the hydrodynamical picture was completed by arguing that the condensed fraction [12] of the superfluid does not take part in the dissipation of momentum [168]; it is due to the non-condensed atoms/molecules or quasi particles that viscosity occurs in superfluids. In 1995 condensation to the lowest energy state was achieved experimentally for weakly interacting dilute Bose-gases [4, 5, 6] and subsequently research on hydrodynamic properties has been presented; superfluidity could be confirmed by moving laser beams of different shapes through the condensate, which showed a drag force only above some critical velocity and dissipationless flow below [169, 170, 19, 171]. Experimental investigations have been accompanied by a great advancement in our theoretical understanding of this matter; a variety of scenarios [8], like superfluid flow around obstacles of different shapes at sonic or supersonic speed [172, 173, 174, 175, 176, 180, 181, 177, 178, 179], solitary waves due to inhomogeneities [25, 26, 88] or the transitions emerging in rotating Bose gases [182, 183, 184, 21, 22] have been considered. In more recent years superfluids made out of quasiparticles such as gaseous coupled fermions (Cooper pairs) [185, 186], spinor condensates [187, 188,
189], exciton-polaritons [190, 191, 16, 192, 193] or classical waves [194, 195, 17] have received much attention [15, 10]. New aspects emerge for investigation and the quest of elucidating defining properties of these novel superfluids goes on [196].

To study the nature of a superfluid, in particular the key property of zero viscosity at zero temperature $T = 0$, a well-established scenario to consider is an obstacle in relative motion to the fluid [169, 170, 19, 172, 173, 174, 175, 176, 180, 181, 177, 178, 179]. It was noted as early as in 1768 by d'Alembert [197] that an incompressible and inviscid potential flow past an obstacle encounters vanishing resistance, i.e., such a fluid is in a state of superfluidity. In this paper, however, we shall consider a compressible superfluid with zero viscosity obeying a finite speed of sound, which is to be described by a nonlinear Schrödinger-type equation. Among such superfluids governed by nonlinear Schrödinger-type equations are dilute and weakly interacting Bose-gases [11], condensates of classical waves [17] or exciton-polariton condensates close to equilibrium [193]. Due to the finite speed of sound the fluid obeys a critical velocity $v_{cr}$ above which excitations occur within the condensate; superfluidity starts to dissipate, nodal points in the condensate wave function (with zero absolute value and discontinuities in the phase) might emerge forming quantized vortices [198]. In the presence of an obstacle this criterion needs to be modified as the full depletion of the condensate on the surface means that the local speed of sound is zero, this however does not lead to the excitation formation at low velocities. It has been shown by numerical simulations that this transition takes place when it becomes energetically favourable for a vortex to appear inside the healing layer on the surface of the obstacle [199]. By generating such elementary excitations as vortices or rarefaction pulses (for smaller perturbations) the system limits the superfluid flow velocity by the onset of a drag force on the moving obstacle due to those excitations. Emerging rarefaction pulses in the wake of the obstacle may exchange energy due to sound waves propagating through the condensate or via contact interaction as they encounter other excitations. When acquiring energy rarefaction pulses may transform into vortex pairs (or vortex rings in 3d) or by radiating energy vortex pairs collapse to excitations of lower energy [202].

In this paper we consider a condensate in 2 spatial dimensions (2d) passing finite size obstacles that are about the size of the superfluid’s healing length. Initially the obstacles (which are assumed to be repulsive) either induce vortex pairs or rarefaction pulses into the superfluid’s stream; weaker impurities imposing just a slight dip of small radius on the superfluid density support the generation of rarefaction pulses while stronger interacting impurities favor the appearance of a vortex pair. Experimentally it has been shown in [203] that vortex pairs are stable excitations in oblate and effectively 2d Bose-Einstein condensates.

Using a species-selective dipole potential the localized impurities were created in experiment [204]. To elucidate what kind of flows can exist in such systems we consider many impurities arranged on specific lattices and demonstrate that various regimes are possible depending on the network configuration. The motion of generated excitations within the lattice is strongly affected by their attraction to the impurities and interactions between excitations.

Our paper is organized as follows. In Section 1 we use asymptotic expansions to...
estimate the density, velocity and energy of the condensate moving past a fixed obstacle and determine analytically the speed at which the vortex nucleation takes place as a function of the radius of the obstacle. In Section 2 we analyze how the form of the potential modelling the impurity affects the excitations nucleated. In Section 3 we study various regimes in superfluid flow passing impurity networks. We conclude by summarizing our findings.

4.2 Asymptotic expansion for a flow around a disk below the criticality

In this section we extend the analysis done in [177] for the flow around a two-dimensional disk of a radius large compared to the healing length to obtain the corrections due to the finite disk size. The condensate order parameter satisfies the Gross-Pitaevskii equation [11] in the reference frame moving with velocity \( \vec{v} \), oriented along the positive \( x \)-direction:

\[
i \hbar \partial_t \psi = -\frac{\hbar^2}{2M} \Delta \psi + V^{\text{nat}} \psi - (E + \frac{1}{2} M v^2 - g |\psi|^2) \psi. \tag{4.2.1}
\]

The expression \( E + \frac{1}{2} M v^2 \) is the energy in the moving reference frame at which the impurity is at rest. In this model \( M \) is mass of a boson, \( g > 0 \) is the strength of the repulsive self-interactions within the fluid and dependent on the number of its atoms [11], \( V^{\text{nat}} \) denotes the potential modeling the impurities, \( E \) the single-particle energy in the laboratory frame. A natural scale in our discussion is the healing length, \( \xi = \hbar/(2ME)^{1/2} \).

We develop the asymptotics of the order parameter \( \psi = \sqrt{\rho} \exp(i\phi) \). We use the nonlinear Schrödinger equation (4.2.1) where, for simplicity, we drop the potential \( V^{\text{nat}} \) in favor of boundary conditions on the order parameter for which the potential is an impenetrable barrier of radius \( b \), so \( \psi(r < b, t) = 0 \), where \( r^2 = |\vec{x}|^2 = x^2 + y^2 \). We write Eq. (4.2.1) in hydrodynamical form using the Madelung transformation

\[
\psi = Re^{iS}, \tag{4.2.2}
\]

so that

\[
\rho = MR^2, \quad \phi = (\hbar/M)S, \tag{4.2.3}
\]

and rescale the resulting equations using \( \vec{x} \rightarrow b \vec{x} \), \( t \rightarrow (\xi b M/\hbar) t \), \( v \rightarrow (\hbar/\xi M) U \) and \( \psi \rightarrow \psi_{\infty} \psi \), where \( \psi_{\infty} = (E/g)^{1/2} \), and using the dimensionless parameter \( \varepsilon = \xi/b \). The resulting system of equations becomes

\[
\varepsilon^2 \nabla^2 R - R(\nabla S)^2 = (R^2 - 1 - U^2)R \tag{4.2.4}
\]

\[
R \nabla^2 S + 2 \nabla R \cdot \nabla S = 0, \tag{4.2.5}
\]

subject to the boundary conditions \( R = 0 \) at \( r = 1 \), \( S \rightarrow -Ux \) and \( R \rightarrow 1 \) as \( r \rightarrow \infty \). We shall assume that both \( \varepsilon \) and \( U \) are small and consider an asymptotic expansion of the solution to Eq. (4.2.4) and (4.2.5).
Boundary layer.- At the boundary layer the quantum pressure contribution plays a crucial role. We introduce \( r = 1 + \varepsilon \chi \) and expand \( R \) and \( S \) as

\[
R(\chi, \theta) = \hat{R}_0(\chi, \theta) + \varepsilon \hat{R}_1(\chi, \theta) + \varepsilon^2 \hat{R}_2(\chi, \theta) + \ldots \\
S(\chi, \theta) = \hat{S}_0(\chi, \theta) + \varepsilon \hat{S}_1(\chi, \theta) + \varepsilon^2 \hat{S}_2(\chi, \theta) + \ldots
\]  
(4.2.6) (4.2.7)

The solutions to \( O(\varepsilon^2) \) in \( \hat{S} \) and the leading order for \( R \) were found in [177] for a spherical object, for the disk these become

\[
\hat{R}_0 = g(\theta) \tanh\left(g(\theta)\chi/\sqrt{2}\right), \quad \hat{S}_0 = \hat{S}_0(\theta), \quad \hat{S}_1 = \hat{S}_1(\theta) \\
\hat{S}_2 = -\frac{\partial}{\partial \theta}\left(h(\chi, \theta)\frac{d}{d\theta}\hat{S}_0\theta\right) + \zeta_2(\theta),
\]  
(4.2.8) (4.2.9)

where

\[
h(\chi, \theta) = \int_0^\chi \frac{d\chi'}{R_0^2(\chi', \theta)} \int_0^{\chi'} \hat{R}_0^2(\chi'', \theta) d\chi'' \\
= \frac{1}{2} \chi^2 - \frac{\sqrt{2}\chi}{g(\theta)} \coth\left(\frac{g(\theta)\chi}{\sqrt{2}}\right),
\]  
(4.2.10)

and \( \hat{S}_0(\theta), \hat{S}_1(\theta) \) and \( \zeta_2(\theta) \) are functions that will be determined by matching to the mainstream and

\[
g(\theta) = \sqrt{\left(1 + U^2 - \left(\hat{S}_0'(\theta)\right)^2\right)}.
\]  
(4.2.11)

Mainstream.- To leading order, the mainstream flow is governed by

\[
R^2 = 1 + U^2 - (\nabla S)^2 \\
R^2 \nabla^2 S + \nabla R^2 \nabla S = 0
\]  
(4.2.12) (4.2.13)

that can be combined to a single equation on \( S \)

\[
(1 + U^2 - 3(\nabla S)^2) \nabla^2 S = 0.
\]  
(4.2.14)

We expand \( S \) in powers of \( \varepsilon \) as in [177]

\[
S(r, \theta) = S_0(r, \theta) + \varepsilon S_1(r, \theta) + \varepsilon^2 S_2(r, \theta) + \ldots
\]  
(4.2.15)

where \( S_0, S_1 \) etc. are expanded in powers of \( U \) as

\[
S_0 = US_{11}(r) \cos \theta + U^3(S_{31}(r) \cos \theta + S_{33}(r) \cos 3\theta) + \ldots,
\]  
(4.2.16)

where we assumed that \( \theta = 0 \) is parallel to \( \vec{v} \). The solutions for the mainstream we find up to \( O(U^{11}) \); the first few are
\( S_{11} = -\frac{r^2 + 1}{r}, \quad S_{31} = \frac{c_1}{r} + \frac{6r^2 - 1}{6r^5}, \quad S_{33} = \frac{c_2}{r^3} + \frac{1}{2r}, \)
\( S_{51} = \frac{c_1}{2r^5} - \frac{2c_1}{r^3} + \frac{2c_2}{2r^3} - \frac{c_2}{r^5} + \frac{c_3}{r} - \frac{7}{30r^5}, \)
\[ + \frac{19}{12r^7} - \frac{8}{3r^5} + \frac{3}{2r^3} \]
\( S_{53} = \frac{c_1}{2r} + \frac{3c_2}{5r^3} - \frac{3c_2}{r^5} + \frac{c_4}{r^3} - \frac{1}{36r^9} + \frac{11}{30r^5}, \)
\[ - \frac{2}{r^3} + \frac{1}{2r} \]
\( S_{55} = -\frac{3c_2}{2r^3} + \frac{c_5}{r^5} - \frac{3}{4r^3} - \frac{1}{4r}. \) (4.2.17)

To carry out the asymptotic matching, we substitute \( r = 1 + \varepsilon \xi \) into the mainstream functions, expand the solution (4.2.16) in powers of \( \varepsilon \) and match it to the boundary layer solution. To this order it is the same as to request that \( S_{ij}^{(r)}(r) = 0 \) at \( r = 1 \), so on the boundary of the disk. Thus we found the solution \( S_0 \) to \( O(U^{11}) \). The first few terms are (correcting the expression given in [177])

\[
S_0(r, \theta) = -U \left( \frac{r^2 + 1}{r} \right) \cos \theta + U^3 \left[ \left( \frac{6r^2 - 1}{6r^5} - \frac{13}{6r} \right) \cos \theta + \left( \frac{1}{2r} - \frac{1}{6r^3} \right) \cos 3\theta \right] \\
+ U^5 \left[ \left( -\frac{7}{30r^9} + \frac{3}{2r^7} - \frac{43}{12r^5} + \frac{35}{6r^3} - \frac{479}{60r} \right) \cos(\theta) + \left( \frac{1}{36r^9} + \frac{4}{15r^7} - \frac{3}{2r^5} + \frac{43}{30r^3} + \frac{19}{12r} \right) \cos 3\theta \right] \\
+ \left( \frac{7}{20r^5} - \frac{1}{2r^3} - \frac{1}{4r} \right) \cos 5\theta + \cdots. \] (4.2.18)

The boundary layer function becomes \( \hat{S}_0 = S_0(1, \theta) \) and the maximum flow velocity is when \( \cos \theta = 1 \) (\( \theta = \pi/2 \)). The corresponding maximum velocity is

\[
u_{0\text{max}} = \frac{1}{r} \frac{\partial S_0(r, \theta)}{\partial \theta} \bigg|_{r=1, \theta=\pi/2} = \\
= 2U + \frac{7}{3}U^3 + \frac{176}{15}U^5 + \frac{1511639}{18900}U^7 + \frac{5084105183}{7938000}U^9 + \frac{311688814107079}{55010340000}U^{11} + \cdots \] (4.2.19)

This coincides with the expression for the velocity (in terms of Mach number) obtained in [205] via a Janzen-Rayleigh expansion applied to the classical problem of the flow of a compressible fluid passing around a solid disk.

The equation (4.2.14) becomes hyperbolic beyond a critical velocity. It first happens at \( u_{\text{max}} \) such that

\[ 1 + U^2 = 3u_{\text{max}}^2. \] (4.2.20)
Solving this equation for $u_{\text{max}}$ as shown in Eq. (4.2.19) gives $U = 0.263$, or in dimensionless units $v = 0.37c$. By considering the terms of the mainstream expansion up to $O(U^{40})$ we recover $v = 0.36969(7)c$ in agreement with [205].

To get the analytical expression for the critical velocity for a finite size of the disk we need to consider the $O(\varepsilon)$ contribution to the mainstream solution that satisfies the equations

\begin{align}
R_0R_1 &= -\nabla S_0 \cdot \nabla S_1 \\
\left[1 + U^2 - 3(\nabla S_0)^2\right] \nabla^2 S_1 &= 6\nabla S_0 \cdot \nabla S_1 \nabla^2 S_0.
\end{align}

(4.2.21) \hspace{1cm} (4.2.22)

For $S_1$ we employ the expansion similar to Eq. (4.2.16), solve the ordinary differential equations for $S_{ij}$ to get

\begin{align}
S_1(r, \theta) &= \frac{d_1}{r} U \cos \theta + U^3 \left[ \cos \theta \left( \frac{d_1}{2r^5} - \frac{2d_1}{r^3} + \frac{d_2}{r^3} \right) \\
&\quad + \cos 3\theta \left( \frac{d_3}{r^3} - \frac{d_1}{2r} \right) \right] \cdots,
\end{align}

(4.2.23)

where the constants of integration $d_i$ are found by matching the boundary-layer solution to (6.5). We substitute $r = 1 + \varepsilon \chi$ in (6.5), expand the solution in powers of $\varepsilon$ and match to the dominant linear in $\chi$ term in (4.2.9). The corresponding term in $\hat{S}_2$ is expanded in powers of $v$ and in trigonometric functions. The resulting expression for the mainstream becomes

\begin{align}
\frac{S_1(r, \theta)}{\sqrt{2}} &= -U \frac{2}{r} \cos \theta + U^3 \left[ \left( \frac{5}{3r^3} + \frac{1}{r} \right) \cos 3\theta + \left( -\frac{1}{r^3} + \frac{4}{r^3} - \frac{31}{3r} \right) \cos \theta \right] + \\
&\quad + U^5 \left[ \left( -\frac{17}{20r^5} - \frac{3}{r^3} - \frac{5}{2r^3} - \frac{1}{2r} \right) \cos 5\theta \\
&\quad + \left( -\frac{5}{18r^9} + \frac{53}{15r^7} - \frac{16}{r^5} + \frac{1753}{60r^3} + \frac{1}{r} + \frac{31}{6r} \right) \cos 3\theta \\
&\quad + \left( -\frac{7}{3r^9} + \frac{37}{3r^7} + \frac{5}{6r^5} - \frac{31}{3r^3} + \frac{106}{3r^3} - \frac{1161}{20r} \right) \cos \theta \right] + \ldots
\end{align}

(4.2.24)
The $\varepsilon$ term in the expansion for the maximum value of the velocity on the disk is

$$u_{1\text{ max}} = \frac{1}{r} \left. \frac{\partial S_1(r, \theta)}{\partial \theta} \right|_{r=1, \theta=\frac{\pi}{2}} = \sqrt{2} \left[ 2U + \frac{46U^3}{3} + \frac{8453U^5}{60} + \frac{5525323U^7}{3780} \right] + \cdots$$ (4.2.25)

It is clear from this expression that the maximum velocity on the surface of the obstacle is growing as the radius of the obstacle decreases for constant velocity of the mainstream. Therefore, the nucleation of the excitations on the surface of the object is not directly relevant to the maximum velocity for the objects of a finite radius as numerical simulations show (see Section 2). As we show in the next section the vortices and other excitations appear when it becomes energetically possible to create a doublet on the surface. The asymptotics for $\psi$ developed in this section allows us to get estimates of the energy of the system.

### 4.2.1 Critical velocity of nucleation

The effect of the finite size of an obstacle on the critical velocity of vortex nucleation has been studied numerically \[199\]. It was demonstrated that the nucleation takes place when it becomes energetically favourable to create a vortex on the surface of the obstacle. Here we use this criterion to obtain the critical velocity of nucleation by analytical means.

It is convenient to consider a different rescaling of (4.2.1) in units of $\vec{x} \to \xi \vec{x}$, $t \to (\xi^2 M/\hbar)t$, $v \to (h/\xi M)U$ and $\psi \to (\psi_\infty e^{-iUx})\psi$ such that $\psi \to 1$ as $|\vec{x}| \to \infty$. The Eq. (4.2.1) becomes

$$2\partial_t \psi = -\Delta \psi + V\psi + (|\psi|^2 - 1)\psi + i2U\partial_x \psi.$$ (4.2.26)

$V$ denotes the rescaled potential modeling the fixed impurities inserted into the fluid’s flow. The energy of the system (4.2.26) is \[206\]

$$E = \int |\nabla \psi|^2 + (1 - V - |\psi|^2)^2 d\vec{x}.$$ (4.2.27)

The solitary wave solutions such as vortex pairs and rarefaction pulses were analysed numerically in \[206\] and asymptotically in \[202\]. The lowest energy of vortical solutions is for the limiting case between a vortex pair and a rarefaction pulse: a doublet – a single nodal point of $\psi$ when two vortices of opposite circulation collide. The doublet is moving through the uniform superfluid with velocity $U \approx 0.45$. Its explicit form can be approximated by adapting the Padé approximations considered in \[202\]:

$$u_d = 1 + \frac{a_{10}x^2 + a_{01}y^2 - 1}{1 + c_{10}x^2 + c_{01}y^2 + c_{20}x^4 + c_{11}x^2y^2 + c_{02}y^4},$$

$$v_d = \frac{x(b_{00} + b_{10}x^2 + b_{01}y^2)}{1 + c_{10}x^2 + c_{01}y^2 + c_{20}x^4 + c_{11}x^2y^2 + c_{02}y^4},$$ (4.2.28)
where \( u_d(x, y) = \text{Re}(\psi) \) and \( v_d(x, y) = \text{Im}(\psi) \) for the doublet. The far field expansions for \( |\tilde{x}| \to \infty \) were considered in [206]:

\[
\begin{align*}
    u_d & \approx 1 + m \frac{(2U - m)x^2 - 2U(1 - 2U^2)y^2}{2(x^2 + (1 - 2U^2)y^2)^2}, \\
    v_d & \approx -\frac{mx}{x^2 + (1 - 2U^2)y^2}.
\end{align*}
\]

(4.2.29)

To match it with (4.2.28) we set

\[
\begin{align*}
    a_{10} &= \frac{1}{2}c_{20}(2U - m), & a_{01} &= -c_{20}(1 - 2U^2)U, \\
    b_{10} &= -mc_{20}, & b_{01} &= -mc_{20}(1 - 2U^2), \\
    c_{11} &= 2c_{20}(1 - 2U^2), & c_{02} &= c_{20}(1 - 2U^2)^2
\end{align*}
\]

(4.2.30)

and determine \( b_{00}, c_{20}, c_{10}, c_{01} \) by expanding the stationary Eq. (4.2.26) with (4.2.28) around zero and setting the constant term, the terms at \( x^2 \) and \( y^2 \) in the real part of (4.2.26) as well as the term at \( x \) in the imaginary part of (4.2.26) to zero. The known value of \( m = 3.32 \) [206] for \( U = 0.45 \) complete the determination of unknowns in (4.2.28).

We approximate the wave function of the doublet sitting on the surface of the disk of the radius \( b \) by

\[
\psi_d = u_d(x, y - b) + iv_d(x, y - b)
\]

(4.2.31)

and obtain the energy from (4.2.27) where the integration is for \( r > b \). The critical velocity of the vortex nucleation from the surface of the moving disk is then associated with the disk velocity at which the asymptotic solution (4.2.2) with \( S \) given by Eqs. (4.2.15), (4.2.18) and (6.15) and \( R \) given by Eq. (4.2.12) reaches the energy of the doublet sitting on the surface of a stationary disk. Figure 4.1 summarizes our findings and compares the resulting critical velocities with the numerical solutions. We found that the procedure for determining the criticality gives a good approximation for \( 20 > b/\xi > 2 \), for large obstacles the criterion of the velocity exceeding the local speed of sound becomes more accurate, whereas for the obstacle sizes of the order of the healing length the asymptotic expansion of the solution breaks down.

In the next section we show that the shape of the potential modelling the impurity has a profound effect on the type of excitation created.

### 4.3 2. Nucleation of excitations: vortices and rarefaction pulses

The nonlinear Schrödinger equation (4.2.1) possesses elementary excitations in the form of solitary waves: vortex pairs and rarefaction pulses – finite amplitude sound waves [206]. In 2d rarefaction pulses have lower energy and momentum than vortex pairs, so one may expect that narrow impurities, with radii smaller than healing length, will generate rarefaction pulses rather than vortex pairs [180]. It is also clear from the
Figure 4.1: Critical velocity of vortex nucleation as a function of obstacle radius $b/\xi$. Solid line – numerically determined critical velocity. The critical velocity $v_{cr} = 0.36970c$ for an infinite obstacle is given by the thin red dashed line. Thick green dashed line – analytically determined critical velocity as explained in the text.
Figure 4.2: Critical velocity at which excitations are generated as function of obstacle height $V_0$ for fixed $b = \xi$. Dots represent the generation of vortex pairs, while triangles represent rarefaction pulses. Squares represent the depletion of the condensate (uniform density minus the minimum of the density at the centre of the potential) due to the repulsive interactions with the obstacle [207].

 topology of the system that if the obstacle does not bring about the zero of the wave function of the condensate through the repulsive interactions the formation of a vortex pair always starts from a finite amplitude sound wave. Therefore, one can envision that depending on the properties of the repulsive interaction induced by the impurity on the condensate different excitations are generated.

We start by modelling the repulsive interactions between the obstacle at positions $(x_i, y_i)$ and the condensate by a potential

$$V = V_0 \left(1 - \tanh \left[ \left( \frac{x - x_i}{b} \right)^2 + \left( \frac{y - y_i}{b} \right)^2 - b^2 \right] \right). \tag{4.3.1}$$

Here $V_0 > 0$ is the repulsive interaction strength between the impurity and the condensate and $b$ the impurity radius.

Fig. 4.2 shows the dependence of the critical velocity on the height $V_0$ of the impurity potential. In particular we have numerically found that for a weaker potential (i.e., small $V_0$) rarefaction pulses are generated rather than vortex pairs. In order to distinguishing the generation of vortex pairs from the generation of the rarefaction pulses we have
throughout this work analyzed the excitations by evaluating if both the real and the
imaginary part of the wave function are zero, when passing a radius of two healing lengths
measured from the center of the impurity; setting a fixed radius is an unambiguous way
to make an identification as for example a rarefaction pulse might gain energy when
leaving the obstacle due to sound waves present in the condensate [202] and evolve into
a vortex pair. We have observed that the smaller is the strength $V_0$ the greater is the
critical velocity of nucleation; for zero depletion of the condensate the criticality agrees
with the asymptotics considered in the previous section.

![Figure 4.3](image)

**Figure 4.3:** Vortex pair generation due to stronger BEC-impurity interaction.- Pseudo-
color density plots of superfluid flow around an obstacle specified by $V_0 = 0.7$, $b = 1$ (measured in healing lengths) at $t = 60$; (a), $t = 84$; (b) and $t = 90$; (c) with velocity $v = 0.753c$. The more luminous the picture the higher the
density. Each picture shown corresponds to an area of $15 \times 15$ [208]. The
dimensionless units are used as specified in the main text.

As mentioned above if the obstacle does not completely deplete the condensate density
at its centre, then it is topologically impossible to create a vortex pair on non-zero
background. Instead a finite amplitude sound wave is created at the condensate density
minimum which can evolve into either a vortex pair or a rarefaction pulse as the wave
separates from the obstacle and gains energy entering the bulk. The outcome in this
case depends on the energetics created by the obstacle: the larger $V_0$ the more energetic
solution emerges. This is illustrated in Figs. 4.3 and 4.4. In Fig. 4.3 we show time
snapshots illustrating the emergence of a vortex pair for a stronger barrier. A finite
amplitude sound wave formed at the impurity atom (a) evolves into a pair of vortices
(b) leaving towards the direction of the stream of the superfluid (c). Fig. 4.4 illustrates
the formation of a rarefaction pulse at a weaker obstacle; here after a finite amplitude
sound wave is formed at the obstacle it evolves into a rarefaction pulse that is carried
away by the stream. In Fig. 4.5 we present the full wave functions of a rarefaction pulse
and a vortex pair.
Figure 4.4: Rarefaction pulse generation due to weaker potential. - Pseudo-color density plots of superfluid flow around an obstacle specified by $V_0 = 0.3$, $b = 1$ at $t = 150$; (a), $t = 175.5$; (b) and $t = 186$; (c) with flow velocity $v = 0.88c$. The more luminous the picture the higher the density. Each picture shown corresponds to an area of $15 \times 15$ [208]. The dimensionless units are used as specified in the main text.

**Delta-function impurity.** - The special case of a single delta-function impurity $V = \delta (x - x_i + y - y_i)$ can be regarded as a limiting case of the above setup, i.e., a single point obstacle at which the wave function is zero. In this case at the critical velocity slightly below the speed of sound rarefaction pulses are generated, see Fig. 4.6, consistent with considerations in [180]. However, for finite size obstacles in diameter even smaller than the healing length the vortex pairs can be generated as soon as the depletion of the condensate density is steep enough (even if the wave function is not zero at the obstacle), see Fig. 4.7 where we considered a potential of the form $V = V_0 \left(1 - \tanh [\alpha((x - x_i)^2 + (y - y_i)^2)]\right)$, with $\alpha > 1$.

Our numerical analysis shows that a stronger dip in the condensate makes a vortex pair favorable, while less deep depletions of small radius favor rarefaction pulses. In particular for weak BEC-impurity interactions of bigger radius ($V_0 \ll 1, b \gg 1$) we have found that vortex pairs are generated, see Fig. 4.8. Hence, it depends on the energy put into the system via the potential which excitation can be afforded, i.e., low energy potentials favour energetically cheaper rarefaction pulses while higher energy potentials more expensive vortex pairs.

**Supersonic flow.** - Finally, for completion, we consider the superfluid at supersonic speed (i.e., for Mach numbers $M = v/c > 1$) passing a narrow and only weakly interacting obstacle, that does not lead to a complete depletion of the condensate density at its position. The case of a strongly interacting (delta function) obstacle has been considered in [181, 212], where oblique dark soliton trains were observed in the wake of the obstacle. Here in Fig. 4.9 we present the emergence of rarefaction pulses in the stream of the condensate accompanied by Cherenkov waves outside the Mach cone. The rarefaction pulse in the wake of the obstacle clearly differs from the solitary waves (or
Figure 4.5: Density and Phase.- Pseudo-color density plots of the phase (a) and density (b) of the flow around an obstacle specified by $V_0 = 0.72, b = 1$ at $t = 150$ with flow velocity $v = 0.88c$ forming vortex pairs. It is compared with pseudo-color density plots of the phase (c) and density (d) of the flow around an obstacle inducing rarefaction pulses specified by $V_0 = 0.17, b = 1$ at $t = 170$ with flow velocity $v = 0.95c$. The more luminous the picture the higher the density. Each picture shown corresponds to an area of $15 \times 15$. The dimensionless units are used as specified in the main text.

A continuous stream of vortex pairs) spotted for heavy (delta function) impurities in [181] in so far as not a full depletion of the condensate has been observed.

4.4 3. Superfluid regimes in the lattice of impurities

In this section we consider $N$ inserted obstacles at positions $(x_i, y_i)$ with $i \in \{1, \ldots, N\}$ that generate an external potential of the form

$$
\mathcal{V} = V_0 \sum_{i=1}^{N} \left[ 1 - \tanh \left[ (x - x_i)^2 + (y - y_i)^2 - b^2 \right] \right].
$$

The potential function of the whole array $\mathcal{V}$ depends on the spatial order of the inserted impurities, the radius $b$ of the atoms and the strength of BEC-atom interaction $V_0$. We suppose that there are no interactions between the impurities themselves and that they are stationary, but remark that the additional presence of an atom in the superfluid leads to a change of the potential generated by the other atoms – their states are squeezed [213] within the superfluid. In this work, however, we do not address the issue how the size of the impurities materializes, but elucidate that having a fixed size affects the superfluid as presented.
4.4.1 Impurities arranged into regular lattices

Let us consider the superfluid’s flow around impurities arranged on a triangular lattice within a finite sized rectangular area. We distinguish different regimes in superfluid flow passing the lattice that besides the characteristics of impurity atoms $V_0$ and $b$ depend on the velocity $v$, the distance between nearest neighbors $a$ and the size of the lattice. The various regimes are presented in Fig. 4.10 qualitatively as functions of $v$ and $a$: Area I corresponds to the superfluid phase, i.e., no excitations emerge in the superfluid’s stream. The regime II is characterized by the emergence of vortices from the boundary of the network. III describes very dense packing of impurity atoms, such that for those velocities vortices are created on the boundaries of the entire lattice, while the superfluid is expelled from within the lattice. Region IV is described by excitations within the lattice, which span from excitations smaller than the healing length and ones bigger than a few healing lengths, i.e., emergent macroscopic structures. In region V vortices or rarefaction pulses are generated within the lattice as well as outside the lattice without forming bigger structures as a consequence of the sparsity of the impurity atom distribution.

In Fig. 4.11 we present the superfluid flow towards the right hand side around a sparse triangular lattice in the regions II and V. Above the first critical velocity $v_1$, excitations are generated at the end of the array and directly move into the wake (b) (region II). Above the second critical velocity $v_2$ excitations are continuously generated within the lattice and move - carried by the fluids stream - through the impurity network towards the wake of the system (c) (region V). In Fig. 4.12 we show the first $v_1$ and second $v_2$ critical velocities as functions of the mean distance between nearest neighbors $a$ at the triangular lattice.

Figure 4.6: Rarefaction pulse generation due to a delta-function impurity. Pseudo-color density plots of superfluid flow around a delta impurity at $t = 21.5$ (a), $t = 26.5$ (b), $t = 41.5$ (c), with velocity $v = 0.92c$. Each picture shown corresponds to an area of $12 \times 12 \, [209]$. The more luminous the picture the higher the density. The dimensionless units are used as specified in the main text.
Let us take a closer look on the lattice dynamics in region V corresponding to a lattice of intermediate density of impurities. We could identify different processes of three body interactions of vortex dipoles with single vortex among that are the flyby regime and the reconnection regime [78]. The flyby characterizes the scenario where an incoming vortex pair gets deflected by the third vortex and the reconnection regime describes the situation where vortex 1 of the pair is coupled to the third vortex and the other vortex 2 of the pair is left behind. Moreover the transition from vortex pair to rarefaction pulse and vice versa due to loss or gain of energy through sound waves could be identified. In Fig. 4.13 an example of a vortex pair acquires a velocity component transversal to the motion of the fluid by pinning to the potential spikes is shown (see pictures (a),(b),(c),(d),(e),(f)). Here a vortex pair looses one vortex to an impurity. As the vortex moves away from the obstacle it pulls the trapped vortex back, while acquiring an additional transversal velocity component and heading towards the next impurity. This process can be classified as a flyby, when applying a vortex mirror-vortex analogy [215]. In addition we could identify a locally stationary single vortex placed at the centroid of the triangle formed by nearest neighbor impurities. When other vortices enter the scene they almost form a triangle by connecting with the impurity atoms at the corners (connecting regime) and due to gain of energy through perturbations subsequently decay into many vortices.

For weaker BEC-impurity interactions we have found an intermediate regime, where
Figure 4.8: Vortex pair generation due to a potential of diameter much bigger than healing length and causing only slightly a depletion of the condensate. Pseudo-color density plots of superfluid flow around an obstacle specified by $V_0 = 0.25$ and $b = 4$ at $t = 57$; (a), $t = 75$; (b), $t = 105$; (c) with velocity at infinity $v = 0.8c$. Each picture shown corresponds to an area of $40 \times 40$. The more luminous the picture the higher the density. The dimensionless units are used as specified in the main text.

(for example for parameters $V_0 = 0.1$ and $b = 1$) vortices are generated although single impurities of the same specification would prefer the generation of rarefaction pulses; high energy rarefaction pulses absorb energy due to perturbations present in the lattice and once their energy passes some threshold they transform into an energetically favorable vortex pair [202]. For very weak BEC-impurity interactions ($V_0$ is very small) solely rarefaction pulses are generated in the stream of the condensate within and at the wake of the impurity lattice, which are slightly deflected as they pass weak potential spikes.

The region IV in Fig. 4.10 is characterized by high density arrays of impurities, which yield excitations that span over several neighboring impurities. In Fig. 4.14 we show snakes of excitations moving through the lattice. These excitations are either zeros of wave function and therewith can be identified as vortices or are more comparable with rarefaction pulses not fully depleting the condensate. In particular we have observed that excitations within the lattice might move in opposite direction to the mainstream direction. With more narrow space between impurities further excitations are present within the lattice. As there is not enough space for a fully developed vortex pair or rarefaction pulse between neighboring impurity atoms, excitations in such lattice emerge as finite amplitude sound waves, i.e, spontaneously occurring density depletions between two neighboring atoms, which occasionally persist and move within the lattice generally towards all possible directions.

Finally we have considered very high densities of impurity atoms with $V_0$ large enough such that the condensate is (almost) expelled from the lattice and the velocity is chosen such that the superfluid phase is surpassed, i.e., III in Fig. 4.10. Here we have found that vortices are generated at the boundaries of the lattice. In the wake some vortices
enter the slipstream region, such that no significant motion between vortices and lattice is present or movement towards the lattice might occur - an analog situation as encountered for moving obstacles generating turbulent flow in normal fluids. In Fig. 4.15 we indicate the motion of the vortices in the slipstream region for a very slow superfluid with only few vortices present in the wake, i.e., two counter propagating curls of vortices evolving from both edges of the lattice.

### 4.4.2 Uniformly distributed impurities

We now turn to the regimes of a flow passing randomly distributed impurities occupying a finite area $A$. These inserted atoms can be regarded as an ideal gas of $N_A$ uniformly distributed noninteracting particles in the plane $\mathbb{R}^2$ at an instant of time. We denote the density of particles (or impurities) given by the total particle number per area by $n$. To determine the mean distance between particles we recognize that the probability of finding another particle within the distance $r$ from its origin is $P_{[r,r+dr]} = 2\pi r n dr$. The probability to find a particle outside the disc, i.e., in $[r, \infty]$, is $P_{[r,\infty]} = 1 - \pi r^2/A$, where $A$ is the total area. Hence the probability distribution function of the distance to the nearest neighbor is

$$P_N(r) = 2\pi r N/A \left(1 - \pi r^2/A\right)^{N-1}, \quad (4.4.2)$$
Figure 4.10: Schematics of the distinct regions in superfluid flow around regular lattices on a rectangular area. The boundaries are approximate and are sensitive to the parameters of the impurity network. Here $a$ denotes the distance between nearest neighbors, which ranges from 0 to 12 healing lengths and $v$ the absolute value of the superfluid velocity at infinity ranging up to the speed of sound $c$. Hatched areas II, III show regions where excitations are outside the lattice and V, IV indicate the regimes where excitations are within the lattice as well.
Figure 4.11: Pseudo-color density plots \(|\psi|^2(x, y)\) of qualitatively distinguishable phases in superfluid flow passing a hexagonal lattice of impurities. Shown is the condensate density at velocity \(v = 0.5c\) (a) and \(v = 0.555c\) (b). Other parameters of the system: Array size \(A = 240 \times 72\), frame shown \(480 \times 120\), \(a = 5\), \(b = 1.5\), \(V_0 = 1\), all snapshots at \(t = 125\) [214]. The more luminous the picture the higher the density. The dimensionless units are used as specified in the main text.
Figure 4.12: Critical velocities as functions of the distance between impurity to its nearest neighbors \( a \). For this comparison the remaining free parameters have been chosen to be \( V_0 = 1, b = 1.5 \) while the area at which the triangular lattice of atoms has been present is \( 200 \times 120 \) (measured in healing lengths). Triangles represent data points of the first and squares data points of the second critical velocity. The interpolation between data points is linear. [214].
Figure 4.13: Pseudo-color density plots of superfluid flow around obstacles on an arranged triangular lattice specified by $V_0 = 10$ and $b = 2$ at $t = 310$; (a), $t = 312.5$; (b), $t = 315$; (c); $t = 317.5$; (d), $t = 320$; (e), $t = 325$; (f) with velocity at infinity $v = 0.67c$. Each picture shown corresponds to an area of $30 \times 30 \text{[216]}$. The more luminous the picture the higher the density. The dimensionless units are used as specified in the main text.

which for $n$ fixed becomes in the limit $N \to \infty$

$$P(r) = 2\pi r \exp(-\pi r^2 n)n. \quad (4.4.3)$$

Note that (4.4.3) might be regarded as a good approximation to (4.4.2) for large $N$. Thus, the mean distance $\bar{a}$ is given by considering the expectation value

$$\bar{a} \equiv \mathbb{E}_1[r] = \int_0^\infty r 2\pi \exp(-\frac{\pi r^2}{n})n dr = \frac{1}{2\sqrt{n}}. \quad (4.4.4)$$

In this sense a random distribution of particles determined by its area and number relates to the mean distance, i.e., $n = N_A/A = \frac{1}{4\pi}$. In Fig. 4.16 we present results showing that even for systems of less chosen structure than fixed lattices, qualitatively different phases can be distinguished. That is a phase of dissipationless superfluid flow, the generation of first excitations in the wake of the lattice and generation of excitations within the lattice. In contrast to the hexagonal lattice, however, these transitions are generally not as smooth. Figure 4.16 shows the density of the condensate for the superfluid flow around inserted impurities uniformly distributed on a finite domain [214], [217]. Fig. 4.16 (a) shows a superfluid’s flow without dissipation of energy and generation of elementary excitations, (b) corresponds to a flow above criticality carrying excitations in the wake of the superfluid and (c) an even faster flow at which excitations are generated within the array.
4.5 Conclusions

The generation of vorticity by a moving superfluid has generated a lot of experimental and theoretical work. In our paper we re-examine this problem by developing an asymptotic and analytical methods for finding the flow around an obstacle and for determining the critical velocity of vortex nucleation. We numerically study the various excitations generated above the criticality. We determine the regimes when a vortex pair or a finite amplitude sound wave is generated depending on the energetics of the obstacle. We described several novel regimes as a superfluid flows an array of impurities motivated by recent experiments.
Figure 4.14: Pseudo-color density plots $|\psi|^2(x, y)$ of superfluid flow passing dense hexagonal distributed atoms with velocity $v = 0.5c$. The size of atom array is $290 \times 180$, the frame size shown in picture (a) is $220 \times 220$ at $t = 522.5$. Picture (b) is a detail of frame size $70 \times 70$ at $t = 522.5$ and picture (c) at $t = 525$ (with frame size $70 \times 70$). The atom parameters were chosen to be $V_0 = 1$, $a = 3$ and $b = 1.5$. [216]. The more luminous the picture the higher the density. The dimensionless units are used as specified in the main text.
Figure 4.15: Pseudo-color density plots $|\psi|^2(x,y)$ of superfluid flow passing very dense triangular lattice of impurities with velocity $v = 0.2c$. The frame size shown is $150 \times 150$ at $t = 539.25$. The impurity parameters were chosen to be $V_0 = 1$, $a = 1.6$ and $b = 1.5$. [216]. The more luminous the picture the higher the density. Arrows point towards the direction of motion of the encircled vortices, and the big arrow indicates the direction of the superfluid mainstream. The dimensionless units are used as specified in the main text.
Figure 4.16: Pseudo-color density plots $|\psi|^2(x, y)$ of phases in superfluid flow passing uniformly distributed atoms with different velocities at $t = 165$. The atom number is $N_A = 80$, size of possible atom positions $120 \times 130$ (measured in healing length), the frame size shown is $210 \times 210$ in same units and the atom parameters were chosen to be $V_0 = 2$ and $b = 2$. Picture (a) shows the flow at $v = 0.2c$, (b) at $v = 0.32c$, (c) at $v = 0.39c$. All pictures show the same (random) distribution of atoms and represent a snapshot at $t = 165$ [218]. The more luminous the picture the higher the density. The dimensionless units are used as specified in the main text.
5 On-demand dark soliton train manipulation in a spinor polariton condensate


We theoretically demonstrate the generation of dark soliton trains in a one-dimensional exciton-polariton condensate within an experimentally accessible scheme. In particular we show that the frequency of the train can be finely tuned fully optically or electrically to provide a stable and efficient output signal modulation. Taking the polarization degree of freedom into account we elucidate the possibility to form on-demand half-soliton trains.

5.1 Main text

5.1.1 Introduction

The first unambiguous observation of Bose-Einstein condensation in dilute Bose gases at low temperature [4] set off an avalanche of research on this new state of matter. The lowest energy fraction of a degenerated Bose gas occupying low energy modes obeys the property of vanishing viscosity and does not take part in the dissipation of momentum, a phenomenon referred to as superfluidity [18]. This holds true as long as the condensate is only slightly disturbed [169]. As soon as strong dynamical density modulations occur, e.g. when the condensate is abruptly brought out of its equilibrium through an external perturbation, it responds in a unique way by generating robust elementary excitations such as solitons or vortices [113].

More recently the concept of macroscopically populated single particle states [12, 13] was transposed to a variety of mesoscopic systems such as cavity photons [14, 15], magnons [219], indirect excitons [220], exciton-polaritons (polaritons) [16] and even classical waves [17]. In the proper regime all those systems can be described by complex-valued order parameters - the condensate wave functions - with dynamics governed by nonlinear Schrödinger-type equations (NSE) such as the Gross-Pitaevskii (GP) [8, 7] and the complex Ginzburg-Landau equation (cGLE) [48]. Here the nonlinearity associated with self-interactions plays an essential role on the possible states with or without excitations, their dynamics and in particular their stability [221]. Similarly in the slowly varying envelope approximation light waves can be approximated by complex-valued
wave functions governed by NSEs that are formally comparable to those of BECs and thus show analog dynamical behavior such as stationary and moving optical dark or bright solitons in quasi 1D settings [222, 223].

For several decades light waves have been utilized in a wide range of applications such as in nonlinear fibre optic communication [222, 224, 225, 226] while research on new technologies is thriving in particular on elementary circuit components such as optical diodes [227], transistors [228] or realizations of analog devices involving exciton-polariton condensates [229, 230] and conceptually on optical computing schemes [231].

Exciton-polaritons are half-light half-matter quasi-particles formed in semiconductor microcavities and allow high speed propagation from their photonic part while having strong self-interaction from their excitonic fraction. They are extremely promising from both the fundamental and technological point of view given the ease it provides to finely control the parameters of their condensate now routinely produced in different geometries (see e.g. [232]). Indeed, state-of-the-art technology allows to etch any sample shape to sculpt the confining potential seen by the condensate at will. It explains the plethora of recent proposals [233, 35, 36, 37, 38, 39, 40, 41] for polariton devices some of which have been experimentally implemented [229, 230]. The main advantage with respect to standard optical systems in nonlinear media is the very large exciton-mediated nonlinear response of the system reducing the required input power by orders of magnitude. Recently there was a growing interest in demonstrating the formation of (spin polarized) topological defects [234, 235] that are now envisaged as stable information carriers [249, 236, 237] within a young field of research called spin-optronics [238].

In this letter we shall present experimentally trivial schemes for the intended generation and manipulation of stable and fully controllable wave patterns within a quasi-1D microcavity. We will demonstrate the on-demand formation of dark soliton trains within a quasi-1D channel and the optical and electrical dynamical control of their frequency. Finally we shall demonstrate the possibility to control the polarization of the soliton trains.

5.1.2 The model

We shall consider the system modeled in Fig.5.1, namely a wire-shaped microcavity similar to the one implemented in Ref.[240] that bounds the polaritons to a quasi-1D channel. A metallic contact is embed over half of the sample to form a potential step seen by the polaritons and whose amplitude can be tuned on-demand applying an electric field [241]. The spinor polariton field $\psi = (\psi_+, \psi_-)^T$ evolves along a set of effectively
Figure 5.1: (Color online) Model of a potential sample consisting in a quasi-1D micro-cavity (DBR=distributed Bragg reflectors) embedding a metallic deposition over half of its length to form a potential step. A gate voltage can be applied to the metal to tune dynamically the step amplitude.

1D cGLEs coupled to a rate equation for the excitonic reservoir [241],

\[
\begin{align*}
\frac{i\hbar}{\partial t} \psi_+ & = \left[ -\frac{\hbar^2 \Delta}{2m} + \alpha_1 (|\psi_+|^2 + n_R) + \alpha_2 |\psi_-|^2 \right] \psi_+ \\
& + \left[ U - i\hbar \left( \Gamma - \gamma n_R \right) \right] \psi_+ - \frac{H_x}{2} \psi_- \\
\frac{i\hbar}{\partial t} \psi_- & = \left[ -\frac{\hbar^2 \Delta}{2m} + \alpha_1 (|\psi_-|^2 + n_R) + \alpha_2 |\psi_+|^2 \right] \psi_- \\
& + \left[ U - i\hbar \left( \Gamma - \gamma n_R \right) \right] \psi_- - \frac{H_x}{2} \psi_+ \\
\frac{\partial n_R}{\partial t} & = P - \Gamma_R n_R - \gamma (|\psi_+|^2 + |\psi_-|^2) n_R.
\end{align*}
\]

This model describes in a simple way the phenomenology of the condensate formation under non-resonant pumping. We assume a parabolic dispersion of polaritons associated with an effective mass \( m = 5 \times 10^{-5} m_0 \) where \( m_0 \) is that of the free electron and a decay rate \( \Gamma = 1/100 \) ps\(^{-1}\). \( U(x,t) = [U(t) + U_0] H(x) \), where \( H(x) \) is the Heaviside function \( U_0 = -0.5 \) meV is the step height induced by the presence of the metal solely and \( U(t) \) is the potential landscape imposed by the external electric field. \( \alpha_1 = 6x E_b a_B^2 / S = 1.2 \times 10^{-3} \) meV·μm and \( \alpha_2 = -0.1 \alpha_1 \) are respectively the parallel and antiparallel spin interaction strength given \( x, E_b \) and \( a_B \) the excitonic fraction, binding energy and Bohr radius respectively and \( S \) the pump spot area. \( H_x = 0.01 \) meV is the amplitude of the effective magnetic field induced by the energy splitting between TE and TM eigenmodes that couples the spin components. The excitonic reservoir characterized by the decay
rate $\Gamma_R = 1/400 \text{ ps}^{-1}$ is driven by the pump term $P = A_P \exp(-x^2/\sigma^2)$ where $\sigma = 20 \mu\text{m}$ and $A_P$ is taken in the range of hundreds of $\Gamma_R$. It exchanges particles with the polariton condensate at a rate $\gamma = 2 \times 10^{-2} \Gamma_R$.

We note that while the stimulated scattering is taken into account by Eqs.(5.1.1-5.1.3), energy relaxation processes dominant under the pump spot, apart from the lifetime induced decay of the interactions energy, are neglected in this framework and could be treated e.g. within the formalisms of Refs.[242]. Energy relaxation would not impact our results qualitatively especially for the finite pump spot size we consider here.

### 5.1.3 Soliton train generation

As shown in Ref.[113] a local abrupt change of self-interaction strength of the condensate leads to the formation of a stable and regular dark soliton train. It happens when the flow in the direction of decreasing interaction due to particle repulsions is locally crossing the speed of sound $c_s(x) = \sqrt{\mu(x)/m}$ where $\mu(x) = \alpha_1 n(x)$ (for a scalar condensate) at the point of abrupt change in self-interactions, solitons are formed from dispersive shock waves [243] that dissipate the local excess of energy. In polariton condensates the interaction strength $\alpha_1$ is varied tuning the exciton/photon detuning and therefore the excitonic fraction, but it can hardly be made inhomogeneous within a given sample nor tuned dynamically. A valuable alternative we follow here is to introduce the tunable potential step $U(x, t)$ in Eqs.(5.1.1,5.1.2). The mechanism for soliton generation is the following (see supplemental material for a more details). Let us suppose we a homogeneous density $n_0$ at $t = 0$ and neglect the finite lifetime and pumping of quasi particles and the geometry of our pump spot. Then taking the potential $U$ stepwise for all following $t > 0$, we get close to the breaking point at $x = 0$ the density $n_1$ for $x = 0^-$ and $n_2$ as $x = 0^+$ and we say $n_1 = k \cdot n_2$ with $1 > k > 0$. Using momentum and mass conservation at $x = 0$ we find the simple criterion $0.6404 > k$ to break the speed of sound in the region $x < 0$, which is in good agreement with our numerical results. In the regime of soliton-train generation, the frequency $\nu$ increases with the magnitude of the potential step [?] as the corresponding increase of mass passing the step at $x = 0$ allows a more frequent breaking of the local speed of sound. This is analogous to the situation of a superfluid passing an obstacle above criticality for which greater mass transport is equivalent to a higher number of generated vortices in 2D [245].

For a given metal type and deposition thickness on top of the microcavity, Tamm plasmon-polariton modes [246] were predicted to form at the interface inducing a local redshift of the polariton resonances of amplitude $U_0$ and the required potential step. We note that in the absence of plasmon the interface would form a Schottky junction known to blue detune the polariton modes [247]. The application of a voltage to the metal produces the additional gate redshift $U(t)$ through the excitonic Stark effect up to a few meVs for voltages lying in the range of tens of kV/cm [248] and standing for the input modulation of the polariton condensate. The non-resonant excitation of the system is crucial since in this context the condensate phase is free to evolve under the pump spot by contrast to a resonant injection scheme that would imprint the phase preventing the onset of solitons.
5.1.4 Optical control

Let us start with the simplest passive configuration where no voltage is applied and therefore the potential step is fixed. We switch on the pump laser focussed on the step at $t = 0$ and wait for the steady state to be reached. The reservoir is filled by the incoherent pump and the stimulation towards the lowest polariton energy state occurs forming the condensate with a chemical potential $\mu = (\alpha_1 + \alpha_2)n/2 - H_x/2$ (corresponding to the measurable blueshift of the polariton emission) where $n = |\psi_+|^2 + |\psi_-|^2 = n_+ + n_-$ is the total polariton density. Given the interrelation $\alpha_1 > \alpha_2$ the condensate interaction energy is minimized for a linear polarization meaning that $n_+ = n_-$ and the condensate is said to be antiferromagnetic [249]. The linear polarization orientation is homogeneous at zero temperature and fixed by the $H_x$ contribution namely along the axis of the wire. In our model we trigger the condensation on the $x$-polarized ground state with initial populations $n_0^\pm$. Fig. 5.2 shows numerical solutions to Eqs.(5.1.1,5.1.2,5.1.3). We depict the chemical potential $\mu(x,t)$ for crescent pump amplitudes $A_p$. We clearly see the decrease in the train frequency $\nu$ with increasing pump power [panels (a) and (b)] until the train vanishes [panel(c)].

The condensate heals from the step forming an asymmetric gray soliton resulting from the local velocity gradient, as it happens e.g. at the boundaries of condensate trapped in a square potential. The depth of the soliton is imposed by the local background density and velocity. For a high enough background density, the flow is superfluid ($v < c_s$) both around the step and within the soliton that remains pined to the step preventing the...
train onset [panel(c)]. For lower densities, the speed of sound can be surpassed at the soliton core which allows the condensate to dissipate the local excess of energy via a dispersive shock wave [243] (see supplemental movies [?]) that releases the soliton to the side where the background flow is the highest. Then it takes some time for the condensate to form a new soliton. The higher the density the stiffer is the condensate and therefore the more time it takes to form a new density depletion. This response determines the quasi-linear train frequency \( \nu \) dependence over the chemical potential shown in the supplemental material [?].

Our results demonstrate the possibility to modulate passively an optical signal via the formation of stable dark solitons varying the pump amplitude. The dark soliton signals shall then be detected experimentally at the output via one of the schemes proposed in the context of nonlinear optics [250] to encode information. Indeed, as proposed in [25] soliton trains can be used to store numbers determined uniquely by an adjustable \( \nu \). So far, most of the device proposals involving microcavity polaritons have focussed on signal transmission but never on its modulation. Nonetheless, as one can see, the train frequencies lie in the range of THz allowing to perform very high speed processing due to the polariton photonic part combined with a large exciton-mediated nonlinear response.

In Fig.5.2(d), we show an example of sinusoidal input power modulation that leads to a dynamical variation of \( \nu \) or a modulation of the output on-demand to produce useful wavepackets. The main advantage of this all-optical input modulation scheme is that it allows us to reach high speed variation of \( \nu \) while the drawback is that the background density of the condensate is obviously affected as well. Finally we note that this setup involving a fixed potential step doesn’t require specifically a metallic deposition. A sample split in two parts with slightly different lateral width might be sufficient to reproduce the effects discussed above.

### 5.1.5 Electric control

Now let us consider the case where the pump power is fixed and in addition an electric field is applied to the metallic contact to modulate the potential step height. Under such assumptions, the chemical potential \( \mu \) is globally fixed. The higher the step (the electric field), the larger the density gradient and hence one encounters a greater mass transport towards lower energy regions. So similarly to [245] we obtain an increase in dark solitons train frequency as shown in [?]. To demonstrate this behavior, we show in the Fig.5.3(a) the results obtained by ramping down linearly the potential step from 0 meV to -1.5 meV which corresponds to an increase in the electric field amplitude. We clearly see the linear increase in \( \nu \) versus time.

Similarly to the results of Fig.5.2(d) we show in Fig.5.3(b) results obtained from a sinusoidal modulation of the potential step amplitude producing an efficient dynamical modulation of the output signal in the form of wavepackets. Such an electric control of the polariton flow has the advantage of impacting weakly on the background density but there might be some technological limitation on the switching speed.
5.1.6 Polarization control

So far we have discussed a phenomenology that could be reproduced using a scalar condensate without any need for its spinor character. Indeed we have considered the ideal case of a perfectly linearly polarized condensate with no polarization symmetry breaking namely \( n_+(x) = n_-(x) \) for any \( x \) position. The consequence is that the dark solitons formed in one spin component are perfectly overlapping with the ones in the other component and are behaving as scalar ones. However in real experimental situations the fluctuations brought by the structural disorder or the background noise can affect the linear polarization of the condensate leading to local inhomogeneities slightly breaking the polarization symmetry or the equivalence between the two spin components. As discussed in [236] these fluctuations can lead to the separation of dark solitons in each component to form pairs of half-solitons [234, 235]. As soon as they are split they will
repel each other under the condition \( \alpha_2 < 0 \) and start to feel an effective magnetic force imposed by \( H_x \) and be accelerated or slowed down depending on their linear polarization texture [236]. This effect produced by local inhomogeneities or random processes would obviously be harmful to the formation of a deterministic spin signal. However as it was observed experimentally in Ref.[251], using a polarized excitation laser can lead to the formation of a circularly/elliptically polarized condensate due to the long characteristic spin relaxation times of excitons. In Fig.5.4, we show results capitalizing on this effect to produce a useful spin signal.

We have modeled a slightly elliptically polarized nonresonant pump introducing two different reservoir/condensate transfer rates \( \gamma_1 \) and \( \gamma_2 \) in Eqs.(5.1.1,5.1.2). We have adjusted the ratio \( \gamma_2/\gamma_1 \) to 0.90, 1.11 and 0.99 in panels (a), (b) and (c) respectively. The colormap shows the degree of circular polarization \( \rho_c(x,t) = (n_+ - n_-)/(n_+ + n_-) \) of the polariton emission. We see that the weak ensuing density imbalance between the two spin components of the condensate leads to a well defined polarization symmetry breaking inducing either the formation of trains of pairs of half-solitons [panel (c)] or trains of half-solitons with a well defined polarization for larger imbalances [panels (a) and (b)]. It means that not only the frequency of the trains can be finely tuned but also their polarization by variation of the input polarization. It provides another degree of freedom to code information.

5.1.7 Conclusions

We have shown the strong potential of microcavities for high speed optical signal modulation for information coding. Our proposal involves the all-optical or electric control of dark soliton trains within a realistic and experimentally trivial scheme. We have demonstrated the possibility to tune both the train frequency and its polarization. The present concept could not only play a central role at the heart of future high speed polariton circuits within the rapidly expanding field of spin-optronics but also allow the very first observation of dark soliton trains in a quantum fluid.
5.2 Supplemental material

5.2.1 Velocities

To clarify the mechanism underlying the dark soliton train formation in our setting, we have computed the speed of sound $c_s$ and the superfluid velocity $v = \hbar/m \nabla \phi$ dynamics ($\phi$ is the phase of the wave function). Fig. 5.5 shows results obtained for two different pump powers: In the panel (a) the condensate is superfluid ($|v| < c_s$) all over the step and no local energy dissipation can occur to regularize the density and phase modulation (asymmetric grey soliton) imposed by the step. On the contrary in the panel (b) the core of the soliton at the step crosses the speed of sound ($|v| > c_s$) allowing a shock wave to develop releasing the soliton to the right of the step. The frequency of the train is increasing with the stiffness $\rho_s = n\hbar^2/m$ (density) of the condensate since it takes more time to heal (produce a new modulation at the step) for a higher density leading to a lower train frequency [see Fig. 5.2]. The full dynamics is shown in the supplemental movies provided with the manuscript.

5.2.2 Dependencies of the train frequency

We have numerically determined the dependence of the train period $T$ and frequency $\nu = 1/T$ on the chemical potential $\mu$ and the potential step amplitude $U$. The results are presented in Fig. 5.6 and Fig. 5.7 respectively.

5.2.3 Critical density modulation

Our analytical consideration starts with neglecting the spin degree of freedom (antiferromagnetic condensate regime), so we get the governing equation for the condensate wave function $\psi$ given by

$$i\hbar \frac{\partial \psi}{\partial t} = \left( -\frac{\hbar^2 \Delta}{2m} + U + \alpha' (|\psi|^2 + n_R) - \frac{i\hbar}{2} (\Gamma - \gamma n_R) \right) \psi - \frac{H^2}{2} \psi. \quad (5.2.1)$$

First, we note that at the breaking point at $x = 0$ the complex pumping and decaying term is positive (for the parameters considered), corresponding to an increase in particles there. We simplify this equation by neglecting the effect of pumping to the condensate, which increases the superfluid’s velocity there and by additionally approximating the reservoir population as $n_R \simeq c_1 + c_2|\psi|^2$. The latter expression is due to an assumed quasistationary reservoir population $n_R = P/(k_1 + k_2|\psi|^2)$ and further simplified via a Taylor expansion to $n_R = P(k_3 + k_4|\psi|^2)$ and considered for $P = k_5$. Here $c_1, c_2, k_1, k_2, k_3, k_4, k_5$ are constants. Also note that the nonlinearity is small. Although a constant pump is far from the geometry of the exponential distribution used in our simulations, it is the first order approximation to hold at $x = 0$ and as we will see it allows us to make a simple statement about the relevant physics in our soliton generator. Now, by absorbing constant terms into the phase of the wave function via $\psi \rightarrow \psi \exp(i\theta t)$ we get the
Gross-Pitaevskii like equation

\[
- \frac{i \hbar}{\partial t} - \frac{\hbar^2 \Delta}{2m} + U' + \alpha_1'|\psi|^2 \right) \psi = 0,
\]

where \( \alpha_1' \) is the effective self-interaction strength for our simplified exciton-polariton equation. Recall that the potential \( U' \) which shall be applied is of stepwise form, i.e. \( U'_1 > 0 \) for \( x < 0 \) and \( U'_2 = 0 \) for \( x > 0 \) as soon as \( t > 0 \). Using the Madelung ansatz \( \psi = n^{1/2} e^{i\phi} \) we get the generalized and rescaled quantum hydrodynamical system [244]

\[
\partial_t \rho + \partial_x (n v) = 0 \tag{5.2.3}
\]

\[
\rho (\partial_t v + v \partial_x v) = - \partial_x \mathcal{P} + \partial_x \Sigma \tag{5.2.4}
\]

with \( \mathcal{P} = \alpha'_1/(2m^2) n^2 \) and \( \Sigma = (\hbar/(2m))^2 n \partial_x^2 \ln n \), where the superfluid velocity is given by \( v = \partial_x \phi \). The integrated form of mass conservation corresponding to the continuity equation (5.2.3) is

\[
\int_{x_1}^{x_2} n \partial_t \, dx + \int_{x_1}^{x_2} \partial_x (n v) \, dx = 0 \tag{5.2.5}
\]

Considering the limits \( x_1 \to 0 \) and \( x_2 \to 0 \) one gets mass conservation at \( x = 0 \) in elementary form, \( n_1 v_1 = n_2 v_2 \), where we have introduced the abbreviation \( v_i = v(x_i) \) etc.

From (5.2.4) and by dropping the anisotropic quantum stress tensor we get elementary momentum conservation \( n_1 v_1^2 + \alpha'_1 u_1^2/4 = n_2 v_2^2 + \alpha'_1 u_2^2/4 \) [244]. Now, combining both elementary equations (momentum and mass conservation) we get

\[
v_1^2 = \alpha'_1 \frac{n_2}{4n_1} (n_1 + n_2) \tag{5.2.6}
\]

and

\[
v_2^2 = \alpha'_1 \frac{n_1}{4n_2} (n_1 + n_2) \tag{5.2.7}
\]

We write \( n_1 = k n_2 \) and suppose \( n_2 = \text{const.} > 0 \) and \( k > 0 \) as both densities are both positive quantities. In those terms we find criteria for the local velocity to be greater than the local speed of sound \( c_{2s}^2 = \alpha'_1 n_i \) (\( i \in \{1, 2\} \)) depending on the size of density modulation. At \( x < 0 \) we have

\[
1 > 4 k^2 / (k + 1), \tag{5.2.8}
\]

where the positive part of the solution is \( 0 < k < 0.6404 \). For \( x > 0 \) we get

\[
\frac{k}{4} (k + 1) > 1 \tag{5.2.9}
\]

with \( k > 1.562 \) being the reciprocal value of the corresponding estimate for \( x < 0 \) and it reflects the symmetry of our argument. Note however, that \( k < 1 \), since the applied potential at \( x < 0 \) will reduce the density \( n_1 \) there compared to \( n_2 \), hence excluding the second criterium.
Figure 5.4: (Color online) Control over the polarization of the trains. The colormap shows the degree of circular polarization $\rho_c$. (a) $\gamma_2/\gamma_1 = 0.90$, (b) $\gamma_2/\gamma_1 = 1.11$ and (c) $\gamma_2/\gamma_1 = 0.99$. 
Fig.S 5.5: Snapshots of velocity related quantities taken at $t_s = 120$ ps. The blue envelope displays $\pm c_s(x, t_s)$ (speed of sound) and the red line shows the condensate velocity $v(x, t_s)$. The panel (a) shows results from a pump amplitude $600\Gamma_R$ where no soliton develop [see Fig.1(c)]. The panel (b) shows the development of the train for a lower amplitude of $375\Gamma_R$ [see Fig. 5.1 (b)] due to the local supersonic regions at the step.

Fig.S 5.6: Train (a) period and (b) frequency versus the local chemical potential obtained from increasing linearly the pump power. Here the step amplitude is fixed to $U_0 = 0.5$ meV. The data points are linearly interpolated.
Fig. S 5.7: Train (a) period and (b) frequency versus the potential step heights at fixed pump power $300 \Gamma R$ corresponding to $\mu = 0.7$ meV.
6 Coupled counterrotating polariton condensates in optically defined annular potentials


Polariton condensates are macroscopic quantum states formed by half-matter half-light quasiparticles, thus connecting the phenomena of atomic Bose-Einstein condensation, superfluidity and photon lasing. Here we report the spontaneous formation of such condensates in programmable potential landscapes generated by two concentric circles of light. The imposed geometry supports the emergence of annular states that extend up to, yet are fully coherent and exhibit a spatial structure that remains stable for minutes at a time. These states exhibit a petal-like intensity distribution arising due to the interaction of two superfluids counter-propagating in the circular waveguide defined by the optical potential. In stark contrast to annular modes in conventional lasing systems, the resulting standing wave patterns exhibit only minimal overlap with the pump laser itself. We theoretically describe the system using a complex Ginzburg-Landau equation, which indicates why the condensate wants to rotate. Experimentally, we demonstrate the ability to precisely control the structure of the petal-condensates both by carefully modifying the excitation geometry as well as perturbing the system on ultrafast timescales to reveal unexpected superfluid dynamics.

6.1 Main Work

6.1.1 Author contributions

The contribution by each author are as follows: A.D., P.C., G.C., Z.H., P.G.S., and J.J.B. designed research; A.D., P.C., R.B., and G.C. performed experiments; F.P. and N.G.B. performed theoretical analysis and numerical simulations; F.P. and N.G.B. contributed new analytic tools; Z.H. and P.G.S. managed design and growth of samples; A.D., P.C., R.B., G.C., F.P., N.G.B., and J.J.B. analyzed data; and A.D., P.C., R.B., G.C., F.P., N.G.B., and J.J.B. wrote the paper.
6.1.2 Significance

Collections of bosons can condense into superfluids, but only at extremely low temperatures and in complicated experimental setups. By creating new types of bosons which are coupled mixtures of optical and electronic states, condensates can be created on a semiconductor chip and potentially up to 300 K. One of the most useful implementations of macroscopic condensates involves forming rings, which exhibit new phenomena since the quantum wavefunctions must join up in phase. These are used for some of the most sensitive magnetometer and accelerometer devices known. We show experimentally how patterns of light shone on semiconductor chips can directly produce ring condensates of unusual stability, which can be precisely controlled by optical means.

6.1.3 Introduction

Circular loops are a key geometry for superfluid and superconducting devices, because rotation around a closed ring is coupled to the phase of a quantum wavefunction. So far however they have not been optical accessible, although this would enable a whole new class of quantum devices, particular if room temperature condensate operation is achieved. In lasing systems with an imposed circular symmetry an annulus of lasing spots can sometimes form along the perimeter of the structure [252, 253, 254, 255, 256, 257]. Such transverse modes are often referred to as petal-states [252] or daisy modes [253] and are interpreted as annular standing waves [254], whispering gallery modes [255] or coherent superpositions of Laguerre-Gauss (LG) modes with zero radial index [256, 257]. Their circular symmetry makes them interesting for numerous applications such as free space communication or fibre coupling [258], while their LG-type structure suggests implementations using the orbital angular momentum of light [259], such as optical trapping [260] or quantum information processing [261]. Petal-states have been reported for various conventional lasing systems, including electrically and optically pumped VCSELs [253, 255], as well as microchip [257] and rod lasers [252]. A fundamentally different type of lasing system is the polariton laser [262, 263]. Polaritons are bosonic quasi-particles, resulting from the strong coupling between microcavity photons and semiconductor excitons [262, 263, 264, 16, 265, 266, 267, 268, 270]. Their small effective mass (bestowed by their photonic component) and strong interactions (arising from their excitonic component) favour Bose-stimulated condensation into a single quantum state, called a polariton condensate [16, 265]. These fully coherent light-matter waves spread over tens of microns [266] and exhibit a number of phenomena associated with superfluid He and atomic Bose-Einstein condensation, such as the formation of quantized vortices [267, 268] and superfluid propagation [249]. Their main decay path is the escape of photons out of the cavity, resulting in the emission of coherent light. Note that unlike their weakly-coupled counterparts, polariton lasers require no population inversion since their coherence stems from the stimulated scattering of quasi-particles into the condensate, not the stimulated emission of photons into the resonator mode [262].

In this work we study the spontaneous formation and characteristics of petal-shaped polariton condensates (Fig. 6.1) the strong-coupling analogue to the annular modes
observed in conventional lasers. We show how the fragile ring-states observed previously [270] can be stabilized using carefully-prepared optical confinement, resulting in fully coherent (SI Appendix, SI Text1) and truly macroscopic quantum objects. We dynamically manipulate the latter both by changes of the pump-geometry and ultrafast perturbations, revealing rich many-body physics which is numerically modeled using a complex Ginzburg-Landau equation. We demonstrate an exceptional degree of control over the system suggesting the relevance of our findings for future applications such as all-optical polaritonic circuits [271, 272] and interferometers [273]. We furthermore emphasize differences to the weakly-coupled case, arising as a consequence of the strong nonlinearities that govern the behaviour of polaritons [274, 275] and the fundamentally distinct mechanism responsible for the buildup of coherence.

6.1.4 Petal-condensates

Our experimental setup utilizes a high-resolution spatial light modulator (SLM), which allows phase-shaping of the pump laser into the desired intensity-patterns on the sample (Fig.6.1 (f)). Results here were obtained from a high-quality, low-disorder microcavity, incorporating four sets of three quantum wells. We nonresonantly excite our sample with a single-mode continuous-wave laser, at energies approximately above the bottom of the lower polariton branch. The resulting polariton emission is detected with a CCD for imaging, a monochromator plus CCD for spectral analysis and a streak camera for monitoring its temporal evolution. A Fourier lens and Mach-Zehnder interferometer are used to probe k-space distribution and first-order coherence. All measurements were performed at cryogenic temperatures and on sample locations where the exciton mode is tuned \(\sim 7\) meV below that of the cavity mode.

The excitation-pattern used to stably generate petal-type condensates consists of two concentric circles of laser light (Fig. 6.1 (c), white rings), with a local intensity ratio for inner to outer circle of 1 : 8. The nonresonant excitation results in the formation of a cloud of hot excitons at the position of the pump, which subsequently relax in energy, couple to the cavity mode and accumulate at the bottom of the lower-polariton branch. Due to their repulsive interactions, polaritons experience a local blue-shift at positions of high exciton density [266, 276]. For the given pump geometry, this induces a potential landscape resembling an annular waveguide. Strikingly, the resulting polariton condensate forms in the region between the outer and the inner pump ring, thus unlike conventional lasing systems [257, 277] and contrary to Manni et. al. [270] exhibiting only minimal overlap with the pump laser itself (Fig.6.1 (c)). This effect is a direct consequence of the specific properties of polaritons, namely their strong nonlinear interactions with the hot exciton cloud and their ability to propagate over tens of micrometer distances before they decay [266, 276]. The resulting petal-condensates possess a well-defined energy and exhibit a characteristic annular intensity distribution (Fig. 6.1 (a)-(d)), which remains stable for \(>1,000\)s timescales. The real space image of a ring with \(n\) intensity lobes translates into a reciprocal space image with an identical number of lobes, where the emission coming from a specific lobe in real space stems from polaritons with equal and opposite wavevectors around the annulus (Fig.6.1 (h)-(k)).
Figure 6.1: Petal-shaped polariton condensates. (a)-(d) Spatial images and spectra (horizontal cut at $y = 0$) of annular states with increasing azimuthal index $l$. The shaded rings in (c) indicate the position of the pump laser. (e) Double-ring with radial index $p = 1$. (f) Schematic of the experimental setup, showing the phase-shaped pump laser and the resulting polariton emission. (g) Phase of the condensate wave function in (b), extracted following the method discussed in [270]. As constant reference, one of the lobes was magnified and superimposed over the whole image. (h)(k) real- and k-space images of the petal state with $l = 10$. The k-space image in (k) is obtained by spatially filtering the polariton emission as shown in (i).
This observation yields the picture of two counter-propagating superfluids, analogous to superconducting loops and qubits [278, 279]. Because both waves are subject to periodic boundary conditions, their superpositions always possess an even number of lobes with a well-defined phase and a phase-jump of $\pi$ in between lobes (Fig. 6.1 (g)). Mathematically, these properties are consonant with a description as superpositions of two $LG_{p,\pm l}$ modes with radial index $p = 0$ and azimuthal indices $\pm l$, where the number of lobes $n$ is given by $n = 21$ (SI Appendix, SI Text 2). Adjusting the diameter of the excitation pattern allows the selection of petal-states with an arbitrary even number of lobes, up to a (power-limited) maximum of $n \simeq 120$. However, increasing the separation between inner and outer pump-rings results in the formation of higher-order ring-states with radial nodes ($p > 0$) and identical $n$ (Fig.6.1 (e)). The orientation of the nodal lines depends on the relative phase of the two counter-propagating waves; for a uniform pump, it is pinned by local disorder, as can be seen from the rotation of the condensate as we move across the sample (SI Video 1), matching similar observations for the case of VCSELs(2). However, azimuthally modulating the pump intensity allows us to freely select the orientation of the petals, further demonstrating the high degree of control possible over the system (SI Text 3). These ring-states are highly resilient to irregularities of the sample surface, maintaining their shape even in the presence of cracks and other defects (SI Text 4).

### 6.1.5 Power dependence

To explore the formation process of the reported ring-shaped condensates, we study the evolution of the system as the excitation power increases (Fig. 6.2). The latter causes a growth of the density-induced blue-shift potential at the position of the pump, accelerating polaritons away from the region of their creation and up to a final velocity $v_{\text{max}} \simeq \sqrt{2V_0/m^*}$, where $m^*$ is the polariton effective mass. For low pump powers the excited polaritons gain only little momentum and hence cover only short distances before they decay; consequently pump and polariton luminescence coincide (Fig.6.2 (a),(e)). However, as pump intensity and blue-shift increase, so does the momentum of the polaritons. Those travelling towards the centre of the pump-geometry are eventually slowed down by the potential associated with the inner ring and accumulate in the region between both rings (Fig.6.2 (b),(e)). This accumulation is further enhanced by stimulated scattering of polaritons directly from the pump, as can be seen from the non-linear increase of polariton emission from the region between the laser rings even below threshold (green line in Fig. 6.2 (d)). At sufficiently high powers, the corresponding polariton population reaches the critical density for condensation and a petal-state forms (Fig.2c), with the polariton wavevector $k_c$ pointing around the annulus. The formation of the condensate is accompanied by a strong non-linear increase of emission intensity, while the number of polaritons outside the pump-ring decreases (Fig.6.2 (d),(e)). The latter effect suggests that the condensate now efficiently harvests almost all polaritons created at the pump due to stimulated scattering, as reported for optically confined condensates previously [280]. Increasing the excitation power beyond the condensation threshold $P_{\text{thr}}$ quickly leads to the breakdown of the single ring-state,
which unlike in the work of Manni et. al. [270] is only observed within a narrow power range up to $1.3 P_{thr}$. We attribute this observation to the repulsive nature of polariton-polariton interactions, which blue-shift the condensate energy with increasing density and eventually screen the influence of the inner pump ring, allowing a superposition of higher-order states to fill up the whole excitation geometry (SI Appendix, SI Text5).

6.2 Mode selection

We next use the flexibility of our setup to systematically vary the pump-geometry and study the mode-selection mechanism linking a specific excitation pattern to the resulting petal-state. As the diameter of the pump ring is gradually increased, the number of lobes $n$ is found to grow as $n \sim r_c^2$, where $r_c$ denotes the radius of the condensate ring (Fig.6.3 (a), green points). Note that in all cases the condensate forms in the region between the two pump rings.

A qualitative explanation for this observation can be found by considering that condensation will initially occur at the point of highest polariton density. Just below threshold, this corresponds to the doughnut-shaped region between the two pump rings, as can be seen from the distribution of polariton emission in Fig.6.2 (b). The optimum overlap between this low-energy polariton reservoir with radius $r_{res}$ and the condensate-pattern is achieved for LG$_{0,\pm l}$-states of identical radius, i.e. $r_c = r_{res}$ [256, 257]. Consequently, these states possess the lowest condensation threshold and first start oscillating as the pumping increases. Because this argument holds equally for the energetically degenerate left- and right-handed LG$_{0,\pm l}$ modes, both are excited simultaneously, resulting in the observed standing wave patterns. The radius of maximum intensity for a superposition of LG$_{0,\pm l}$ modes lies at $r_c = w \sqrt{l/2}$, where $w$ denotes the width of the cavity's fundamental mode (SI Appendix, SI Text2). Taking into account that the number of lobes $n$ is given by $n = 2l$, we arrive at the relation $n = \frac{2}{w} \sqrt{l/2}$, which reproduces the experimental data for $w \approx 9.3 \mu m$ (green line in Fig.6.3 (a)).

6.2.1 Theoretical description

To theoretically approach the observed phenomena we use a complex Ginzburg-Landau (cGL)-type equation [91] incorporating energy relaxation [281] and a stationary reservoir:

$$i \partial_t \psi = (1 - i\eta) \frac{H}{\hbar} \psi$$  \hspace{1cm} (6.2.1)

$$\frac{H}{\hbar} = \left[ -\frac{\hbar \nabla^2}{2m} + V(\vec{x},t) + i 2 (\delta_{RN}(\vec{x},t) - \gamma_C) \right]$$  \hspace{1cm} (6.2.2)

Here, $\psi(\vec{x},t)$ represents the order parameter of the condensate, $\eta$ the rate of energy relaxation and $m$ the effective mass of polaritons on the lower branch of the dispersion curve. $\delta_{RN}/2$ and $\gamma_C$ are the condensate gain and loss rates, respectively; and $V(\vec{x},t) = g_{RN} |\psi|^2 + V_{dis}$ denotes the potential landscape experienced by the condensate, which arises due to interactions with the reservoir ($g_{RN}$), polariton-polariton
Figure 6.2: Sample luminescence with increasing excitation power. (a,b,c) Spatial image of the polariton emission with increasing pumping power. Dashed blue line indicates the position of the laser as shown in (c). (d,e) Power dependence of the intensity distribution along a central horizontal cut.
Figure 6.3: (a) Measured number of lobes $n$ (green points) and spatial separation between lobes (black points) as a function of condensate radius $r_c$. Fits are obtained from simulations of the cGL equation for different pump radii (SI Appendix, SI Text 6) or the analytic expression for the density-maximum of LG-modes (SI Appendix, SI Eq. S4). (b) Simulated spatial density of a petal-condensate with $n = 20$ lobes and (c) corresponding phase. (d) Horizontal cut of (b), indicating the relative position of the condensate and the pumping profile.
interactions \( (g_C|\psi|^2) \) and energy fluctuations due to sample disorder \( (V_{\text{dis}}) \). The radially symmetric pumping profile \( P(\vec{x}) \) is chosen to reproduce the experimental double-ring excitation-geometry (SI Appendix, SI Text 6), giving rise to a reservoir density distribution following \( \partial_t N = - (\gamma_R + \beta|\psi|^2) N + P \), where \( \gamma_R \) represents the reservoir decay and \( \beta \) the condensate-reservoir scattering rate. Because the relaxation of the reservoir is much faster than the decay of the condensate \( (\gamma_R \gg \gamma_C) \) \[281\], the reservoir dynamics can be approximated by the stationary value \( N \simeq P(\vec{x}, t)/(\gamma_R + \beta|\psi|^2) \simeq P/\gamma_R + (P\beta/\gamma_R^2)|\psi|^2 \), where in the second step \( |\psi| \) was assumed to be small. Numerical solutions of equation \( (6.2.1) \) for the parameters given in the Materials and Methods section are presented in Fig.6.3. The simulated condensate density and corresponding phase (Fig. 6.3 (b),(c)) are obtained for a pumping profile matching that of Fig.6.1 (c). The simulation clearly reproduces the observed petal-structure with \( n = 20 \) lobes. Note that energy relaxation and disorder prove critical to stabilize the angular orientation of the calculated petal-modes (SI Appendix, SI Text 6). The maxima of condensate and reservoir are spatially separated (Fig. 6.3 (d)) in accordance with the experiment (Fig.6.2 (e)), although their separation is less pronounced in the simulation (Fig.6.2 (e)). We attribute this deviation to the simplicity of our model which does not incorporate the propagation of uncondensed polaritons. Gradually increasing the radius of the simulated pumping profile results in the formation of states with a higher (even) number of lobes. The relation between condensate radius and lobe number agrees precisely with the experimental data (green and black lines in Fig.6.3 (a), SI Appendix, SI Text 6). An analytic estimation for the observed relation is provided in the Supporting Information (SI Appendix, SI Text 7). Note that the formation of lobes corresponds to excitations of the systems ground state. In the linear picture the latter are associated with the larger in-plane wave vectors of higher-order -modes, whereas from the viewpoint of a (nonlinear) complex Ginzburg-Landau equation the phase-jumps observed between adjacent lobes and the vanishing condensate density can be interpreted as a signature of dark solitons or solitary waves. However, the standing wave pattern appears in simulations even if the real nonlinearity is set to zero \( (g_C = 0) \). The weak nonlinearity slightly modifies the density profile, but does not change the number or position of the lobes. While this implies that the formation mechanism of the petal-structure can be understood in terms of linear physics, the condensate itself and each of its lobes still represent a highly non-linear system due to polariton-polariton interactions. Arrays of the lobes represent excitations of the condensate ground state and can arise due to the interaction of counter-propagating superfluids in an effective setting [282, 26]. We assume that the reported ring-condensates occupy excited states instead of their ground states to maintain energy conservation: Polaritons generated in the blue-shifted pumping regions which scatter into the condensate lack an efficient mechanism for energy relaxation [276], as evidenced by the fact that both possess the same energy (SI Text 8). Since the blue-shift at the position of the condensate is much smaller than that at the pump, the condensate must form in an excited state, translating into a transverse wave vector \( k_c > 0 \) (linear picture) or the formation of an array of dark solitary waves (non-linear picture). Increasing the radius of the pump rings results in the formation of states with a higher number of lobes, corresponding to higher condensate energies (SI Appendix, SI Text 9). Qualitatively, one can associate
this with an accelerated rotation of the two counter-propagating condensates. A related phenomenon was studied in [48], where the authors show that inhomogeneous pumping of large-area trapped condensates can spontaneously induce condensate rotation and the formation of vortex lattices. Assuming the annular waveguide forms a harmonic trap with level spacing $\hbar \omega$, the stable rotation speed is $\Omega = n_V/\tilde{r}^2 = 1$, where $\tilde{r} = r/\sqrt{\hbar/m\omega}$. $n_V$ represents the number of vortices in the lattice and was shown to grow quadratically with the radius of the pump. However we note that this intuitive explanation does not include the presence of 2 counter-propagating condensates, and that given the one dimensional geometry here, vortex pairs are not seen [24] but instead a standing wave with the full condensate density depletions.

6.2.2 Condensate dynamics

To explore the time dynamics of the system, we non-resonantly perturb the $cw$-pumped petal condensate with a 150–fs pulsed laser, which is focussed on the side of the ring (Fig.4a, inset). Fig.6.4 (a) shows a cylinder projection of the polariton emission around the condensate ring at different times $t$, as reconstructed from a full set of tomographic streak camera measurements. Before it is perturbed ($t < 0ps$), the condensate forms a stable petal-state with $n = 22$ lobes. The initial effect of the perturbing pulse $P$ at $t = 0ps$ is a strong reduction of the overall polariton emission after $\sim 2ps$ (Fig.4a,b). We attribute this behaviour to photons that are rapidly generated by the laser pulse and subsequently propagate ballistically across the cavity, where they extract gain from the exciton reservoir due to stimulated emission into the wave-guided mode. The additional exciton population locally introduced by the laser pulse creates a localized blue-shift potential barrier, analogous to the weak links forming Josephson junctions in superconducting loops and SQUIDs. The potential barrier breaks up the ring state by pushing apart its lobes while transiently reducing their number, corresponding to a reduction of the respective vorticity of each counter-propagating wave. Note that the modified potential landscape at this point no longer imposes periodic boundary conditions on the system, thus allowing the formation of states with an odd number of lobes as well. The additional gain provided by the laser pulse creates an imbalance of the polariton density around the ring (green and pink lines, Fig.4b). The high density of polaritons formed on either side of the disturbance propagate along the annulus at a velocity $v \simeq 1.3\mu m/ps$ (dashed line in Fig.6.4 (a)), matching that expected for polariton wave packets oscillating in a harmonic potential [280]. As a consequence, density oscillations with a period of $T \simeq 14ps$ are observed when the lobes are perturbed sideways by the impulse (Fig.6.4 (b) and (c)). As the exciton reservoir generated by the laser pulse decays and further feeds the condensate, the overall polariton emission increases above its initial value due to the additional gain provided (Fig.6.4 (a) and (b)). The reduction of the corresponding potential barrier at the same time allows the convergence of the separated lobes and finally the re-formation of the petal-state after $t > 400ps$. Simulations confirm that this behaviour is characteristic of the cGL nonlinear quantum dynamics (SI Video 2).
Figure 6.4: Time dynamics of a perturbed petal-condensate. (a) Cylinder projection of the polariton emission around the condensate annulus at different times. The perturbing pulse $P$ arrives at $t = 0\,\text{ps}$. The insets show spatial images of the condensate ring at $t = 10\,\text{ps}$ and $t = 54\,\text{ps}$. Dotted lines indicate the position of space cuts depicted in (b) and time cuts depicted in (c). Dashed line is a guide to the eye. (Insets) Spatial images at different times.
6.2.3 Summary and conclusion

We have studied the properties of exciton-polariton condensates in optically-imposed annular potentials. The pumping-geometry supports the formation of quantum states that extend up to 100\(\mu m\), are highly resilient to defects and sample disorder and remain stable for minutes at a time. The observed phenomena are reproduced by simulations of a complex Ginzburg-Landau type equation. The spatial separation of pump reservoir and condensate minimizes dephasing and other perturbations due to interactions with hot excitons [283], thus making this excitation geometry highly-advantageous for stable macroscopic quantum devices operating at ultra-low thresholds. Exploitation of such states on semiconductor chips is analogous to those of superconducting weak-link devices. Since the pure \(LG_{0,\pm 1}\) modes carry a net orbital angular momentum associated with a helically propagating phase and exhibit a vortex in their centre, lifting the degeneracy between the counter-propagating modes (e.g. with magnetic fields) can result in a pure rotating condensate with giant stable vortex core. The ability to sculpt the polariton potentials into arbitrary shapes (SI Appendix, SI Text 10) opens up new explorations of condensate superfluid flow in a wide variety of topologies.

6.2.4 Materials and Methods

The sample consists of a 5\(\lambda/2\) AlGaAs/AlAs microcavity, with a quality factor exceeding \(Q > 16,000\), corresponding to cavity-photon lifetimes \(\tau > 7ps\). Four sets of three quantum wells are placed at the antinodes of the cavity optical field, with an exciton-photon Rabi splitting of 9\(meV\). All reported experiments were performed at sample positions where the cavity mode is detuned 7\(meV\) below the exciton energy. The system is pumped with a \(\lambda = 755 - nm\) single-mode continuous wave Ti:Sapphire laser, which is projected through a 4\(x\) telescope and a 50\(x\) high-NA microscope objective acting as a Fourier lens. The resulting polariton emission of \(\sim 800nm\) is collected with the same microscope objective and separated from the laser radiation by means of a tuneable Bragg filter; it is detected by a Si CCD for imaging, a .055m monochromator with a nitrogen-cooled CCD for spectral analysis and a streak camera (time resolution 2.5\(ps\)) for monitoring the temporal evolution. A Fourier lens and a Mach-Zehnder interferometer were used to probe its k-space distribution and first-order coherence. The parameters used in the simulation were chosen in agreement with Refs. [270, 281, 284], where energy relaxation rate \(\eta = 0.02\), reservoir decay rate \(\gamma_R = 10ps^{-1}\), condensate decay rate \(\gamma_C = 0.556ps^{-1}\), reservoir interaction constant \(g_R = 0.072\mu m^2 \cdot ps^{-1}\), self-interaction constant \(g_c = 0.002\mu m^2 \cdot ps^{-1}\), factor of condensate gain rate \(\delta_C = 0.06\mu m^2 \cdot ps^{-1}\), condensate-reservoir scattering rate \(\beta = 0.05\mu m^2 \cdot ps^{-1}\). The effective mass of the lower polariton branch was measured as \(m = 4.7 \cdot 10^{-35}kg\).
6.3 Supporting information

6.3.1 Macroscopic coherence

The petal-type condensates discussed in this work extend over tens of microns while being fully coherent, thus beautifully depicting truly macroscopic quantum-states. Fig.6.5 illustrates this by probing the coherence of a ring with \( n = 80 \) lobes and a diameter of approximately 90 \( \mu m \). The condensate emission is analysed with a Mach-Zehnder interferometer, resulting in two spatially separated images (Fig.6.5 (a)). The coherence between opposite sides of the ring is probed by overlapping the corresponding parts of the emission, clearly resulting in the appearance of interference fringes (Fig.6.5 (b)).

6.3.2 Laguerre-Gauss modes

The electric field of a Laguerre-Gauss mode with radial index \( p \) and azimuthal index \( l \) is given by (6.5):

\[
LG_{p,l} = \sqrt{\frac{2p!}{\pi(p + |l|)!}} \cdot \frac{1}{w(z)} \left( \frac{r\sqrt{2}}{w(z)} \right)^{|l|} L_p^{|l|} \left( \frac{2r^2}{w^2(z)} \right) 
\cdot \exp \left( r^2 \left( -\frac{1}{w^2(z)} - i k \frac{1}{2R(z)} \right) + i (2p + |l| + 1) \zeta(z) - il\phi \right) \tag{6.3.1}
\]

with

\[
\zeta(z) = \arctan \left( \frac{z}{z_R} \right) \tag{6.3.2}
\]

and where \( r \) and \( \phi \) are the radial and azimuthal coordinates respectively. \( z \) denotes the propagation distance, with \( w(z) \), \( R(z) \) and \( z_R \) as the width, the radius of curvature and the Rayleigh range of a Gaussian beam defined in the usual way. \( L_p^{|l|}(z) \) represents a generalized Laguerre-polynomial. The observed petal-states with a single ring closely resemble coherent superpositions of two \( LG \) modes with zero radial and opposite azimuthal indices, which are given by:

\[
LG_{0,\pm l} = LG_{0,+l} + LG_{0,-l} \tag{6.3.3}
\]

The angular dependence of this expression is carried by the last factor, which can be written as \( \cos(l\phi) \). Collapsing all other factors for the explicitly given function into the function \( A(r, z, l) \), Eq.(4.2.9) takes the form:

\[
LG_{0,\pm l} = A(r, z, l) \cos(l\phi), \tag{6.3.4}
\]

giving the characteristic relation between number of lobes and azimuthal index: \( n = 2l \).

Finally, the radius of maximum intensity of the \( LG_{0,\pm l} \) mode is found for \( \partial_r |A|^2 = 0 \), yielding:

\[
r_{\text{max}} = \sqrt{1/2w(z)}. \tag{6.3.5}
\]

Three examples for superpositions of \( LG_{p,l} \) modes are shown in Fig.6.6.
Figure 6.5: Coherence of petal-states. (a) Superposition of two spatial images of one petal-state with $n = 80$ lobes, as recorded with a Mach-Zehnder interferometer. The two images are offset to probe the coherence between the opposite sides of the ring. (b) Magnified view of the area marked by the dashed square in (a), showing the interference between the two images.
Figure 6.6: Superpositions of Laguerre-Gauss modes. (a,b) Modes with zero radial index $l = 5$ and azimuthal indices $l = 20$ and $m = 20$, respectively. (c) Double-ring with $p = 1$ and $l = 20$. 
6.3.3 Optical pinning

Spatially modulating the pump laser allows us to overcome the influence of the local disorder-potential and determine the orientation of a petal-state. Fig. 6.7 (a) shows an azimuthally modulated laser circle with 8 intensity maxima. This pump configuration results in the formation of a petal-state with \( n = 10 \) lobes (Fig. 6.7 (b)), the orientation of which can be changed by rotating the pump (Fig. 6.7 (c) and (d)).

6.3.4 Stability with respect to defects and disorder

The observed petal-condensates are highly resilient to defects on the sample surface, as demonstrated in Fig. 6.8. The location of a crack is revealed by illuminating it with a single excitation spot (Fig. 6.8 (a)). In this case some of the resulting polariton emission is scattered along the edge of the crack, as indicated by the dashed white line. In Fig. 6.8 (b) an annular pump is used to generate a petal-state with \( n = 18 \) lobes at the same position, which remains stable despite the fact that the crack intersects it at two points.

Fig. 6.8.(c),(d),(e) illustrates the stability of the ring-condensate with respect to movement across the sample, i.e. sample disorder. Despite the fact that the pump is shifted by 80\( \mu \)m between Fig. 6.8 (c) and Fig. 6.8 (e), the observed petal-state remains unaltered, except for a slight rotation of the orientation of the pattern. Fig. 6.9 demonstrates the influence of a point-defect on a double-ring state with \( n = 32 \) lobes (azimuthal index \( l = 16 \)) and one radial node (\( p = 1 \)). The undisturbed state is shown in Fig. 6.17 (a). As the pump (Fig. 6.9 (i)) is moved across the sample surface, a point defect perforates the outer ring from the top, suppressing one of its lobes (Fig. 6.9 (b)). Note that at this point the outer ring possesses an odd number of lobes, suggesting that here the system is no longer object to periodic boundary conditions. As the pump is moved further and the defect blocks the inner ring as well (Fig. 6.9 (c)), the petal-state collapses and a complicated polariton distribution fills out the whole ring, with maximum intensity at the centre of the geometry. Fig. 6.9 (h) shows that a local disturbance of the condensate can sometimes lead to rearrangement of the full pattern, in this case resulting in a somewhat rectangular wavefunction.

6.3.5 Power dependence

This section provides additional details for the discussion of the condensate power dependence of the main text. Fig. 6.10 shows spectra corresponding to the spatial images presented in Fig. 6.2 (a)-(c) (main text), measured along a central horizontal cut. The spectra demonstrate the increasing blue-shift of the lowest energy polariton states with increasing pumping power as well as their spatial shift towards the position of the petal-structure. The weaker intensity luminescence observed at higher energies stems from the decay of polaritons that have not yet relaxed to the lowest energy state.

The ring-states reported in this work are only stable within a narrow power range of approximately \( 1 - 1.3P_{\text{thr}} \). Fig. 6.11 (a) shows a petal state with 34 lobes, as observed directly at condensation threshold (\( P_{\text{thr}} = 47.0mW \)). The bottom panel shows the
Figure 6.7: Determining the orientation of a petal-state by modulating the pump.
(a),(c) Spatial images of the pump laser, azimuthally modulated with 8 intensity maxima. The geometry in (c) is rotated by 28 with respect to (a).
(b),(c) Corresponding $n = 10$ petal states, with lobe-orientations determined by the orientation of the pump.
Figure 6.8: Stability of petal-states with respect to defects and disorder. (a) Single excitation spot revealing a crack on the sample. Dashed white line illustrates the location of the crack. (b) Petal-state at the same position. (c-e) Petal-state as the pump is moved across the sample. Point-defect at the bottom provides a reference for the movement.
Figure 6.9: Double-ring state with $n = 32$ lobes and one radial node (a) moving across a point-defect. Depending on the relative position of the defect, the number of lobes in the outer or inner ring is reduced (b,d,f,g), the ring-state is destroyed (c) or changes its shape(h). (i) shows the position of the pump laser.
Figure 6.10: Spectra obtained along a central horizontal cut of the near-field images shown in Fig. 6.2 a-c (main text). Colour scale normalized on each.
corresponding spectrum, exhibiting a well-defined single energy. As the excitation power is increased above threshold $P = 60 \text{mW}$, multiple petal-states of different energies and lobe number form in the optical potential (Fig. 6.11 (b)). This effect is accompanied by an overall increase of the polariton emission. For even higher excitation powers ($P = 70.7 \text{mW}$), the ring-regime eventually collapses and superpositions of various states fill up the whole pump geometry, with a maximum polariton density at the centre of the ring (Fig. 6.11 (c)). The observed power dependence is well reproduced in simulations of the complex Ginzburg-Landau (cGL) equation for conditions similar to those of the experiment (Fig. 6.12).

### 6.3.6 Simulations of the complex Ginzburg-Landau equation

Fig. 6.13 (a) shows the spatial distribution of the blue-shift potential associated with the repulsive interaction between polaritons and the exciton reservoir, as used in our simulations of the cGL equation (c.f. paragraph 3 of the main text). Fig. 6.13 (b) depicts a number of randomly distributed potential spikes accounting for sample disorder. The latter are necessary to radially stabilize the simulated petal-states, i.e. prevent fluctuations of the lobe orientation which would result in a washed-out intensity distribution in a time-averaged measurement. To additionally stabilize the simulation, we introduce the energy relaxation constant $\eta$ (c.f. Eq. 1, main text).

Fig. 6.14 reports the simulated number of lobes $n$ and separation between adjacent lobes $\Delta$ obtained for a stepwise increase of the radius of the pumping profile. Fitting of both datasets results in the relations $n \simeq r_C^2$ and $\Delta \simeq 1/r_c$, in agreement with the experimental data presented in Fig. 6.3 (a) (main text).

### 6.3.7 Analytic estimate of the relation between number of lobes and condensate radius

After having demonstrated good agreement between numerical simulations and experimental data (Fig. 6.3, main text), here we provide an analytic estimate for the relation between number of lobes and condensate radius. In the steady state, the order parameter of the condensate satisfies $\partial_t \psi(t) = -i\mu \psi$, where $\mu$ denotes the chemical potential and we set $\hbar = 1$ so that:

$$\mu_1 \psi = (1 - i\eta) \left( -\nabla^2 + a_0(r) + a_1(r)|\psi|^2 \right) \psi \quad (6.3.6)$$

with $a_0(r) = 2m(g_R P(r)/\gamma_R + i\delta_c P(r)/(2\gamma_R) - i\gamma_c/2), a_1 = 2m(g_c - g_R \beta P(r)/\gamma_R^2 - i\delta_c \beta P(r)/(2\gamma_R^2))$ and $\mu_1 = 2m\mu$. Including the energy relaxation constant $\eta$ is essential for the numerical stability of the lobes, but can be neglected for an analytic approximation. In Ref. [253] the appearance of lobes as solutions of a linear problem at the lowest linear threshold has been demonstrated by solving the linear eigenvalue problem for asymmetric pumping profiles. Identifying the lobes in our set-up with the linear problem as well we are looking for the standing wave solutions of the form $\psi = A \exp(iS) \cos(n\theta)$. The term $Re[a_1(r)]A^2$ is small for the experimental parameters and does not affect the
Figure 6.11: Effects of increasing the pump above condensation threshold. (a) Petal-state with \( n = 34 \) lobes, as observed at condensation threshold. The white line depicts the intensity distribution along a horizontal cut through the centre of the ring. The bottom panel shows the spectrum for the same cut. (b) As the power increases, multiple petal-states start to overlap, (c) until the ring-condensate eventually breaks-down and superpositions of different states fill the whole pump geometry, with the maximum intensity in the centre.
Figure 6.12: Simulated power dependence for a petal-condensate with $n = 22$ lobes. The behaviour of the system matches that shown in Fig. 6.11 as the excitation power increases.
Figure 6.13: Conditions for simulations of the cGL equation. (a) Blueshift-potential corresponding to the pumping profile and (b) random disorder potential.
Figure 6.14: Simulation of the condensate distribution for varying pump radii. Shown are the number of lobes (green points) and separation between adjacent lobes $\Delta$ (black points) as the condensate radius increases. Solid lines are fits. The special scaling was chosen so that the simulated relation matches the experimental data, with $n = 0.046[\mu m^{-2}]r_c^2$ and $\Delta = 140.3[\mu m^2]/r_c$. 
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formation of the lobes, so it will be neglected in what follows. The term $Im[a_1(r)]A^2$ does not affect the formation and number of lobes as well, but leads to density saturation. The real and imaginary parts of Eq. 6.3.6 then become:

$$
\mu_1 = \frac{n^2}{r^2} - \frac{A'' + A'/r}{A} + Re[a_0(r)] + S'^2 \quad (6.3.7)
$$

$$
0 = 2\frac{A'}{A} S' + S'' + \frac{S'}{r} - Im[a_0(r)]. \quad (6.3.8)
$$

At large distances $Im[a_0(r)]$ converges to the constant value $-m\gamma_c$, while $Re[a_0(r)]$ decays exponentially, implying $S' \rightarrow \text{const.} \equiv v_{max}$. From Eqs. (6.3.7), (6.3.8) we have to the leading order $(log A)' = -m\gamma_c/(2v_{max}) - 1/(2r)$ or $A \simeq \sqrt{r} \exp(-m\gamma_c r/(2v_{max}))$. Inserting this in Eqs. 6.3.7 gives:

$$
\mu_1 = v_{max}^2 - \left(\frac{m\gamma_c}{2v_{max}}\right)^2. \quad (6.3.9)
$$

Next, we take the linearized Eq.(6.3.6) and its complex conjugate, subtract and integrate within a circle of radius $r_1 \gg r_c$, where $r_c$ is the radius of the condensate, to get:

$$
A(r_1)^2 S' \bigg|_{r=r_1} \simeq \int_{r\leq r_1} Im(a_0)A^2 r dr = A(\mathbf{r})^2 \int_{r\leq r_1} Im(a_0) r dr. \quad (6.3.10)
$$

Here $\mathbf{r}$ denotes some point inside the circle $r \leq r_1$. Taking a sufficiently large radius $r_1$ we get $v_{max} \simeq r_c$, so the velocity of the outflow is proportional to the pumping radius. (As an alternative way to arrive at this conclusion, one might also observe that due to mass continuity, the flux of the outflow at a fixed radius is proportional to the number of particles created. The number of particles is in turn proportional to the area of the condensate, i.e. the segment between the outer and the inner laser rings, which is proportional to the radius $r_c$). Together with Eqs. 6.3.7 and Eq. 6.3.9 this finally gives the number of lobes as $n^2 \simeq r_c^2 \mu_1 \simeq r_c^4$, in agreement with the experimental and numerical findings. Eq. 6.3.10 also gives the linear dependence of the pumping power on the velocity outflow at a large radius. For a fixed pumping radius, Eq. 6.3.9 gives the criterion for the condensation: the condensate emerges when $\mu_1$ becomes positive.

### 6.3.8 Polariton energies at different positions

Fig. 6.15 demonstrates that the energy of the condensed polaritons remains constant as they move across the sample. Fig. 6.15 (a),(b) show a petal-condensate with $n = 18$ lobes and the corresponding dispersion curve (spectrometer slit horizontally aligned at $y = 0$). In images Fig. 6.15 (b) - (d), an iris is employed to spatially select the polariton emission from different positions on top of and outside of the condensate pattern. Fig. 6.15 (c) corresponds approximately to the position of the pump ring where polaritons are created with $k = 0$. Fig. 6.15 (f) to (h) depict the corresponding dispersion curves, showing that the energy of the condensed polaritons (intensity maximum) remains approximately
constant at different spatial positions. This observation implies that polaritons do not relax in energy as they move from the pump ring (Fig. 6.15 (c)) to the petal-condensate (Fig. 6.15 (b)). Similar results have been obtained for freely-flowing condensates in previous works [253, 254].

6.3.9 Condensate energy and condensation threshold vs radius

Fig. 6.16 (a) depicts the measured condensate blueshift energy for a number of petal-states with different radii, demonstrating that higher order states are energetically excited. The solid line is derived from the fitted relation between number of lobes and condensate radius \( n = 0.046 \mu m^{-2} r_c^2 \), (see main text), and the measured polariton effective mass \( m \simeq 4.5 \cdot 10^{-35} kg \). Due to the periodic boundary conditions of the annular states condensate radius and wavevector are related as \( 2\pi r_c = n\lambda_c / 2 = n\pi / k_c \), where \( \lambda_c \) and \( k_c \) denote the condensate wavelength and wavevector, respectively. Together with the polariton dispersion \( E(k_c) = E_0 + \hbar^2 k_c^2 / (2m) \) (quadratic approximation), we arrive at a relation between condensate energy and radius:

\[
E(r_c) = E_0 + \frac{\hbar^2 n^2}{8mr_c^2} = E_0 + \frac{\hbar^2 0.046^2 r_c^2}{8m} \tag{6.3.11}
\]

6.3.10 Flexibility of excitation method and variations of the double-ring geometry

Although we focus on annular pump geometries and the resulting petal-states in this work, our experimental setup in practise allows the generation of polariton condensates with arbitrary pump distributions and corresponding blue-shift potentials, as demonstrated in Fig. 6.17.

An alternative approach to generate petal-shaped condensates is explored in Fig. 6.18. Instead of a pump distribution consisting of two concentric laser rings (with the maximum of the laser intensity at the outer ring), a single spot above condensation threshold is placed in the centre of a lower power circular pump. If only a single laser spot is present (Fig. 6.18 (a)) the local blue-shift at the pump leads to the formation of a radially expanding condensate (Fig. 6.18 (b)) [254, 255]. An additional ring of laser light around the excitation spot is employed in Fig. 6.18 (c). The ring-shaped pump is driven below condensation threshold, thus serving as a potential barrier for the polaritons expanding from the central spot. The latter are slowed down and accumulate in the doughnut-shaped region between the inner spot and the ring. However, no distinct intensity distributions like in the case of petal-type states are observed.

Finally, in Fig. 6.19 we utilize the flexibility of our excitation method to study how the shape of the annular condensates changes depending on the relative intensity of the inner and the outer pump rings. Fig. 6.19 (b) shows a petal-state with lobes with an intensity ratio between inner and outer pump of 1 : 8, which is the ratio used for the examples discussed in the main text. In this configuration, the inner ring creates a weak
Figure 6.15: Polariton energy at varying spatial positions. Top row shows spatial images of a condensate ring with lobes. (a) Full spatial image, (b-d) polariton emission from different spatial positions as selected with an iris. Dashed white line indicates the position of the ring-state. The bottom row depicts the corresponding dispersion curves, indicating the polariton energy (logarithmic colour scale).
Figure 6.16: (a) Measured condensate blueshift $\Delta E$ as a function of the condensate radius. The solid line depicts their relation as expected from Eq.6.13, namely: $\Delta E(r_c) = E(r_c) - E_0 \simeq 4 \cdot 10^{-7} \text{meV} \mu \text{m}^{-2} r_c^2$. (b) Condensation threshold as a function of condensate radius. Solid line corresponds to the fit $P_{\text{thr}} \simeq 1.350 \text{mW} + 8 \cdot 10^{-3} \text{mW} \mu \text{m}^{-2} r_c^2$. 
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Figure 6.17: Different pump geometries and resulting polariton condensates. (a) Spatial image of a ‘happy condensate’, generated with a pump shaped like a smiley face. The laser luminescence appears orange, the polariton luminescence violet. (b) Resonator-style pump, resulting in a localized standing wave.
Figure 6.18: Condensate generated by a single excitation spot inside a circular optical potential. (a) Spatial image of the excitation spot and (b) resulting emission, corresponding to a radially expanding condensate. (c) Same excitation spot now surrounded by a circle of laser light below threshold. (d) The formerly free-flowing condensate created at the spot is confined by the potential and accumulates in the ring.
annular waveguide potential resulting in a clear petal state. If the inner pump ring is
omitted (Fig. 6.19 (a)) polaritons created at the outer ring are no longer prevented from
travelling towards the centre of the excitation-geometry, the whole ring-trap is filled
with polaritons and a superposition of various states is observed. If, on the other hand,
the intensity of the inner ring is increased, the additional gain and corresponding blue-
shift in the central region distort the previously clear petal-state and eventually result
in unwanted filling of the area inside the inner pump with condensate, thus drastically
changing the mode shape (Fig. 6.19 (c)). Thus the inner pump ring blue-shift has to be
high enough to confine the condensate in the multi-lobe configuration but weak enough
to contribute only marginally to the overall gain of the condensate.

6.3.11 Video 1: Sample disorder and lobe orientation
We have developed simulations showing the behaviour of a petal state with \( n = 8 \)
lobes as the pump is moved across the sample. The video is available in the published
version. The movement of the pump can be tracked from the relative motion of the two
point-defects at the left side of the image. The orientation of the lobe-pattern remains
stable for a stationary pump (first 5\( s \) of the video). Moving the pump, however, triggers
fluctuations of the lobe orientation, demonstrating that in the case of a uniform pump
the latter is set by local variations of the potential landscape, i.e. sample disorder.

6.3.12 Video 2: Simulation of the dynamics of a locally disturbed
condensate
The video shows a simulation of the time evolution of a petal-condensate with \( n = 20 \)
lobes, as it is disturbed by an additional laser pulse on top of the ring. The parameters
for the simulation are the same as the ones listed in the Materials and Methods section
of the main text. The disturbing laser pulse is modeled as additional Gaussian peak in
the pump distribution of the form

\[
P_{\text{pulse}} = (4 \pm \tau/\tau_0) \cdot \exp\left( -0.8 \cdot (x - x_0)^2 - 0.8 \cdot (y)^2 \right), \tag{6.3.12}
\]

where the maximum amplitude of the disturbing pulse is 100 times that of the max-
imum of the annular pump. Here \( \tau \) denotes the time steps of the simulation with
\( \tau = \{0, \ldots, 2225000\} \) and \( \tau_0 = 110000 \). At \( \tau = \tau_0 \) the sign of the second term is changed
from plus to minus, simulating first growth and then decay of the disturbing pulse. The
position of the pulse \( x_0 \) is at the radius of the maximum of the lobes. The simulated
condensate behaviour is similar to that observed in the experiment. The initial petal-
state observed at \( \tau = 0 \) is destroyed upon the arrival of the disturbance. The additional
gain provided by the perturbing pulse creates out-of-equilibrium polariton populations
on its sides, which subsequently counter-propagate along the annulus, resulting in the
observed oscillatory behaviour. As the additional blueshift potential of the pulse decays,
the initial petal-state recovers.
Figure 6.19: Influence of the inner pump ring. All images were observed for the same overall pumping power of , but with varying ratios between the intensities of the inner and the outer pump-rings. The ratios between the inner and the outer ring for the different measurements were (a) 0:8, (b) 1:8 and (c) 5:8.
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[208] We have considered a grid of 350 units in the $x$ direction and 200 in the transverse direction. Step sizes in both directions have been $1/5$ healing layer and time steps have been $\Delta t = 0.00015$.

[209] We have considered a Dirichlet-type obstacle at a computational grid of 700 units in $x$ direction and 400 in the transverse direction. Step sizes in both directions have been $1/10$ healing layer and time steps have been $\Delta t = 0.00005$.

[210] We have considered a computational grid of 500 units in the $x$ direction and 500 in transverse direction. Step sizes in both directions have been $1/5$ healing layer and time steps have been $\Delta t = 0.00002$.

[211] The grid was 500 units in $x$ direction and 500 in the transverse direction. Step sizes in both directions have been $1/4$ healing layer and time steps have been $\Delta t = 0.0001$.


[214] The computing grid has been chosen to be 440 points in the $x$ direction and 200 points in the $y$ direction. Time steps were about $\Delta t = 0.004$ and space steps $\Delta x = 1$. At the boundaries of the grid we have implemented an absorption layer of 14 points in width to simulate open boundary conditions.

[216] The computing grid has been chosen to be 900 points in the $x$ direction and 500 points in the $y$ direction. Time steps were about $\Delta t = 0.00025$ and space steps $\Delta x = 0.5$. At the boundaries of the grid we have implemented an absorption layer of 14 points in width to simulate open boundary conditions.

[217] Our simulations on randomly distributed atoms relied on the Fortran RANDOM NUMBER routine and we have used the standard seed.

[218] The computing grid has been chosen to be 880 points in $x$ direction and 480 points in transversal direction. Time steps were about $\Delta t = 0.0004$ and space steps $\Delta x = 0.5$. At the boundaries of the grid we have implemented an absorption layer of 14 points in width.


