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#### Abstract

In this thesis we study novel higher order total variation-based variational methods for digital image reconstruction. These methods are formulated in the context of Tikhonov regularisation. We focus on regularisation techniques in which the regulariser incorporates second order derivatives or a sophisticated combination of first and second order derivatives. The introduction of higher order derivatives in the regularisation process has been shown to be an advantage over the classical first order case, i.e., total variation regularisation, as classical artifacts such as the staircasing effect are significantly reduced or totally eliminated. Also in image inpainting the introduction of higher order derivatives in the regulariser turns out to be crucial to achieve interpolation across large gaps.

First, we introduce, analyse and implement a combined first and second order regularisation method with applications in image denoising, deblurring and inpainting. The method, numerically realised by the split Bregman algorithm, is computationally efficient and capable of giving comparable results with total generalised variation (TGV), a state of the art higher order method. An additional experimental analysis is performed for image inpainting and an online demo is provided on the IPOL website (Image Processing Online).

We also compute and study properties of exact solutions of the one dimensional total generalised variation problem with $L^{2}$ data fitting term, for simple piecewise affine data functions, with or without jumps . This gives an insight on how this type of regularisation behaves and unravels the role of the TGV parameters.

Finally, we introduce, study and analyse a novel non-local Hessian functional. We prove localisations of the non-local Hessian to the local analogue in several topologies and our analysis results in derivative-free characterisations of higher order Sobolev and BV spaces. An alternative formulation of a non-local Hessian functional is also introduced which is able to produce piecewise affine reconstructions in image denoising, outperforming TGV.

Keywords: Higher order total variation, functions of bounded Hessian, total generalised variation, denoising, deblurring, inpainting, staircasing effect, split Bregman, exact TGV solutions, non-local Hessian, characterisation of higher order Sobolev and BV spaces.
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## List of Notation

Against each entry is the page at which the notation is introduced.

## Sets and Measures:

| $\mathbb{R}^{+}$ | 41 | The set of positive real numbers. |
| :---: | :---: | :---: |
| $\overline{\mathbb{R}}$ | 49 | The set of extended real numbers, $\overline{\mathbb{R}}=\mathbb{R} \cup\{+\infty\}$. |
| $\mathcal{S}^{d \times d}$ | 30 | The set of $d \times d$ symmetric matrices. |
| $\Omega$ | 42 | An open subset of $\mathbb{R}^{d}$. |
| $\mathcal{B}(X)$ | 39 | The Borel $\sigma$-algebra of $X$. |
| $\|\mu\|$ | 41 | The total variation measure of the finite Radon measure $\mu$. |
| $\mathcal{M}(X)$ | 41 | The set of real valued finite Radon measures on $X$. Endowed with the norm $\\|\mu\\|_{\mathcal{M}(X)}=\|\mu\|(X)$. |
| $\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ | 41 | The set of $\mathbb{R}^{\ell}$-valued finite Radon measures on $X$. Endowed with the norm $\\|\mu\\|_{\mathcal{M}(X)}=\|\mu\|(X)$. |
| $\mathcal{M}^{+}(X)$ | 41 | The set of finite positive Radon measures on $X$. |
| $\mathcal{M}_{\text {loc }}^{+}(X)$ | 41 | The set of positive Radon measures on $X$. |
| $\\|\mathfrak{T}\\|_{\mathcal{M}}$ | 42 | The Radon norm of the distribution $\mathfrak{T}$ on a set $\Omega$ : $\\|\mathfrak{T}\\|_{\mathcal{M}}=\sup \left\{\langle\mathfrak{T}, v\rangle: v \in \mathcal{C}_{c}^{\infty}(\Omega),\\|v\\|_{\infty} \leq 1\right\}$. If $\mathfrak{T}$ is a finite Radon measure $\mu$ then $\\|\mu\\|_{\mathcal{M}}=\|\mu\|(\Omega)$. |
| $\mathcal{L}$ | 39 | The Lebesgue measure on $\mathbb{R}$. |
| $\mathcal{L}^{\text {d }}$ | 39 | The Lebesgue measure on $\mathbb{R}^{d}$. |
| $\mathcal{H}$ | 26 | The one dimensional Hausdorff measure. |
| $\mathcal{H}^{\text {d }}$ | 46 | The $d$-dimensional Hausdorff measure. |
| ${ }_{\nu}^{\mu}$ | 42 | The Radon-Nikodým density of $\mu$ with respect to $\nu$. |
| $\operatorname{sgn}(\mu)$ | 42 | Alternative notation for $\frac{\mu}{\|\mu\|}$. |
| $\mu^{\alpha}$ | 42 | The absolutely continuous part of $\mu$ with respect to Lebesgue measure, i.e., $\mu^{\alpha}=\frac{\mu}{\mathcal{L}^{d}}$. |
| $\mu^{s}$ | 42 | The singular part of $\mu$ with respect to Lebesgue measure. |

Spaces of continuous and differentiable functions:

| $\mathcal{C}_{c}(X)$ | 40 |
| :--- | :--- |
| $\mathcal{C}_{c}\left(X, \mathbb{R}^{\ell}\right)$ | 40 |
|  |  |
| $\mathcal{C}_{0}(X)$ | 40 |
| $\mathcal{C}_{0}\left(X, \mathbb{R}^{\ell}\right)$ | 40 |
| $\mathcal{C}_{c}^{k}(X)$ | 40 |
| $\mathcal{C}_{c}^{k}\left(X, \mathbb{R}^{\ell}\right)$ | 40 |
| $\mathcal{C}_{c}^{k}\left(X, \mathcal{S}^{d \times d}\right)$ | 40 |
| $\mathcal{C}^{k}(\bar{X})$ | 40 |
| $\mathcal{C}_{c}^{\infty}(X)$ | 40 |
| $\mathcal{C}_{c}^{\infty}\left(X, \mathbb{R}^{\ell}\right)$ |  |

The space of real valued continuous functions of compact support in $X$. Endowed with the supremum norm $\|u\|_{\infty}=$ $\sup _{x \in X}|u(x)|$.
The space of $\mathbb{R}^{\ell}$-valued continuous functions of compact support in $X$. Endowed with the supremum norm $\|u\|_{\infty}=$ $\sup _{x \in X}|u(x)|$.
The completion of $\mathcal{C}_{c}(X)$ under the supremum norm.
The completion of $\mathcal{C}_{c}\left(X, \mathbb{R}^{\ell}\right)$ under the supremum norm.
The space of real valued, $k$-times continuously differentiable functions with compact support in $X$.
The space of $\mathbb{R}^{\ell}$-valued, $k$-times continuously differentiable functions with compact support in $X$.
The space of $S^{d \times d}$-valued, $k$-times continuously differentiable functions with compact support in $X$.
The space of $k$-times differentiable functions, with continuous derivatives up to the boundary of $X$.
The space of real valued, infinitely many times differentiable functions with compact support in $X$.
The space of $\mathbb{R}^{\ell}$-valued, infinitely many times differentiable functions with compact support in $X$.

## Spaces of Lebesgue integrable functions:

$L^{p}\left(X, \mathbb{R}^{\ell} ; \mu\right)$
$L^{p}\left(X, \mathbb{R}^{\ell}\right) \quad 39$
$L^{p}(X)$
$L^{\infty}\left(\Omega, \mathbb{R}^{\ell} ; \mu\right) \quad 39$
$L^{\infty}(\Omega) \quad 39$

Space of $\mathbb{R}^{\ell}$-valued, $\mu$-measurable functions such that $\int_{X}|u|^{p} d \mu<\infty$, where $1 \leq p<\infty$ and $\mu$ is a positive Radon measure. The corresponding norm is $\|u\|_{L^{p}\left(X, \mathbb{R}^{\ell} ; \mu\right)}=$ $\left(\int_{X}|u|^{p} d \mu\right)^{1 / p}$.
Short version of $L^{p}\left(X, \mathbb{R}^{\ell} ; \mathcal{L}^{d}\right)$.
Short version of $L^{p}\left(X, \mathbb{R} ; \mathcal{L}^{d}\right)$.
Space of $\mathbb{R}^{\ell}$-valued, $\mu$-essentially bounded measurable functions, where $\mu$ is a positive Radon measure. The corresponding norm is $\|u\|_{L^{\infty}\left(\Omega, \mathbb{R}^{\ell} ; \mu\right)}=\underset{x \in \Omega}{\operatorname{ess} \sup }|u(x)|$.
Short version of $L^{\infty}\left(\Omega, \mathbb{R} ; \mathcal{L}^{d}\right)$, i.e., the space of real valued, essentially bounded Lebesgue measurable functions.

## Sobolev spaces:

$D u$
24 The distributional derivative of the function $u$.

| $W^{k, p}(\Omega)$ | 40 |
| :--- | :---: |
|  |  |
|  |  |
| $H^{k}(\Omega)$ | 40 |
| $H_{0}^{k}(\Omega)$ | 40 |

Sobolev space of functions $u \in L^{p}(\Omega)$, such that the distributional derivatives up to order $k$ are also $L^{p}$ functions (weak derivatives). The corresponding norm is $\|u\|_{W^{k, p}(\Omega)}=$ $\left(\sum_{|a| \leq k} \int_{\Omega}\left|D^{a} u\right|^{p} d x\right)^{1 / p}$, where $D^{a}$ denotes the $a$-th distributional derivative of $u$ and $|a|=a_{1}+\cdots+a_{d}$ is the order of the multiindex $a=\left(a_{1}, \ldots, a_{d}\right)$.
The Sobolev space $W^{k, 2}(\Omega)$.
The completion of $\mathcal{C}_{c}^{\infty}(\Omega)$ under the $\|\cdot\|_{H^{k}(\Omega)}$ norm.

## Functions of bounded variation, bounded Hessian and bounded deformation:

$\operatorname{BV}(\Omega)$
$\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$

TV (u)
$D^{2} u$
$\operatorname{BV}^{2}(\Omega)$

| $\operatorname{TV}^{2}(u)$ | 29 |
| :--- | :--- |
| $\mathcal{E} u$ | 30 |
| $\operatorname{ICTV}_{\beta, \alpha}(u)$ | 29 |
| $\operatorname{TGV}_{\beta, \alpha}^{2}(u)$ | 30 |

$\mathrm{BD}(\Omega)$
$D^{\alpha} u$ or $\nabla u \quad 44$
$D^{s} u \quad 44$
$u^{\prime} \quad 44$
$\mathrm{pV}(u,(a, b)) \quad 47$
$\mathrm{eV}(u,(a, b)) \quad 47$

The space of functions of bounded variation on $\Omega$, i.e., all the functions $u \in L^{1}(\Omega)$, such that $D u$ is a $\mathbb{R}^{d}$-valued finite Radon measure. The corresponding norm is $\|u\|_{\mathrm{BV}(\Omega)}=$ $\|u\|_{L^{1}(\Omega)}+|D u|(\Omega)$.
The space of $\mathbb{R}^{\ell}$-valued functions of bounded variation on $\Omega$, i.e., all the functions $u \in L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)$, such that $D u$ is a $\mathbb{R}^{\ell \times d_{-}}$ valued finite Radon measure. The corresponding norm is $\|u\|_{\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)}=\|u\|_{L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)}+|D u|(\Omega)$.
The total variation of $u \in L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)$, equal to $|D u|(\Omega)$ for a function $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$.
The second order distributional derivative of $u$.
The space of functions of bounded Hessian on $\Omega$, i.e., all the functions $u \in W^{1,1}(\Omega)$ such that $\nabla u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{d}\right)$. The corresponding norm is $\|u\|_{\mathrm{BV}^{2}(\Omega)}=\|u\|_{\mathrm{BV}(\Omega)}+\left|D^{2} u\right|(\Omega)$.
The second order total variation of $u$, equal to $\left|D^{2} u\right|(\Omega)$ for a function $u \in \operatorname{BV}^{2}(\Omega)$.
The distributional symmetrised gradient of $u$.
The TV-TV ${ }^{2}$ infimal convolution of $u$ with weights $\alpha$ and $\beta$, i.e., $\operatorname{ICTV}_{\beta, \alpha}(u)=\inf _{v \in \operatorname{BV}^{2}(\Omega)} \alpha \operatorname{TV}(u-v)+\beta \operatorname{TV}^{2}(v)$.
The second order total generalised variation of $u$ with weights $\alpha, \beta>0$.
The space of functions of bounded deformation on $\Omega$, i.e., all the functions $u \in L^{1}\left(\Omega, \mathbb{R}^{d}\right)$ such that $\mathcal{E} u$ is a $\mathbb{R}^{d \times d}$-valued finite Radon measure.
The absolutely continuous part of $D u$ with respect to Lebesgue measure, i.e., shorter version of $(D u)^{\alpha}=\frac{D u}{\mathcal{L}^{d}}$.
The singular part of $D u$ with respect to Lebesgue measure, i.e., shorter version of $(D u)^{s}$.

Short version of $\nabla u$, when $u$ is an one dimensional BV function.
The pointwise variation of $u$ in $(a, b) \subseteq \mathbb{R}$.
The essential variation of $u$ in $(a, b) \subseteq \mathbb{R}$.

| $J_{u}$ | 48 |
| :--- | :--- |
| $u\left(x_{-}\right), u\left(x_{+}\right)$ | 48 |
| $u^{l}, u^{r}$ | 48 |
| $u^{u p}, u_{\text {low }}$ | 48 |
| $u^{\Omega}$ | 46 |

## Miscellaneous notation:

| $u_{\Omega}$ | 46 | The mean value of $u$ in $\Omega$, i.e., $u_{\Omega}=\frac{1}{\mathcal{L}^{d}(\Omega)} \int_{\Omega} u d x$. |
| :---: | :---: | :---: |
| $\mathcal{X}_{A}$ | 21 | The characteristic function of the set $A$, i.e., $\mathcal{X}_{A}(x)= \begin{cases}1 & \text { if } x \in A \\ 0 & \text { if } x \notin A .\end{cases}$ |
| $\mathcal{I}_{A}$ | 51 | The indicator function of the set $A$, i.e., $\mathcal{I}_{A}(x)= \begin{cases}0 & \text { if } x \in A \\ \infty & \text { if } x \notin A\end{cases}$ |
| $\varphi_{\infty}$ | 59 | The recession function of $\varphi: \mathbb{R}^{\ell} \rightarrow \mathbb{R}$, defined for every $x \in \mathbb{R}^{\ell}: \varphi_{\infty}(x):=\lim _{t \rightarrow \infty} \frac{\varphi(t x)}{t}$. |
| $\mathrm{sc}_{\tau} F$ | 50 | The lower semicontinuous envelope (relaxed functional) of $F: X \rightarrow \mathbb{R}$, with respect to the topology $\tau$. |
| $X^{*}$ | 50 | The analytic dual of the space $X$. Its elements are denoted by $x^{*}, y^{*} \ldots$ |
| $F^{*}$ | 51 | The convex conjugate of a function $F$. If $F: X \rightarrow \overline{\mathbb{R}}$, then $F^{*}: X^{*} \rightarrow \overline{\mathbb{R}}$ is defined as $F^{*}\left(x^{*}\right)=\sup _{x \in X}\left\langle x^{*}, x\right\rangle-F(x)$. |
| $\Lambda^{*}$ | 52 | The adjoint operator $\Lambda^{*}: Y^{*} \rightarrow X^{*}$ of the bounded linear functional $\Lambda: X \rightarrow Y$, where $X, Y$ are Banach spaces. |
| $\partial F$ | 51 | The subdifferential of $F$. |
| $\operatorname{Sgn}(\mu)$ | 114 | The set valued sign of the finite Radon measure $\mu$ on $\Omega$ defined as: $\begin{aligned} & \operatorname{Sgn}(\mu)=\left\{v \in L^{\infty}(\Omega) \cap L^{\infty}(\Omega,\|\mu\|):\\|v\\|_{L^{\infty}(\Omega)} \leq 1, v=\right. \\ & \operatorname{sgn}(\mu),\|\mu\|-\text { a.e. }\} . \end{aligned}$ |
| $f^{\diamond}$ | 120 | The $L^{1}$-linear regression of $f, f^{\diamond}:=\underset{v \text { affine }}{\operatorname{argmin}}\\|f-v\\|_{L^{1}(\Omega)}$. |
| $f^{\star}$ | 121 | The $L^{2}$-linear regression of $f, f^{\star}:=\underset{v \text { affine }}{\operatorname{argmin}}\\|f-v\\|_{L^{2}(\Omega)}^{2}$. |
| $\mathcal{G}_{n} u$ | 37 | Non-local gradient of $u$ (explicit formulation). |
| $\mathcal{H}_{n} u$ | 37 | Non-local Hessian of $u$ (explicit formulation). |
| $\mathcal{G}_{\sigma_{x}} u(x)$ | 37 | Non-local gradient of $u$ at $x$ with weighting function $\sigma_{x}$ (implicit formulation). |
| $\mathcal{H}_{\sigma_{x}} u(x)$ | 37 | Non-local Hessian of $u$ at $x$ with weighting function $\sigma_{x}$ (implicit formulation). |
| $d^{2} u(x, y)$ | 37 | Second order finite difference scheme: $d^{2} u(x, y)=u(y)-2 u(x)+u(x+(x-y))$. |

The jump set of $u$.
Left and right limits of $u$ at the point $x$.
Left and right continuous representatives of $u$.
Good representatives of $u$, defined as $u^{u p}(x)=$ $\max \left\{u^{l}(x), u^{r}(x)\right\}$ and $u_{\text {low }}(x)=\min \left\{u^{l}(x), u^{r}(x)\right\}$.
The trace of $u$ in $\partial \Omega$ for a function $u \in \operatorname{BV}(\Omega)$.

The characteristic function of the set $A$, i.e.,
$\mathcal{X}_{A}(x)= \begin{cases}1 & \text { if } x \in A, \\ 0 & \text { if } x \notin A .\end{cases}$
The indicator function of the set $A$, i.e.,
$\mathcal{I}_{A}(x)= \begin{cases}0 & \text { if } x \in A, \\ \infty & \text { if } x \notin A .\end{cases}$
The recession function of $\varphi: \mathbb{R}^{\ell} \rightarrow \mathbb{R}$, defined for every $x \in \mathbb{R}^{\ell}: \varphi_{\infty}(x):=\lim _{t \rightarrow \infty} \frac{\varphi(t x)}{t}$. $F: X \rightarrow \mathbb{R}$, with respect to the topology $\tau$.
The analytic dual of the space $X$. Its elements are denoted by $x^{*}, y^{*} \ldots$
The convex conjugate of a function $F$. If $F: X \rightarrow \overline{\mathbb{R}}$, then $F^{*}: X^{*} \rightarrow \overline{\mathbb{R}}$ is defined as $F^{*}\left(x^{*}\right)=\sup _{x \in X}\left\langle x^{*}, x\right\rangle-F(x)$.
The adjoint operator $\Lambda^{*}: Y^{*} \rightarrow X^{*}$ of the bounded linear functional $\Lambda: X \rightarrow Y$, where $X, Y$ are Banach spaces.
The subdifferential of $F$.
The set valued sign of the finite Radon measure $\mu$ on $\Omega$, defined as:
$\operatorname{Sgn}(\mu)=\left\{v \in L^{\infty}(\Omega) \cap L^{\infty}(\Omega,|\mu|):\|v\|_{L^{\infty}(\Omega)} \leq 1, v=\right.$ $\operatorname{sgn}(\mu),|\mu|-a . e$.$\} .$
The $L^{1}$-linear regression of $f, f^{\diamond}:=\underset{v \text { affine }}{\operatorname{argmin}}\|f-v\|_{L^{1}(\Omega)}$.
The $L^{2}$-linear regression of $f, f^{\star}:=\underset{v}{\operatorname{argmin}}\|f-v\|_{L^{2}(\Omega)}^{2}$.
Non-local gradient of $u$ (explicit formulation).
Non-local Hessian of $u$ (explicit formulation).
Non-local gradient of $u$ at $x$ with weighting function $\sigma_{x}$ (implicit formulation).
Non-local Hessian of $u$ at $x$ with weighting function $\sigma_{x}$ (implicit formulation).
Second order finite difference scheme:
$d^{2} u(x, y)=u(y)-2 u(x)+u(x+(x-y))$.

## Assumed notation:

| $\mathbb{N}$ | - | The set of natural numbers. |
| :---: | :---: | :---: |
| $\mathbb{R}, \mathbb{R}^{\text {d }}$ | - | The set of real numbers and its $d$-Cartesian product. both cases the Euclidean norm is denoted by $\|\cdot\|$. |
| $\mathbb{R}^{\ell \times d}$ | - | The set of $\ell \times d$ real matrices, equipped with the Frobenious norm denoted by $\|\cdot\|$. |
| $D \Subset \Omega$ | - | $\bar{D} \subseteq \Omega$ with $\bar{D}$ being compact. |
| $\mu\lfloor A$ | - | The restriction of the measure $\mu$ to the set $A$. |
| $\delta_{x}$ | - | The Dirac atomic measure concentrated on $\{x\}$ |
| $B(x, \delta)$ | - | The open ball in $\mathbb{R}^{d}$ with center $x$ and radius $\delta$. |
| $a \otimes b$ | - | The $\ell \times d$ matrix with (ij)-th entry $a_{i} b_{j}$, for $a \in \mathbb{R}^{\ell}, b \in \mathbb{R}^{d}$. |
| $\operatorname{div} u$ | - | Divergence of $u: \Omega \rightarrow \mathbb{R}^{d}$, i.e., $\operatorname{div} u=\sum_{i=1}^{d} \frac{\partial u_{i}}{\partial x_{i}}$. |
| $\operatorname{div}^{2} u$ | - | Second order divergence of $u: \Omega \rightarrow \mathbb{R}^{d \times d}$, i.e., $\sum_{i, j=1}^{d} \frac{\partial^{2} u_{i j}}{\partial x_{i} \partial x_{j}}$ |
| $\Delta u$ | - | The Laplacian of $u: \Omega \rightarrow \mathbb{R}$, i.e., $\Delta u=\sum_{i=1}^{d} \frac{\partial^{2} u_{i}}{\partial x_{i}^{2}}$ |

## Chapter 1

## Introduction

### 1.1 Digital images, image processing and their mathematics

This is "the earliest surviving camera photograph" [Hir08]:


Figure 1.1: Joseph Nicéphore Niépce: Point de vue du Gras, 1826 or 1827. Source: http://en.wikipedia.org/wiki/History_of_photography.

Even though undoubtedly a photograph like the above represents a real breakthrough for humanity, it would be considered an image of very low quality in the modern world. High quality digital cameras dominate the photography world of our time and people always look for the technically and visually perfect photo. Joseph Nicéphore Niépce had no hope to improve his photograph and that was not only because he was lacking the proper by today's standards - camera equipment. Even a few decades ago, when film cameras were the photographer's only choice, the post-processing techniques were only accessible to the selected few that possessed the secrets of the darkroom. Yet, those techniques were fairly limited, allowing only for some simple colour, brightness and contrast adjustment. However, the development of computers and their unavoidable use in our everyday life arrived soon and all the information started to be encoded in bits and bytes. Photographs were no exception and digital photography was born. An image is no longer seen as a
chemical mark left on a film but as a collection of numbers. Even though admittedly this sounds less romantic, it provides a convenient framework for us mathematicians, to see digital images as functions: A typical digital image of resolution $N \times M$, that is to say $N \cdot M$ pixels, can be modelled as a function $u=\left(u_{\text {red }}, u_{\text {green }}, u_{\text {blue }}\right)$

$$
\begin{equation*}
u:\{1, \ldots, N\} \times\{1, \ldots, M\} \rightarrow\{0, \ldots, 255\}^{3} \tag{1.1}
\end{equation*}
$$

where each component measures the intensity of the corresponding channel (RGB images). This representation gives now a new meaning to image processing. For example, the sentence "Given a digital image which has some undesirable characteristics, like noise, blur etc., we would like to obtain a visually and aesthetically better version of it" can be interpreted as "Given a function that has certain characteristics and some local or global regularity properties, we would like to obtain another function, close to the initial one in some sense, with potentially different regularity properties and with some desirable features". Mathematicians use the term functional to denote an object that takes a function as an input and gives another function as an output. Thus, past complicated processing procedures in the mini lab, like contrast and colour adjustment, are just simple linear operations in the new language. However, more complicated image processing tasks like noise removal require more sophisticated "functionals" or in other words, mathematical methods and algorithms. If today we can perform these tasks it is not only due to the introduction of computers but mainly because of the development of an advanced mathematical technology both at a theoretical and an applied level. Therefore, there is a duality between the increasingly challenging image processing problems and the progress of novel mathematical theories. While a new mathematical method is most of the times introduced to tackle a specific image processing task, it often turns out that this method leads to fruitful mathematical theories that are interesting in their own right. A mathematician working in mathematical imaging likes to prove things about a method, not only in order to provide rigorously justified insights about the behaviour of the method but also because he/she is intrigued by the mathematical beauty of the theory behind it.

We do not claim that the present thesis is solely about image processing. Even though, we are motivated by complicated image processing problems and we introduce novel methods, most of the results can find their own autonomous place in the mathematical literature (especially Chapter 5).

### 1.2 The variational approach for image reconstruction

We have already mentioned that a digital image can be considered as a vector valued function on a $N \times M$ grid. However, in order to have a convenient and familiar mathematical framework, the analysis is usually done in the continuous setting (returning to the discrete
setting for the numerical implementation). Thus, an RGB colour image $u$ is regarded as a function

$$
\begin{equation*}
u: \Omega \rightarrow \mathbb{R}^{3} \tag{1.2}
\end{equation*}
$$

where $\Omega \subseteq \mathbb{R}^{2}$ is typically a rectangular domain. Analogously greyscale images are modelled as real valued functions on $\Omega$, i.e., $u: \Omega \rightarrow \mathbb{R}$.

Suppose now that we have some image acquisition device. In an ideal world that device should provide us with a perfect image $u$. Of course, the world perfect is subjective but we ignore any artistic views on the matter. Thus for us, features like noise, blur, artificial artifacts are always undesirable. Quite often, due to imperfections and limitations in the acquisition process we obtain a corrupted version $f$ of the image $u$. Corruptions could be noise or blur for instance. A typical model in imaging assumes that $u$ has been transformed through a continuous and linear operation $T$ with the additional presence of random noise. In particular we assume that the two images fulfil the model

$$
\begin{equation*}
f=T u+\eta . \tag{1.3}
\end{equation*}
$$

Here $\eta$ denotes a random noise component that follows a certain distribution. Typically, noise is modelled by Gaussian, Poisson, uniform, "salt and pepper" (impulse) distributions or even a combination of these. The operator $T$ is called the forward operator of the problem. Examples are the identity operator (in that case the only undesirable feature is noise), blurring operators (in which case $T u$ denotes the convolution with a blurring kernel) and pointwise multiplication with the characteristic function of $\Omega \backslash D, \mathcal{X}_{\Omega \backslash D}$, where $D \subseteq \Omega$ is a subdomain of $\Omega$ (inpainting domain) where no data are known at all and in which information from the known part should be interpolated (image inpainting).

In Figure 1.2 we give some examples of corrupted images for different forward operators $T$ and noise distributions. Depending on the nature of the operator $T$ the reconstruction process is given a specific name. The classical imaging tasks considered in this thesis are the following:
(i) Image denoising: $T$ is the identity operator, i.e., only noise is present, see Figures $1.2(\mathrm{~b})$ and $1.2(\mathrm{~d})$.
(ii) Image deblurring: $T$ represents a convolution (blurring) operator and noise might or might not be present, see Figure 1.2(c).
(iii) Image inpainting: In this case $T u=\mathcal{X}_{\Omega \backslash D} u$, where $D \subseteq \Omega$ is a domain of missing information and noise might or might not be present, see Figures 1.2(e) and 1.2(f).

In order to reconstruct the initial image $u$ one has to invert the operator $T$. However, this is not always possible. For example, in the case of inpainting the operator $T$ is not invertible at all while in the case of deblurring, even though the operator could be


Figure 1.2: Examples of corrupted images for different operators $T$ and noise distributions.
invertible in theory, its inversion involves an ill-conditioned problem even in the absence of noise. The presence of noise further complicates the problem. In this case, it is a common procedure to add some a priori information to the model, which in general is given by a certain regularity assumption on the image $u$. This is the so-called regularisation process. In its most general setting one tries to recover a reconstructed version of $f$ as a minimiser of a functional which has the following form:

$$
\begin{equation*}
\mathcal{J}(u)=\Phi(T u, f)+\Psi(u) \tag{1.4}
\end{equation*}
$$

The function $\Phi$ is called the data fidelity or data fitting term and measures the distance between the data $f$ and the reconstruction $u$ after the forward operator has acted on it. Small values of this term ensure that the transformed image $T u$ is close to the data $f$ in a suitable sense. The function $\Psi$ is called the regulariser or regularising term and it imposes extra regularity on $u$. It is expected that small values of $\Psi$ will lead, up to a
certain extent, to the elimination of the undesirable features in the corrupted data $f$. The two terms are typically balanced by one or more positive parameters within $\Psi$. The choice of regulariser also decides upon the space in which the minimisation of $\mathcal{J}$ is well-posed. It is normally chosen to be a Banach space $X$ on which $\Psi$ takes finite values.

As one can speculate, given the problem (1.3), a bad/good choice of the data fidelity term can lead to a reconstruction of high/poor quality. It is well known in the mathematical imaging community that the correct choice of the fidelity term depends on the noise distribution. For example if the noise follows a Gaussian distribution, the appropriate choice for $\Phi$ is the squared $L^{2}$ norm of the difference $T u-f$, i.e., $\Phi(T u, f)=\frac{1}{2} \int_{\Omega}(T u-f)^{2} d x$. In the case of impulse noise, it has been shown in various contexts [Nik04, Nik02, CE05, DAG09, WGO07] that the $L^{1}$ norm of the difference $T u-f, \int_{\Omega}|T u-f| d x$ leads to more efficient restorations. In the case of Poisson noise, the Kullback-Leibler divergence of $T u$ and $f, \int_{\Omega}(T u-f \log T u) d x$ is the most suitable choice [LCA07, BSW ${ }^{+} 13$, SBJM09] while the supremum norm $\|T u-f\|_{L^{\infty}(\Omega)}$ should be preferred in the case of uniform noise [Cla12]. Table (1.1) provides a summary of the above. Noise of mixed distributions can also be considered. In that case a combination of

| Type of noise | $\boldsymbol{\Phi}(\boldsymbol{T} \boldsymbol{u}, \boldsymbol{f})$ |
| :---: | :---: |
| Gaussian | $\frac{1}{2} \int_{\Omega}(T u-f)^{2} d x$ |
| Impulse | $\int_{\Omega}\|T u-f\| d x$ |
| Poisson | $\int_{\Omega}(T u-f \log T u) d x$ |
| Uniform | $\\|T u-f\\|_{L^{\infty}(\Omega)}$ |

Table 1.1: The correct choices of data fidelity terms for different noise distributions.
the corresponding fidelities is used [NWC13, DlRS12, CD1RS14, HL13].
While the statistics of the noise give rise to a particular choice of the fidelity term, the choice of the regulariser is determined by our a priori knowledge of the properties of the desired image $u$. Different regularisers impose different regularity and qualitative characteristics on the image $u$. Squared Hilbert space norms have a long tradition in inverse problems. The most prominent example is Tikhonov regularisation [Tik63, Whi23] with

$$
\begin{equation*}
\Psi(u)=\alpha \int_{\Omega}|\nabla u|^{2} d x \tag{1.5}
\end{equation*}
$$

where $\alpha>0$ and $\nabla u$ is a weak gradient of $u$, which - for Gaussian noise - leads to the following minimisation of (1.4):

$$
\begin{equation*}
\min _{u \in H^{1}(\Omega)} \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega}|\nabla u|^{2} d x \tag{1.6}
\end{equation*}
$$

The well-posedness of (1.6) follows from a standard application of the direct method of calculus of variations, exploiting the fact that $H^{1}(\Omega)$ is reflexive and thus bounded sets in that space are weakly pre-compact. In the denoising case, i.e., when $T$ is the identity, the gradient flow of the corresponding Euler-Lagrange equation of (1.6) reads $u_{t}=\alpha \Delta u-u+f$. The result of such a regularisation technique is a linearly, i.e., isotropically, smoothed image $u$ for which the smoothing strength does not depend on $f$. Hence, while eliminating the disruptive noise in the given data, also desirable structures like edges in the reconstructed image are blurred, see Figure 1.3. This observation gave way to a new class of non-smooth norm regularisers, which aim to eliminate noise and smooth the image in homogeneous areas, while preserving the relevant structures such as objects boundaries and edges.


Figure 1.3: Illustration of the isotropically smoothed reconstruction using Tikhonov regularisation, i.e., when $\Psi(u)=\alpha\|\nabla u\|_{L^{2}(\Omega)}^{2}$.

### 1.3 Total variation based methods

In their pioneering work, Rudin, Osher and Fatemi [ROF92] proposed the use of total variation of $u$, $\mathrm{TV}(u)$, as regulariser. Recall that for a function $u \in L^{1}(\Omega)$, the total variation of $u$ is defined as

$$
\begin{equation*}
\mathrm{TV}(u)=\sup \left\{\int_{\Omega} u \operatorname{div} v d x: v \in \mathcal{C}_{c}^{1}\left(\Omega, \mathbb{R}^{2}\right),\|v\|_{\infty} \leq 1\right\} \tag{1.7}
\end{equation*}
$$

where $\mathcal{C}_{c}^{1}\left(\Omega, \mathbb{R}^{2}\right)$ is the space of $\mathbb{R}^{2}$-valued continuously differentiable functions with compact support in $\Omega$. Functions that have finite total variation are exactly those whose distributional derivative $D u$ can be represented by a finite Radon measure (space of functions of bounded variation, $\mathrm{BV}(\Omega)$ ), see Chapter 2 for a complete account on this subject. Recall also that if $u \in W^{1,1}(\Omega)$, one can easily show that $\operatorname{TV}(u)=\int_{\Omega}|\nabla u| d x$. The
corresponding $L^{2}$ fidelity minimisation problem now reads

$$
\begin{equation*}
\min _{u \in \mathrm{BV}(\Omega)} \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \mathrm{TV}(u) \tag{1.8}
\end{equation*}
$$

The well-posedness of (1.8) is shown again using the direct method of calculus of variations together with some compactness properties of the space $\operatorname{BV}(\Omega)$ (Theorem 2.3.5). When $T=I d$, the above problem is commonly known as the ROF problem. Here, less regularity than in (1.6) is imposed in the image $u$, as BV functions are allowed to have jump discontinuities. This non-smooth regularisation procedure results in a nonlinear smoothing of the image, smoothing more in homogeneous areas and preserving characteristic structures such as edges. In particular, total variation regularisation is tuned towards the preservation of edges and performs very well for piecewise constant images, where typically almost a perfect reconstruction is obtained, up to a slight loss of contrast, see for example Figure 1.4.


Figure 1.4: Illustration of the ability of TV regularisation to preserve edges in the reconstructed image and its efficient restoration of piecewise constant images.

Since its introduction in image processing in 1992, total variation has found numerous applications in the field, as the edge preservation ability made it quite an appealing tool. These applications cover a wide area, from image denoising [ROF92, CL97, Nik04, LCA07, BC98, CKS01, DHKS10, Pas12a], image deblurring [DS96, CW98, WYZ07, BT09, Pas12b], image inpainting [SC02, CS05, Pas12c] and image zooming [ACHR06] to JPEG decompression [ADF05, BH12b] MRI and PET reconstruction [BGH ${ }^{+}$14, BMPS14, Mül13] to name a few.

Properties of total variation regularisation have been extensively studied at the theoretical level as well. Acar and Vogel [AV94] studied the well-posedness of problem (1.8). Meyer [Mey01] showed that in the $L^{2}-\mathrm{TV}$ denoising problem with $f$ being the characteristic function of a disk, the solution is a characteristic function of the same disk with a loss of contrast, whose amount depends on the parameter $\alpha$, see Figure 1.5. Alter, Caselles and Chambolle [ACC05] extended these results for characteristic functions of certain convex bounded sets with a bound on the mean curvature of their boundaries (calibrable


Figure 1.5: Illustration of Meyer's result: Total variation regularisation on a characteristic function of a disk in $\mathbb{R}^{2}$ results only to a loss of contrast which is proportional to the parameter $\alpha$.
sets). For the same problem, Strong and Chan [SC03] computed exact solutions for 1D and rotationally symmetric 2D data and similar results were obtained by Ring [Rin00]. In [Gra07] Grasmair proved the equivalence of one dimensional TV regularisation and the taut-string algorithm and an extension to higher dimensions was done by Hinterberger et al. [HHK ${ }^{+}$03]. Properties of the $L^{1}-\mathrm{TV}$ model were studied in [Nik02, DAG09, CE05]. Finally, Caselles, Chambolle and Novaga [CCN07] showed that the discontinuity set of the solution $u$ of the $L^{2}-\mathrm{TV}$ denoising problem in $\Omega \subseteq \mathbb{R}^{d}$, is contained, up to a $\mathcal{H}^{d-1}-$ null set, in the discontinuity set of the data function $f$. Here $\mathcal{H}^{d-1}$ denotes the $(d-1)$-dimensional Hausdorff measure in $\mathbb{R}^{d}$. Further regularity properties of the solution $u$ of total variation denoising were proved by Allard [All08a, All08b, All09].

As it is observed in all the aforementioned applications and rigorously justified analytically, total variation regularisation promotes piecewise constant reconstructions leading to images with blocky like structures. This generally becomes apparent in images that do not only consist of flat regions and jumps but also possess slanted regions, i.e., piecewise affine parts, see Figure 1.6. This is called the staircasing effect. In one dimension, this roughly


Figure 1.6: Illustration of the staircasing effect in total variation denoising in two dimensions.
means that the total variation regularisation of a noisy signal $f$, is a staircase $u$, whose $L^{2}$ norm is close to $f$, see Figure 1.7. In fact it can be rigorously proved that if in an open in-


Figure 1.7: The staircasing effect in total variation denoising in one dimension.
terval $I$ we have $u>f$ ( or $u<f$ ), then $u$ is constant on $I$ [CCN07, Rin00, BKV13]. Since $u$ and $f$ are BV functions defined a.e., the inequalities $u>f$ and $u<f$ are interpreted through inequalities of certain good representatives of them, see Chapter 2 for the relevant definitions. Analytical studies of the staircasing effect are also done in [DMFLM09, DS96]. Since it leads to unnaturally looking images, the staircasing effect is considered an undesirable artifact and many methods have been proposed in order to reduce or eliminate it, see Section 1.4 for a detailed discussion.

The ability of total variation regularisation to preserve and promote discontinuities on the image $u$ has also been exploited in image inpainting [SC02, CS05, Pas12c]. There, the corresponding minimisation problem reads

$$
\begin{equation*}
\min _{u \in \operatorname{BV}(\Omega)} \frac{1}{2} \int_{\Omega \backslash D}(u-f)^{2} d x+\alpha \operatorname{TV}(u), \tag{1.9}
\end{equation*}
$$

where $D$ is the inpainting domain, i.e., the missing part of the image. A desirable feature in image inpainting is the interpolation of the image along large gaps (connectivity principle). Unfortunately, it turns out that total variation is able to provide interpolation results with sharp edges only if the gap is small enough [CKS02, Sch09]. In fact total variation minimisation can be interpreted as penalisation of the length of level lines interpolating them via the shortest path. In Figure 1.8 for example, we see that interpolation of a broken stripe is achieved only if the gap length is smaller than the width of the stripe, while Tikhonov regularisation (harmonic inpainting) leads to blurry reconstructions as expected, with no connection occurring either. Total variation achieves perfect sharp reconstruction of the stripe for small gaps but fails completely for large gaps. Also, following its general characteristic, total variation promotes piecewise constant reconstructions inside the inpainting domain, resulting again in images with blocky, unnaturally looking features, see Figure 1.9. In order to overcome these issues, several inpainting methods based on higher order derivatives have been suggested, see Section 1.4.


Figure 1.8: Illustration of the dependence of the connection ability of total variation inpainting on the gap size and comparison with harmonic inpainting $\left(\Psi(u)=\alpha\|\nabla u\|_{L^{2}(\Omega)}^{2}\right)$. The inpainting domain $D$ is denoted with grey colour.


Figure 1.9: Total variation inpainting promotes piecewise constant reconstructions inside the inpainting domain which is unnatural for real world images.

### 1.4 Higher order variational models

In recent years, higher order versions of non-smooth image reconstructions methods have been considered in order to reduce the staircasing effect and hence to improve the quality of the restored image, as well as to fulfil the connectivity principle in inpainting. Some incorporate a combination of first and higher order derivatives - mainly second order and some others are purely higher order. Intuitively, minimising second order derivativebased energies, one is trying to recover a piecewise affine version of the data in contrast to a piecewise constant version obtained by total variation regularisation. This is expected, roughly because, due to the introduction of the second order derivatives in the regulariser, its kernel now contains affine functions and not only constants.

Already in the paper of Chambolle and Lions [CL97], the authors proposed a higher order method for denoising by means of an infimal convolution of two convex regularisers.

Here, a noisy image is splitted into $u=u_{1}+u_{2}$ by solving

$$
\begin{equation*}
\min _{\substack{u_{1} \in \operatorname{BV}(\Omega) \\ u_{2} \in \mathrm{BV}^{2}(\Omega)}} \frac{1}{2} \int_{\Omega}\left(u_{1}+u_{2}-f\right)^{2} d x+\alpha \mathrm{TV}\left(u_{1}\right)+\beta \operatorname{TV}^{2}\left(u_{2}\right) . \tag{1.10}
\end{equation*}
$$

where $\operatorname{TV}^{2}\left(u_{2}\right):=\operatorname{TV}\left(\nabla u_{2}\right)$ and $\operatorname{BV}^{2}(\Omega)=\left\{u \in W^{1,1}(\Omega): \nabla u \in \operatorname{BV}(\Omega)\right\}$, the space of functions of bounded Hessian [Dem85]. The idea is to decompose the image $u$ into a piecewise constant part $u_{1}$ and a piecewise affine part $u_{2}$. An alternative formulation for the minimisation problem (1.10) is

$$
\begin{equation*}
\min _{u \in \mathrm{BV}(\Omega)} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\operatorname{ICTV}_{\beta, \alpha}(u), \tag{1.11}
\end{equation*}
$$

with

$$
\begin{align*}
\operatorname{ICTV}_{\beta, \alpha}(u) & :=\min _{v \in \operatorname{BV}^{2}(\Omega)} \alpha \operatorname{TV}(u-v)+\beta \operatorname{TV}^{2}(v) \\
& =\min _{\substack{w \in \operatorname{BV}\left(\Omega, \mathbb{R}^{2}\right) \\
w \in \mathcal{R}\left(\nabla, \mathbb{R}^{2}\right)}} \alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}} \tag{1.12}
\end{align*}
$$

Here $\operatorname{BV}\left(\Omega, \mathbb{R}^{2}\right)$ is the space of $\mathbb{R}^{2}$-valued functions of bounded variation, $\mathcal{R}\left(\nabla, \mathbb{R}^{2}\right)=$ $\left\{w \in L^{1}\left(\Omega, \mathbb{R}^{2}\right): \exists v \in W^{1,1}(\Omega)\right.$ such that $\left.w=\nabla v\right\}$ is the range of the operator $\nabla$ and $\|\mathfrak{T}\|_{\mathcal{M}}$ is the Radon norm of the distribution $\mathfrak{T}$ in $\Omega,\|\mathfrak{T}\|_{\mathcal{M}}=\sup \{\langle\mathfrak{T}, v\rangle: v \in$ $\left.\mathcal{C}_{c}^{\infty}(\Omega),\|v\|_{\infty} \leq 1\right\}$. Note that for a finite Radon measure $\mu$ on $\Omega$, we have $\|\mu\|_{\mathcal{M}}=|\mu|(\Omega)$. Again, the well-posedness of (1.10) and hence (1.11) is shown using the direct method of calculus of variations. Note that while $u_{1}+u_{2}$ is unique in (1.10), one can always add a constant to $u_{1}$ and subtract the same constant from $u_{2}$, thus constructing another solution. In that sense, $u_{1}$ and $u_{2}$ are not unique but their sum is.

Another attempt to combine first and second order regularisation originates from Chan, Marquina, and Mulet [CMM01], who considered total variation minimisation together with weighted versions of the Laplacian. More precisely, they considered a regularising term of the form

$$
\begin{equation*}
\alpha \int_{\Omega}|\nabla u| d x+\beta \int_{\Omega} \varphi(|\nabla u|)(\Delta u)^{2} d x, \tag{1.13}
\end{equation*}
$$

where $\varphi$ must be a function with certain growth conditions at infinity in order to allow jumps. The well-posedness of (1.13) in one dimension was rigorously analysed by Dal Maso et al. in [DMFLM09]. In [CEP07] the term $\left\|\Delta u_{2}\right\|_{L^{2}(\Omega)}^{2}$ was used instead of $\operatorname{TV}^{2}\left(u_{2}\right)$ in (1.10), also in combination with the use of $H^{-1}$ norm in the fidelity term.

Regularising with second order derivatives only, taking $\Psi(u)=\alpha \mathrm{TV}^{2}(u)$ has also been considered by Lysaker et al., [LLT03], Scherzer [Sch98], Hinterberger and Scherzer [HS06a], Bergounioux and Piffet [BP10], Lai et al. [LTC13]. In Lefkimmiatis et al. [LBU12], the use of spectral norm of the Hessian matrix was proposed. Further, Pöschl and Scherzer
[PS08] studied minimisers of functionals which are regularised by the total variation of the $k$-th derivative. Finally, a combination of total variation with a fourth order PDE was considered by Lysaker and Tai in [LT06] while a higher order nonlinear diffusion filtering denoising technique was studied by Didas at al. in [DWB09].

All the above methods manage to reduce the staircasing effect up to one degree but not totally eliminate it. For example the decomposition obtained by the infimal convolution, is not the desirable one since the effect of the $\mathrm{TV}^{2}$ term is not strong enough to make the reconstruction piecewise smooth. On the other hand regularising only with $\mathrm{TV}^{2}$ introduces a fair amount of blur in the image. Moreover, some of the problems are difficult to be implemented and optimised - problem (1.13) is not even convex - while others are only tuned for image denoising, lacking the wide applicability of total variation regularisation.

## Total Generalised Variation

A high quality regulariser that eliminates the common staircasing artifacts is the total generalised variation (TGV) introduced recently by Bredies, Kunisch and Pock [BKP10]. The second order total generalised variation of a function $u \in L^{1}(\Omega)$ with positive parameters $\alpha$ and $\beta$ is defined as

$$
\begin{equation*}
\mathrm{TGV}_{\beta, \alpha}^{2}(u)=\sup \left\{\int_{\Omega} u \operatorname{div}^{2} v d x: v \in \mathcal{C}_{c}^{2}\left(\Omega, \mathcal{S}^{2 \times 2}\right),\|v\|_{\infty} \leq \beta,\|\operatorname{div} v\|_{\infty} \leq \alpha\right\} \tag{1.14}
\end{equation*}
$$

where $\mathcal{C}_{c}^{2}\left(\Omega, \mathcal{S}^{2 \times 2}\right)$ is the space of $\mathcal{S}^{2 \times 2}{ }^{-}$-valued twice continuously differentiable functions with compact support in $\Omega$, with $\mathcal{S}^{2 \times 2}$ being the space of $2 \times 2$ symmetric matrices. Definition (1.14) is called the supremum or the predual definition of TGV. An equivalent formulation, the minimum or primal definition, was shown in [BV11]

$$
\begin{equation*}
\operatorname{TGV}_{\beta, \alpha}^{2}(u)=\min _{w \in \operatorname{BD}(\Omega)} \alpha\|D u-w\|_{\mathcal{M}}+\beta\|\mathcal{E} w\|_{\mathcal{M}} \tag{1.15}
\end{equation*}
$$

where $\mathcal{E} w$ is the distributional symmetrised gradient of $w$ and $\operatorname{BD}(\Omega)$ is the space of functions of bounded deformation, i.e., the functions whose symmetrised distributional gradient can be represented by a finite Radon measure, see [TS80, Tem85]. One should note the difference between $\mathrm{ICTV}_{\beta, \alpha}$ and $\mathrm{TGV}_{\beta, \alpha}^{2}$ by observing the two definitions (1.12) and (1.15). While the minimisation in the $\operatorname{ICTV}_{\beta, \alpha}$ definition (1.12) is restricted over the functions that are gradients, the minimisation in (1.15) is done over the wider space $\operatorname{BD}(\Omega)$ leading eventually for a more optimal decomposition in piecewise constant and piecewise affine parts [Mül13]. As a result, the total generalised variation-based regularisation, i.e., minimisation of (1.4) with $\Psi(u)=\operatorname{TGV}_{\beta, \alpha}^{2}(u)$, has the ability to adapt to the regularity of the data and images restored with this method are typically piecewise smooth that is to say, not only the discontinuities but also the affine structures are preserved, see Figure 1.10. Let us note here that a modified infimal convolution approach that has been recently
proposed in the discrete setting by Setzer et al. in [SST11] has very similar results with TGV and in fact in some if its variants the two methods are equivalent.


Figure 1.10: Illustration of the ability of total generalised variation to preserve edges and affine structures in the same time, thus eliminating the staircasing artifacts.

Some successful applications of total generalised variation in image restoration and related tasks have been done in image denoising [BKP10, Bre14, BDH13], image deblurring [BV11, Bre14], image zooming [Bre14, BH13b], MRI reconstruction [KBPS11, $\mathrm{BGH}^{+}$14], diffusion tensor imaging [VBK13] and JPEG decompression [BH12a, Hol13]. Moreover there have already been a few contributions to the analysis of the model. Properties of the one dimensional $L^{1}-$ TGV model were studied by Bredies, Kunisch and Valkonen in [BKV13], while in [BH13a] Bredies and Holler studied the well-posedness of the corresponding Tikhonov regularisation problem established in the BD space. A comparison among TV, $\mathrm{TV}^{2}$, ICTV and TGV regularisation is done in [BBBM13] by Benning et al. in the context of eigenfunctions, see also Benning's Ph.D. thesis [Ben11]. In particular, the authors investigate the capability of the three methods to recover certain one dimensional data exactly apart from a loss of contrast (almost exact recovery). They compute exact solutions of the corresponding minimisation problems for data that can be recovered almost exactly by one method but not the others. Additionally in his Ph.D. thesis [Mül13], Müller constructed a 2D function that can be recovered almost exactly by TGV but not by ICTV, emphasising the differences between the two functionals in two dimensions. Note that ICTV and TGV regularisations coincide in dimension one since in that case every $L^{1}$ function can be written as a weak derivative of another function, compare again definitions (1.12) and (1.15).

The main disadvantage of TGV regularisation problem is the increased computational time involved to its solution. The most popular numerical method that is used for this purpose is the primal-dual algorithm of Chambolle-Pock [CP11]. Even though TGV minimisation is solved fairly fast with this algorithm, it is much slower than TV minimisation solved with the state of the art methods that have been developed for it, e.g. the split Bregman algorithm [GO09].

## Inpainting methods

Higher order inpainting methods perform in general better than first order ones, like total variation inpainting, because of the additional directional information used for the interpolation process. Euler's elastica is a popular higher order variational method of this kind which is able to achieve large gap connectivity, see Nitzberg et al. [NMS93], Masnou and Morel [MM98], Chan, Kang and Shen [CKS02] and also Tai, Hahn and Chung [THC11]. In Euler's elastica, the regularising term reads

$$
\begin{equation*}
\int_{\Omega}\left(\alpha+\beta\left(\nabla \cdot \frac{\nabla u}{|\nabla u|}\right)^{2}\right)|\nabla u| d x \tag{1.16}
\end{equation*}
$$

i.e., is a combination of the total variation and the curvature of the level lines of $u$. However, one disadvantage of the Euler's elastica inpainting model for analytic and numerical issues is that it is a non-convex minimisation problem.

Convex approximations to the elastica energy have been studied in [BPW13]. Other examples of higher order inpainting are the Cahn-Hilliard inpainting by Bertozzi, Esedoglu and Gillette [BEG07], TV $-H^{-1}$ inpainting by Burger et al. [BHS09], Schönlieb et al. [SBBH09] and Hessian-based surface restoration by Lai et al. [LTC13]. Moreover, curvature driven diffusion inpainting has been considered by Chan and Shen [CS01] while Mumford-Shah based inpainting has been proposed by Esedoglu and Shen [ES02]. Finally, inpainting via transport (first order inpainting) has also been considered, see for instance Bertalmío et al. [BSCB00] and Bornemann and März [BM07].

All the aforementioned inpainting methods are local methods, that is to say the information that is needed to fill in the inpainting domain $D$ is only taken from points neighboring the boundary of $D$. Non-local or global methods take into account all the information from the known part of the image, usually weighted by its distance to the point that is to be filled in. This class of methods is very powerful, allowing to fill in structures and textures almost equally well. However, they still have some disadvantages, for instance high computational cost is involved in their solution. Moreover local methods are sometimes more desirable, as they tend to preserve geometrical features better, especially in relatively small inpainting domains. For non-local inpainting methods the reader is referred to e.g. Cao at al. [CGMP09], Criminisi et al. [CPT03] and Arias, Caselles and Sapiro [ACS09].

### 1.5 Contribution

This thesis consists of three main distinguishable parts as these also result from the associated papers that have been produced by the author as part of his Ph.D. [PS14, PSS13], [PB13], [LPSS]. In [PS14], we introduce, analyse and implement an efficient combined first
and second order regularisation method with applications in image denoising and deblurring, also providing an additional experimental analysis for image inpainting accompanied by an online demonstration in [PSS13]. We contribute to the analysis of TGV in [PB13] by analytically solving the one dimensional $L^{2}-\mathrm{TGV}$ denoising problem for simple data functions and studying further properties of the model. Finally in [LPSS], we introduce and study a non-local Hessian functional, proving its localisations to the classical Hessian in several regularity levels, a work that also leads to some novel characterisations of higher order Sobolev and BV spaces in the spirit of Bourgain, Brezis, Mironescu [BBM01]. We also introduce an alternative definition of non-local Hessian, that is able to produce high quality piecewise affine reconstructions in image denoising as this is confirmed by numerical examples.

In what follows, let us give an outline for each of these contributions which will be presented in more details in Chapters 3, 4 and 5 .

### 1.5.1 The TV-TV ${ }^{2}$ approach for image reconstruction

In Chapter 3, we introduce the following combined first and second order regulariser (TV$\mathrm{TV}^{2}$ ) for a function $u \in \operatorname{BV}^{2}(\Omega)$ :

$$
\begin{equation*}
\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \varphi_{2}\left(D^{2} u\right)(\Omega) \tag{1.17}
\end{equation*}
$$

where $\varphi_{1}, \varphi_{2}$ are two convex functions $\varphi_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{+}, \varphi_{2}: \mathbb{R}^{4} \rightarrow \mathbb{R}^{+}$with at most linear growth at infinity. As usual $\alpha, \beta$ are positive regularisation parameters that balance the two terms. The definition is set up in the context of convex functions of measures - the term $D^{2} u$ is generally a finite Radon measure. This is done in order to define rigorously expressions like $\sqrt{\left|D^{2} u\right|^{2}+\epsilon}\left(\right.$ where $\left.\phi_{2}(x)=\sqrt{|x|^{2}+\epsilon}\right)$ making them equal to $\sqrt{|\nabla u|^{2}+\epsilon}$ in the special case when $D^{2} u=\nabla^{2} u \mathcal{L}^{2}$, i.e., when the measure $D^{2} u$ is representable by a function $\nabla^{2} u$. In the case when $\varphi_{2}$ is the Euclidean norm $|\cdot|$ the total variation of the measure $\left|D^{2} u\right|(\Omega)$ is recovered. We study the corresponding variational problem

$$
\begin{equation*}
\min _{u \in \mathrm{BV}^{2}(\Omega)} \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \varphi_{2}\left(D^{2} u\right)(\Omega) . \tag{1.18}
\end{equation*}
$$

Under some mild additional assumptions, we prove the existence and uniqueness for solutions of (1.18), via the method of relaxation in the spirit of [Ves01], i.e., by identifying the minimising functional's lower semicontinuous envelope with respect to the naturally defined weak* and strict topologies in $\mathrm{BV}^{2}(\Omega)$. The method is implemented with the split Bregman algorithm [GO09] to whose convergence theory we also contribute and we present applications in image denoising and deblurring.

The idea of this combination of first and second order dynamics is to regularise with a fairly large weight $\alpha$ in the first order term preserving the jumps as well as possible and
using a not too large weight $\beta$ for the second order term, in a way that staircasing artifacts created by the first order regulariser are reduced without introducing any serious blur in the reconstructed image. We show that for image denoising and deblurring the model (1.18) offers solutions whose quality (accessed by the structural similarity index SSIM [WBSS04, WB09]) is not far off from the ones produced by the TGV. Moreover, the computational effort needed for its numerical solution is not much more than the one needed for solving the standard total variation model. For comparison the numerical solution for TGV regularisation is in general about ten times slower than this, see corresponding table in Section 3.6.

We proceed in applying the TV-TV ${ }^{2}$ method in image inpainting, where we observe that we can achieve connectivity over larger gaps than total variation. Thus, the method results in more naturally looking inpainted images see Figure 1.11. The minimisation of


Figure 1.11: Illustration of the differences between pure TV and pure $\mathrm{TV}^{2}$ inpainting reconstructions.
the $\mathrm{TV}-\mathrm{TV}{ }^{2}$ functional can be seen as convex simplification of the Euler's elastica idea, where we have replaced the non-convex curvature by the convex total variation of the gradient of $u$. In an experimental analysis we indicate the differences between pure first and pure second order total variation inpainting, we study the influence of the inpainting domain on large gap connection and we propose a numerically justified rule for optimal tuning of the parameters within the split Bregman iteration. We thus end up with a fast implementation of TV-TV ${ }^{2}$ inpainting. Finally, we provide a source code for the algorithm written in C and an online demonstration on Image Processing Online (IPOL) platform,
accessible on the article web page http://dx.doi.org/10.5201/ipol.2013.40.

### 1.5.2 Exact solutions of TGV minimisation in one dimension

In Chapter 4, we study the one dimensional $L^{2}-\mathrm{TGV}$ denoising model:

$$
\begin{equation*}
\min _{u \in \mathrm{BV}(\Omega)} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\mathrm{TGV}_{\beta, \alpha}^{2}(u) \tag{1.19}
\end{equation*}
$$

where $\Omega=(a, b)$ is an open interval of $\mathbb{R}$. The motivation is to understand deeper how this kind of regularisation behaves and to unravel the role of the parameters $\alpha$ and $\beta$. We formulate the predual problem of (1.19) and we derive the corresponding optimality conditions in the spirit of [Rin00, BKV13] using Fenchel-Rockafellar duality. We examine some of the basic properties of the solutions, e.g., behaviour near and away from the boundary, preservation of discontinuities and facts about the $L^{2}$-linear regression. We also show that at least for even data functions, TGV and TV regularisations coincide for large enough ratio $\beta / \alpha$ and we extend this result in dimension two. Moreover we compute exact solutions of (1.19) for three different data functions $f$ : a piecewise constant function with a single jump, a piecewise affine function with a single jump and a hat function, see for instance Figures 1.12 and 1.13. The length of the interval $(a, b)$, the size of the jump and the slope of the hat function appear as parameters in the solutions formulae. Emphasis is given on how the characteristic features of the solutions (discontinuities, piecewise affinity) are affected by the parameters $\alpha$ and $\beta$. The analysis is furnished with some numerical experiments that verify our computations.
Note: We should mention here that a paper by Pöschl and Scherzer [PS13], has been prepared at the same time, independently of our work which also addresses exact solutions of $L^{2}-\mathrm{TGV}$ in dimension one. Their focus is on determining how to choose the parameters $\alpha$ and $\beta$ such that the solutions do not coincide with the respective $L^{2}-\mathrm{TV}$ and $L^{2}-\mathrm{TV}{ }^{2}$ regularisations. There, the authors compute exact solutions for a characteristic function of an interval $I \subseteq(a, b)$ and for a hat function, with a fixed slope.

### 1.5.3 Non-local Hessian

In a pioneering work, Bourgain, Brezis and Mironescu [BBM01] examined functionals of the type

$$
\begin{equation*}
\int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{p}}{|x-y|^{p}} \rho_{n}(x-y) d x d y \tag{1.20}
\end{equation*}
$$

where $\rho_{n}$ is a sequence of radial functions that concentrates at the origin as $n$ tends to infinity and $1 \leq p<\infty$. They characterised the spaces $W^{1, p}(\Omega)$ for $p>1$ and $\mathrm{BV}(\Omega)$ by


Figure 1.12: All the possible types of solutions (red) of the $L^{2}-\mathrm{TGV}$ denoising problem for a single jump data function.


Figure 1.13: All the possible types of solutions (red) of the $L^{2}-\mathrm{TGV}$ denoising problem for a hat function.
showing that

$$
\begin{aligned}
u \in W^{1, p}(\Omega) & \Longleftrightarrow u \in L^{p}(\Omega) \text { and } \liminf _{n \rightarrow \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{p}}{|x-y|^{p}} \rho_{n}(x-y) d x d y<\infty \\
u \in \operatorname{BV}(\Omega) & \Longleftrightarrow u \in L^{1}(\Omega) \text { and } \liminf _{n \rightarrow \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|}{|x-y|} \rho_{n}(x-y) d x d y<\infty
\end{aligned}
$$

The above characterisations were used by Aubert and Kornprobst [AK09] to solve some non-local variational problems in image denoising. In fact, there exists a fairly large amount of literature regarding non-local models for image reconstruction - we have already mentioned some non-local inpainting methods in Section 1.4. We mention as well the work by Gilboa and Osher [GO07, GO08], Buades, Bartomeu, Morel (non-local means) [BCM05] and also the Ph.D. thesis of Sawatzky [Saw11].

In [GM01], Gobbino and Mora examined the approximation of functionals depending on the gradient of $u$ and on the behaviour of $u$ near the discontinuity points by families of non-local functionals where the gradient is replaced by finite differences.

Ponce [Pon04] derived similar characterisations with [BBM01] by studying functionals of the type

$$
\begin{equation*}
\int_{\Omega} \int_{\Omega} \omega\left(\frac{|u(x)-u(y)|}{|x-y|}\right) \rho_{\epsilon}(x-y) d x d y \tag{1.21}
\end{equation*}
$$

where $\omega$ is a continuous function and $\rho_{\epsilon}$ are not necessarily radial.
Mengesha and Spector in [MS13] introduced the following non-local gradient operator:

$$
\begin{equation*}
\mathcal{G}_{n} u(x)=N \int_{\Omega} \frac{u(x)-u(y)}{|x-y|} \frac{x-y}{|x-y|} \rho_{n}(x-y) d y, \quad x \in \Omega . \tag{1.22}
\end{equation*}
$$

Functional (1.22) is defined rigorously as a distribution. The authors prove the localisation of the functionals (1.22) to their classical analogue $\nabla u$, in various topologies and they obtain yet another characterisation of the spaces $W^{1,1}(\Omega)$ and $\operatorname{BV}(\Omega)$ :

$$
\begin{aligned}
u \in W^{1, p}(\Omega) & \Longleftrightarrow u \in L^{p}(\Omega) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{G}_{n} u\right\|_{L^{p}(\Omega)}<\infty, \quad \text { for } p>1 \\
u \in \operatorname{BV}(\Omega) & \Longleftrightarrow u \in L^{1}(\Omega) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{G}_{n} u\right\|_{L^{1}(\Omega)}<\infty, \quad \text { for } p=1
\end{aligned}
$$

In Chapter 5 which constitutes the final part of the thesis, we introduce and study the following higher order non-local functional

$$
\begin{equation*}
\mathcal{H}_{n} u(x)=\frac{d(d+2)}{2} \int_{\mathbb{R}^{N}} \frac{d^{2} u(x, y)}{|x-y|^{2}} \frac{\left.((x-y)) \otimes(x-y)-\frac{|x-y|^{2}}{d+2} I_{d}\right)}{|x-y|^{2}} \rho_{n}(x-y) d y, \quad x \in \mathbb{R}^{d} \tag{1.23}
\end{equation*}
$$

where $d^{2} u(x, y):=u(y)-2 u(x)+u(x+(x-y))$ and the functions $\rho_{n}$ are radial. We call (1.23) the explicit formulation of non-local Hessian. We show that the functional (1.23) localises as $n$ tends to infinity to the continuous analogue $\nabla^{2} u$, in the topology that corresponds to the regularity of $u$. In particular we show that if $u$ is smooth, this convergence is uniform, while if $u \in W^{2, p}\left(\mathbb{R}^{d}\right), 1 \leq p<\infty$ then we have $L^{p}$ convergence. Finally, if $u \in \mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$ then we show that the sequence of measures $\mathcal{H}_{n} u \mathcal{L}^{d}$ converges weakly* to $D^{2} u$. Finally after introducing of a second order non-local integration by parts formula we are able to derive non-local characterisations of the spaces $W^{2, p}(\Omega)$ for $1 \leq p<\infty$ and $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$. In particular, we prove the following

$$
\begin{aligned}
& u \in W^{2, p}\left(\mathbb{R}^{d}\right) \Longleftrightarrow u \in L^{p}\left(\mathbb{R}^{d}\right) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{H}_{n} u\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}<\infty, \quad p>1 \\
& u \in \mathrm{BV}^{2}\left(\mathbb{R}^{d}\right) \Longleftrightarrow u \in L^{1}\left(\mathbb{R}^{d}\right) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{H}_{n} u\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}<\infty, \quad p=1
\end{aligned}
$$

We then proceed to an alternative, implicit formulation of a non-local Hessian functional which is more suitable for variational problems in imaging. We define the non-local gradient and non-local Hessian of $u$ at a point $x$ with a positive weighting function $\sigma_{x}$, denoted by $\mathcal{G}_{\sigma_{x}} u(x)$ and $\mathcal{H}_{\sigma_{x}} u(x)$ respectively, as the minimisers of

$$
\begin{equation*}
\left(\mathcal{H}_{\sigma_{x}} u(x), \mathcal{G}_{\sigma_{x}} u(x)\right):=\underset{\mathcal{H}^{\prime} \in \mathbb{R}^{d \times d}, \mathcal{G}^{\prime} \in \mathbb{R}^{d}}{\operatorname{argmin}} \frac{1}{2} \int_{\Omega-\{x\}} R_{u, \mathcal{G}^{\prime}, \mathcal{H}^{\prime}}(x, z)^{2} \sigma_{x}(z) d z, \tag{1.24}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{u, \mathcal{G}^{\prime}, \mathcal{H}^{\prime}}(x, z)=u(x+z)-u(x)-G^{\prime \top} z-\frac{1}{2} z^{\top} H^{\prime} z . \tag{1.25}
\end{equation*}
$$

Here $\Omega \subseteq \mathbb{R}^{d}$ is an open and bounded domain. The weighting function $\sigma_{x}$ is determined
by solving a weighted Eikonal equation, thus making it aware of edges in the image $u$. We provide numerical examples in image denoising where we use the $L^{1}$ norm of this implicit form of non-local Hessian as a regulariser, i.e., $\Psi(u)=\alpha\left\|\mathcal{H}_{\sigma} u\right\|_{L^{1}(\Omega)}$, for $\alpha>0$. Our results indicate that this model is able to preserve edges and promote piecewise affine reconstructions, achieving results of better quality than TGV does in that context.

### 1.6 Organisation of the thesis

In Chapter 2 we provide some mathematical preliminaries mostly on Radon measures, functions of bounded variation, lower semicontinuous envelopes and some results from convex analysis, following mainly [AFP00] [DM93] and [ET76].

In Chapter 3 we discuss the $\mathrm{TV}-\mathrm{TV}^{2}$ approach for image reconstruction following [PS14] and [PSS13]. The well-posedness of the method is shown and we discuss its applications to image denoising, deblurring and inpainting by implementing it with the split Bregman algorithm.

In Chapter 4 we study the one dimensional total generalised variation denoising problem. We examine the basic properties of the model and we compute exact solutions for simple data functions. All the material is contained in [PB13] apart from Section 4.5 in where we state a result on TV-TGV relationship in dimension two that was obtained after the submission of [PB13].

In Chapter 5, we introduce and study the explicit form of non-local Hessian functional following [LPSS]. We prove its localisation to the classical Hessian and we provide some non-local characterisations of $W^{2, p}\left(\mathbb{R}^{d}\right)$ and $B^{2}\left(\mathbb{R}^{d}\right)$ spaces. We also introduce the implicit non-local Hessian formulation and apply it in image denoising.

Some Lemmas that require simple but extensive computations were moved to Appendix A for the sake of the nice presentation of the thesis.

## Chapter 2

## Mathematical preliminaries

In this chapter we summarise some mathematical tools and notions that are necessary for the rest of the thesis. In particular, after recalling some basic facts about Radon measures, we proceed to a review of the theory of functions of bounded variation which is central for our work. After that, we state some basic facts about lower semicontinuous envelopes or otherwise called relaxed functionals. Finally, we mention some results from convex analysis mainly from duality theory.

We assume that the reader has a basic knowledge of real and functional analysis, measure theory and Sobolev space theory. For these subjects we refer the reader to [DiB02, Bol90, LL01, Eva10].

### 2.1 Notation on function spaces

We start with a few remarks regarding our notation on functions spaces. Let $\mu$ be a positive measure on a metric measure space $(X, \mathcal{B}(X))$, where $\mathcal{B}(X)$ denotes the $\sigma$-algebra of $X$. We denote by $L^{p}\left(X, \mathbb{R}^{\ell} ; \mu\right)$ the space of $\mathbb{R}^{\ell}$-valued, $\mu$-measurable functions $u: X \rightarrow \mathbb{R}^{\ell}$, such that $\int_{X}|u|^{p} d \mu<\infty$, for $1 \leq p<\infty$ and the space of $\mu$-essentially bounded functions for $p=\infty$. These spaces are Banach spaces with the norms

$$
\begin{gathered}
\|u\|_{L^{p}\left(X, \mathbb{R}^{\ell} ; \mu\right)}=\left(\int_{X}|u|^{p} d \mu\right)^{1 / p}, \quad 1 \leq p<\infty \\
\|u\|_{L^{\infty}\left(X, \mathbb{R}^{\ell} ; \mu\right)}=\underset{x \in X}{\operatorname{esssup}}|u(x)|, \quad p=\infty
\end{gathered}
$$

When the measure $\mu$ is omitted then it is assumed to be the Lebesgue measure $\mathcal{L}^{d}$ in $\mathbb{R}^{d}$ $(\mathcal{L}$ in $\mathbb{R})$ and of course in that case $X$ is a subset of $\mathbb{R}^{d}$. Thus, $L^{p}\left(X, \mathbb{R}^{\ell}\right)$ is a short version of $L^{p}\left(X, \mathbb{R}^{\ell} ; \mathcal{L}^{d}\right)$. When the range of the functions, $\mathbb{R}^{\ell}$, is omitted then it is assumed that $\ell=1$. Hence, $L^{p}(X)$ is a short version of $L^{p}\left(X, \mathbb{R} ; \mathcal{L}^{d}\right)$. This notation rule applies in all the function spaces.

The space of $\mathbb{R}^{\ell}$-valued continuous functions with compact support in $X$ is denoted by $\mathcal{C}_{c}\left(X, \mathbb{R}^{\ell}\right)$ and it is endowed with the supremum norm $\|u\|_{\infty}=\sup _{x \in X}|u(x)|$. The completion of $\mathcal{C}_{c}\left(X, \mathbb{R}^{\ell}\right)$ under the supremum norm is denoted by $\mathcal{C}_{0}\left(X, \mathbb{R}^{\ell}\right)$. Consistently, $\mathcal{C}_{c}(X)$ and $\mathcal{C}_{0}(X)$ are short versions of $\mathcal{C}_{c}(X, \mathbb{R})$ and $\mathcal{C}_{0}(X, \mathbb{R})$ respectively.

The space of $\mathbb{R}^{\ell}$-valued, $k$-times continuously differentiable functions with compact support in $\Omega$, where $\Omega$ is an open domain in $\mathbb{R}^{d}$, is denoted by $\mathcal{C}_{c}^{k}\left(\Omega, \mathbb{R}^{\ell}\right)$. When $k=\infty$, we have the space of smooth functions of compact support in $\Omega$. Again, $\mathcal{C}_{c}^{k}(\Omega)$ and $\mathcal{C}_{c}^{\infty}(\Omega)$ stand for $\mathcal{C}_{c}^{k}(\Omega, \mathbb{R})$ and $\mathcal{C}_{c}^{\infty}(\Omega, \mathbb{R})$ respectively. Similarly, the corresponding spaces of differentiable functions with not necessarily compact support are denoted by $\mathcal{C}^{k}\left(\Omega, \mathbb{R}^{\ell}\right)$, $\mathcal{C}^{\infty}\left(\Omega, \mathbb{R}^{\ell}\right), \mathcal{C}^{k}(\Omega)$ and $\mathcal{C}^{\infty}(\Omega)$.

As usual, $W^{k, p}(\Omega)$ denotes the Sobolev space of functions whose distributional derivatives from order zero up to $k$ are $L^{p}$ functions. The corresponding norm is

$$
\|u\|_{W^{k, p}(\Omega)}=\left(\sum_{|a| \leq k} \int_{\Omega}\left|D^{a} u\right|^{p} d x\right)^{1 / p}
$$

where $D^{a} u$ denotes the $a$-th distributional derivative of $u$ and $|a|=a_{1}+\cdots+a_{d}$ is the order of the multiindex $a=\left(a_{1}, \ldots, a_{d}\right)$. Furthermore, $H^{k}(\Omega)$ denotes the Hilbert space $W^{k, 2}(\Omega)$ and $H_{0}^{k}(\Omega)$ is the completion of $\mathcal{C}_{c}^{\infty}(\Omega)$ under the $\|\cdot\|_{H^{k}(\Omega)}$ norm. As expected, the corresponding $\mathbb{R}^{\ell}$-valued Sobolev spaces are denoted by $W^{k, p}\left(\Omega, \mathbb{R}^{\ell}\right), H^{k}\left(\Omega, \mathbb{R}^{\ell}\right)$ and $H_{0}^{k}\left(\Omega, \mathbb{R}^{\ell}\right)$.

We denote with $\mathcal{C}^{k}(\bar{\Omega})$ the space of $k$-times differentiable functions, with continuous derivatives up to the boundary of $\Omega$.

Finally, matrix-valued functions are also considered. For instance $\mathcal{C}_{c}^{\infty}\left(X, \mathbb{R}^{\ell \times d}\right)$ denotes the space of $\mathbb{R}^{\ell \times d}$ matrix-valued, smooth functions of compact support in $X$ and similar notations hold for other spaces. Note that the norm used for matrices will always be the Frobenious norm, unless stated otherwise.

### 2.2 Radon measures

Since standard textbooks are mainly concerned with positive measures, we give here a condensed account of finite Radon measures. For this and the following section on functions of bounded variation, we are following [AFP00] but we also refer the reader to [EG92, Giu84, Rud87].

Definition 2.2.1 (Finite Radon measures). Let $X$ be a locally compact, separable metric space and let $\mathcal{B}(X)$, denote the Borel $\sigma$-algebra of $X$. We say that $\mu: \mathcal{B}(X) \rightarrow \mathbb{R}^{\ell}$ is an $\mathbb{R}^{\ell}$-valued finite Radon measure if $\mu(\emptyset)=0$ and for any sequence $\left(A_{n}\right)_{n \in \mathbb{N}}$ of pairwise
disjoint elements of $\mathcal{B}(X)$ we have

$$
\mu\left(\bigcup_{n=0}^{\infty} A_{n}\right)=\sum_{n=0}^{\infty} \mu\left(A_{n}\right) .
$$

The space of $\mathbb{R}^{\ell}$-valued finite Radon measures is denoted by $\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$, while in the case $\ell=1$ (real valued measures), we simply write $\mathcal{M}(X)$.

Note that every $\mu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ can be written as $\mu=\left(\mu_{1}, \ldots, \mu_{\ell}\right)$ where $\mu_{i} \in \mathcal{M}(X)$ for every $i=1, \ldots, \ell$.

Definition 2.2.2 (Total variation measure). For a measure $\mu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ we define the total variation measure of $|\mu|: \mathcal{B}(X) \rightarrow \mathbb{R}^{+}$, where $\mathbb{R}^{+}$is the set of positive real numbers, as follows

$$
|\mu|(A)=\sup \left\{\sum_{n=1}^{\infty}\left|\mu\left(A_{n}\right)\right|: A_{n} \in \mathcal{B}(X) \text { pairwise disjoint, } A=\bigcup_{n=1}^{\infty} A_{n}\right\}, \quad A \in \mathcal{B}(X) .
$$

It can be shown that if $\mu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ then $|\mu|$ is a finite positive measure. It is also useful to introduce the notation $\mathcal{M}^{+}(X)$ for the set of finite positive Radon measures on $X$ and $\mathcal{M}_{\text {loc }}^{+}(X)$ for the set of positive Radon measures on $X$, i.e., all the positive measures in $(X, \mathcal{B}(X))$ that are finite on every compact subset of $X$.

The space $\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ is a Banach space under the norm $\|\mu\|_{\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)}=|\mu|(X)$. In fact, as the next theorem shows, the space $\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ can be regarded as the dual space of $\left(\mathcal{C}_{0}\left(X, \mathbb{R}^{\ell}\right),\|\cdot\|_{\infty}\right)$.

Theorem 2.2.3 (Riesz representation theorem). Let $X$ be a locally compact, separable metric space and let $T$ be a bounded linear functional on $\left(\mathcal{C}_{0}\left(X, \mathbb{R}^{\ell}\right),\|\cdot\|_{\infty}\right)$. Then there exists a unique $\mu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ such that

$$
T(u)=\sum_{i=1}^{\ell} \int_{X} u_{i} d \mu_{i}, \quad \forall u \in \mathcal{C}_{0}\left(X, \mathbb{R}^{\ell}\right),
$$

i.e., $T$ can be represented by the measure $\mu$. Moreover, we also have

$$
\|T\|=|\mu|(X),
$$

where $\|\cdot\|$ denotes the operator norm in the dual space of $\mathcal{C}_{0}\left(X, \mathbb{R}^{\ell}\right)$.
From the definition of the operator norm in a dual space and the fact that $\mathcal{C}_{c}^{\infty}\left(X, \mathbb{R}^{\ell}\right)$ is dense in $\mathcal{C}_{0}\left(X, \mathbb{R}^{\ell}\right)$ under the supremum norm, we have that for every $\mu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$

$$
\begin{equation*}
\|\mu\|_{\mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)}=\sup \left\{\langle\mu, v\rangle: v \in \mathcal{C}_{c}^{\infty}\left(X, \mathbb{R}^{\ell}\right),\|v\|_{\infty} \leq 1\right\}, \tag{2.1}
\end{equation*}
$$

where here $\langle\mu, v\rangle$ denotes the duality pairing $\langle\mu, v\rangle=\sum_{i=1}^{\ell} \int_{X} u_{i} d \mu_{i}$. Thus (2.1) gives an alternative definition for $\|\mu\|_{\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)}$ and provides a nice framework to extend its use in distributions: Given an $\mathbb{R}^{\ell}$-valued distribution $\mathfrak{T}$ in an open domain $\Omega \subseteq \mathbb{R}^{d}$ we define the Radon norm of $\mathfrak{T}$ to be

$$
\begin{equation*}
\|\mathfrak{T}\|_{\mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)}=\sup \left\{\langle\mathfrak{T}, v\rangle: v \in \mathcal{C}_{c}^{\infty}\left(\Omega, \mathbb{R}^{\ell}\right),\|v\|_{\infty} \leq 1\right\} \tag{2.2}
\end{equation*}
$$

In fact, as a consequence of Theorem 2.2.3 we have that $\|\mathfrak{T}\|_{\mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)}<\infty$ if and only if $\mathfrak{T}$ is a finite Radon measure $\mu$ and in that case $\|\mathfrak{T}\|_{\mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)}=|\mu|(\Omega)$. When there is no ambiguity for the domain and the range of $\mathfrak{T}$ we will simply write $\|\mathfrak{T}\|_{\mathcal{M}}$.

We will often consider the Lebesgue decomposition of a finite Radon measure with respect to a positive measure. We first recall the notion of absolute continuity and mutual singularity for measures.

Definition 2.2.4. Let $(X, \mathcal{B}(X))$ be a measure space.
(i) Let $\mu \in \mathcal{M}_{\text {loc }}^{+}(X)$ and $\nu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$. We say that $\nu$ is absolutely continuous with respect to $\mu$ and we write $\nu \ll \mu$, if whenever $\mu(A)=0$ then $|\nu|(A)=0$.
(ii) Let $\mu, \nu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$. We say that $\mu$ and $\nu$ are mutually singular and we write $\mu \perp \nu$ if there exists an $A \in \mathcal{B}(X)$ such that $|\mu|(E)=0$ and $|\mu|(X \backslash E)=0$.

We note here that if $\mu \in \mathcal{M}_{l o c}^{+}(X)$ and $f \in L^{1}\left(X, \mathbb{R}^{\ell} ; \mu\right)$ then $f \mu$ denotes the measure in $\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ defined by

$$
f \mu(A)=\int_{A} f d \mu, \quad A \in \mathcal{B}(X)
$$

Theorem 2.2.5 (Lebesgue decomposition). Let $\mu$ be a $\sigma$-finite measure in $\mathcal{M}_{l o c}^{+}(X)$ and $\nu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$. Then there exists a unique pair $\nu^{\alpha}$, $\nu^{s} \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ such that

$$
\nu=\nu^{\alpha}+\nu^{s}, \quad \nu^{\alpha} \ll \mu, \quad \nu^{s} \perp \mu .
$$

Moreover there exists a unique $f \in L^{1}\left(X, \mathbb{R}^{\ell} ; \mu\right)$ such that $\nu^{\alpha}=f \mu$. The function $f$ is called the Radon-Nikodým density of $\nu^{\alpha}$ with respect to $\mu$ and is denoted by $\frac{\nu^{\alpha}}{\mu}$.

From now on, unless otherwise stated, all the Lebesgue decompositions will be considered with respect to the Lebesgue measure $\mathcal{L}^{d}$. Thus, notation-wise $\mu^{\alpha}$ and $\mu^{s}$ denote the absolutely continuous and singular part of $\mu$ with respect to the Lebesgue measure.

It is very easy to check that a finite Radon measure $\mu$ is always absolutely continuous with respect to its total variation measure $|\mu|$ and hence it has a density with respect to it. This leads to the following theorem.

Theorem 2.2.6 (Polar decomposition). Let $\mu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$. Then there exists a unique function $\operatorname{sgn}(\mu) \in L^{1}\left(X, \mathbb{R}^{\ell} ;|\mu|\right)$, equal to $1 \mu$-almost everywhere such that $\mu=\operatorname{sgn}(\mu)|\mu|$, i.e, $\operatorname{sgn}(\mu)=\frac{\mu}{|\mu|}$.

We finish this section mentioning two important notions of convergence in $\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$, namely the weak* and the strict convergence.

Definition 2.2.7 (Weak* convergence of measures). Let $\mu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right),\left(\mu_{n}\right)_{n \in \mathbb{N}} \subseteq$ $\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$. We say that $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ converges weakly ${ }^{*}$ to $\mu$ if for every $u \in \mathcal{C}_{0}(X)$ we have

$$
\lim _{n \rightarrow \infty} \int_{X} u d \mu_{n}=\int_{X} u d \mu
$$

where the above integrals are computed component-wise, i.e,

$$
\int_{X} u d \mu=\left(\int_{X} u d \mu_{1}, \ldots, \int_{X} u d \mu_{\ell}\right) .
$$

Observe that the above notion of weak* convergence corresponds exactly to the usual notion of weak* convergence in duals of Banach spaces since from the Riesz representation theorem $\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$ is the dual space of $\mathcal{C}_{0}\left(X, \mathbb{R}^{\ell}\right)$.

Definition 2.2.8 (Strict convergence of measures). Let $\mu \in \mathcal{M}\left(X, \mathbb{R}^{\ell}\right),\left(\mu_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{M}\left(X, \mathbb{R}^{\ell}\right)$. We say that $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ converges strictly to $\mu$ if

$$
\mu_{n} \rightarrow \mu, \quad \text { weakly } y^{*} \text { in measures } \text { and } \lim _{n \rightarrow \infty}\left\|\mu_{n}\right\|_{\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)}=\|\mu\|_{\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)} .
$$

Recall that from the general Banach space theory, if $\mu_{n} \rightarrow \mu$ weakly* then

$$
\|\mu\|_{\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)} \leq \liminf _{n \rightarrow \infty}\left\|\mu_{n}\right\|_{\mathcal{M}\left(X, \mathbb{R}^{\ell}\right)},
$$

i.e., "mass" can still "escape" at infinity. Thus, strict convergence is a stronger notion of convergence than weak*.

### 2.3 Functions of bounded variation

### 2.3.1 Definitions and properties

The space of functions of bounded variation is a central notion in mathematical imaging as functions that belong to that space are allowed to have jump discontinuities which are interpreted as sharp edges in images. Here, we provide a short summary of the theory of this space, giving emphasis to theorems that we are going to use. As usual $\Omega$ denotes an open domain in $\mathbb{R}^{d}$.

Definition 2.3.1 (Space of functions of bounded variation). A function $u \in L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)$ is said to be a function of bounded variation or else $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ if its distributional derivative $D u$ can be represented by a $\mathbb{R}^{\ell \times d}$-valued finite Radon measure (also denoted by
$D u)$. That is to say, $D u \in \mathcal{M}\left(\Omega, \mathbb{R}^{\ell \times d}\right)$ and if $u=\left(u^{1}, \ldots, u^{\ell}\right)$ then

$$
\int_{\Omega} u^{a} \frac{\partial v}{\partial x_{i}} d x=-\int_{\Omega} v d D_{i} u^{a}, \quad \forall v \in \mathcal{C}_{c}^{\infty}(\Omega), \quad i=1, \ldots, d, a=1, \ldots, \ell
$$

Consistently with our notation, $\mathrm{BV}(\Omega)$ denotes the space $\mathrm{BV}(\Omega, \mathbb{R})$.
According to the Lebesgue decomposition theorem $D u$ can be decomposed to the absolutely continuous and singular part with respect to the Lebesgue measure

$$
D u=D^{\alpha} u+D^{s} u
$$

where $D^{\alpha} u$ and $D^{s} u$ are short versions of $(D u)^{\alpha}$ and $(D u)^{s}$ respectively. We will also use the traditional notation $\nabla u$ for the absolutely continuous part of $D u$, that is $\nabla u=D^{\alpha} u$. When $d=\ell=1, \nabla u$ will be also denoted by $u^{\prime}$. It is immediate from the Definition 2.3.1 that $W^{1,1}\left(\Omega, \mathbb{R}^{\ell}\right) \subseteq \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ since if $u \in W^{1,1}\left(\Omega, \mathbb{R}^{\ell}\right)$ then $D u=\nabla u \mathcal{L}^{d}$.

For a function $u \in L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)$ the total variation of $u, \operatorname{TV}(u)$, is defined as

$$
\mathrm{TV}(u)=\sup \left\{\sum_{a=1}^{\ell} \int_{\Omega} u^{a} \operatorname{div} v^{a} d x: v \in \mathcal{C}_{c}^{1}\left(\Omega, \mathbb{R}^{\ell \times d}\right),\|v\|_{\infty} \leq 1\right\}
$$

It can be proven that $\operatorname{TV}(u)<\infty$ if and only if $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ and in that case $\operatorname{TV}(u)=$ $|D u|(\Omega)$. If $u \in W^{1,1}\left(\Omega, \mathbb{R}^{\ell}\right)$ then $|D u|(\Omega)$ is simply the $L^{1}$ norm of $\nabla u, \int_{\Omega}|\nabla u| d x$. It can be easily checked that the total variation is lower semicontinuous with respect to the strong $L^{1}$ convergence.

The space $\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ endowed with the norm

$$
\|u\|_{\mathrm{BV}\left(\Omega, \mathbb{R}^{\ell}\right)}=\|u\|_{L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)}+|D u|(\Omega)
$$

is a Banach space. However the topology induced by that norm is very strong, in fact smooth functions are not dense with respect to that topology. To that scope, two weaker notions of convergence are introduced, namely the weak* and the strict convergence.

Definition 2.3 .2 (Weak* convergence in BV). Let $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right),\left(u_{n}\right)_{n \in \mathbb{N}} \subseteq \mathrm{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$. We say that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ weakly ${ }^{*}$ in $\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ if $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ in $L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)$ and $\left(D u_{n}\right)_{n \in \mathbb{N}}$ converges to $D u$ weakly $^{*}$ in $\mathcal{M}\left(\Omega, \mathbb{R}^{\ell \times d}\right)$, i.e.,

$$
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \int_{\Omega} v d D u_{n}=\int_{\Omega} v d D u, \quad \forall v \in \mathcal{C}_{0}(\Omega)
$$

Definition 2.3.3 (Strict convergence in BV). Let $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right),\left(u_{n}\right)_{n \in \mathbb{N}} \subseteq \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$. We say that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ strictly in $\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ if $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges
to $u$ in $L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)$ and the total variations $\left(\left|D u_{n}\right|(\Omega)\right)_{n \in \mathbb{N}}$ converge to $|D u|(\Omega)$, i.e.,

$$
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty}\left|D u_{n}\right|(\Omega)=|D u|(\Omega)
$$

It can be easily verified that strict convergence is induced by the following metric

$$
d(u, v)=\|u-v\|_{L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)}+||D u|(\Omega)|-|D v|(\Omega) \mid
$$

Moreover it can be also shown that strict convergence implies weak* convergence while the opposite implication is not true in general. The usefulness of the introduction of these weaker notions of convergence can be seen in the following theorem.

Theorem 2.3.4 (Strict approximation by smooth functions in BV). Let $u \in L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)$. Then $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ if and only if there exists a sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \in C^{\infty}\left(\Omega, \mathbb{R}^{\ell}\right) \cap$ $W^{1,1}\left(\Omega, \mathbb{R}^{\ell}\right)$ such that

$$
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L^{1}\left(\Omega, \mathbb{R}^{\ell}\right)}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \int_{\Omega}\left|\nabla u_{n}\right| d x<\infty
$$

In fact, if $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ then the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ can be chosen such that

$$
\lim _{n \rightarrow \infty} \int_{\Omega}\left|\nabla u_{n}\right| d x=|D u|(\Omega)
$$

i.e., $u$ can be approximated strictly in $\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ by a sequence of smooth functions.

The following compactness theorem is a useful tool for proving the well-posedness of certain variational problems through the direct method of calculus of variations. Recall that the lack of reflexivity of the Sobolev space $W^{1,1}(\Omega)$ is translated to lack of weak compactness. Thus, as we also see in the next sections, minimisation problems originally posed in $W^{1,1}(\Omega)$ and are often embedded in a suitable way in $\mathrm{BV}(\Omega)$ whose compactness properties guarantee a solution.

Theorem 2.3.5 (Compactness in BV). Let $\Omega$ be an open bounded domain in $\mathbb{R}^{d}$ with Lipschitz boundary and let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ such that

$$
\sup _{n \in \mathbb{N}}\left\|u_{n}\right\|_{\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)}<\infty
$$

Then there exists a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ that converges to some $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$, weakly* in $\operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$.

We now state a useful embedding theorem and the version of Poincaré inequality in BV. We define $1^{*}=d /(d-1)$ when $d>1$ and $1^{*}=\infty$ when $d=1$. Note also that $u_{\Omega}$
denotes the mean value of $u$ in $\Omega$, i.e.,

$$
\begin{equation*}
u_{\Omega}:=\frac{1}{\mathcal{L}^{d}(\Omega)} \int_{\Omega} u d x \tag{2.3}
\end{equation*}
$$

Theorem 2.3.6. (BV embedding theorem / Poincaré inequality) Let $\Omega$ be an open bounded domain in $\mathbb{R}^{d}$ with Lipschitz boundary. Then $\mathrm{BV}(\Omega) \subseteq L^{1^{*}}(\Omega)$ with continuous embedding. Moreover if $\Omega$ is connected, the following Poincaré type inequality holds

$$
\left\|u-u_{\Omega}\right\|_{L^{p}(\Omega)} \leq C|D u|(\Omega), \quad \forall u \in \operatorname{BV}(\Omega), \quad 1 \leq p \leq 1^{*}
$$

for some constant $C$ depending only on $\Omega$.
We finish this section mentioning some facts about traces in BV.
Theorem 2.3.7 (Boundary trace theorem in BV). Let $\Omega$ be an open bounded domain in $\mathbb{R}^{d}$ with Lipschitz boundary and let $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$. Then for $\mathcal{H}^{d-1}$-almost every $x \in \partial \Omega$, there exists $u^{\Omega}(x) \in \mathbb{R}^{\ell}$ such that

$$
\lim _{\delta \rightarrow 0} \frac{1}{\delta^{d}} \int_{\Omega \cap B(x, \delta)}\left|u(y)-u^{\Omega}(x)\right| d y=0
$$

Moreover,

$$
\begin{equation*}
\left\|u^{\Omega}\right\|_{L^{1}\left(\partial \Omega, \mathbb{R}^{\ell} ; \mathcal{H}^{d-1}\right)} \leq C\|u\|_{\mathrm{BV}\left(\Omega, \mathbb{R}^{\ell}\right)} \tag{2.4}
\end{equation*}
$$

for some constant $C$ that depends only on $\Omega$. The function $u^{\Omega} \in L^{1}\left(\partial \Omega, \mathbb{R}^{\ell} ; \mathcal{H}^{d-1}\right)$ is called the trace of $u$ on $\partial \Omega$. Moreover the extension $\bar{u}$ of $u$ to 0 out of $\Omega$ belongs to $\mathrm{BV}\left(\mathbb{R}^{d}, \mathbb{R}^{\ell}\right)$ and viewing $D u$ as a measure on the whole of $\mathbb{R}^{d}$ and concentrated on $\Omega, D \bar{u}$ is given by

$$
D \bar{u}=D u+\left(u^{\Omega} \otimes \nu_{\Omega}\right) \mathcal{H}^{d-1}\lfloor\partial \Omega
$$

where $\nu_{\Omega}$ is the outward unit normal vector on $\partial \Omega$ and $\mathcal{H}^{d-1}\lfloor\partial \Omega$ is the $(d-1)$-dimensional Hausdorff measure restricted on $\partial \Omega$.

As a consequence of the boundary trace theorem, we also get the following results:
Theorem 2.3.8 (Integration by parts). Let $\Omega$ be an open bounded domain in $\mathbb{R}^{d}$ with Lipschitz boundary and let $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$. Then for every $i=1, \ldots, d, a=1, \ldots, \ell$ and every function $v \in \mathcal{C}^{1}(\bar{\Omega})$ we have

$$
\begin{equation*}
\int_{\Omega} u^{a} \frac{\partial v}{\partial x_{i}} d x=-\int_{\Omega} v d D_{i} u^{a}+\int_{\partial \Omega}\left(u^{\Omega}\right)^{a}\left(\nu_{\Omega}\right)_{i} v d \mathcal{H}^{d-1} \tag{2.5}
\end{equation*}
$$

Note that by summing (2.5) over $i$ and by using an appropriate affine function $v$ we
get the following estimate

$$
\begin{equation*}
\left|\int_{\Omega} u d x\right| \leq K\left(|D u|(\Omega)+\left\|u^{\Omega}\right\|_{L^{1}\left(\partial \Omega, \mathbb{R}^{\ell} ; \mathcal{H}^{d-1}\right)}\right), \quad \forall u \in \operatorname{BV}(\Omega), \tag{2.6}
\end{equation*}
$$

where the constant $K>0$, depends only on $d$ and $\Omega$. If $\Omega$ is connected, we can combine further the above estimate with the Poincaré inequality (2.3) and get

$$
\begin{equation*}
\|u\|_{L^{2}(\Omega)} \leq C\left(|D u|(\Omega)+\left\|u^{\Omega}\right\|_{L^{1}\left(\partial \Omega, \mathbb{R}^{\ell} ; \mathcal{H}^{d-1}\right)}\right), \quad \forall u \in \operatorname{BV}(\Omega), \tag{2.7}
\end{equation*}
$$

where again, the constant $C>0$, depends only on $d$ and $\Omega$.
Proposition 2.3.9. Let $\Omega$ be an open bounded domain in $\mathbb{R}^{d}$ with Lipschitz boundary, $u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{\ell}\right)$ and $v \in \operatorname{BV}\left(\mathbb{R}^{d} \backslash \Omega, \mathbb{R}^{\ell}\right)$. Then the function

$$
w(x)= \begin{cases}u(x) & \text { if } x \in \Omega, \\ v(x) & \text { if } x \in \mathbb{R}^{d} \backslash \Omega,\end{cases}
$$

belongs to $\operatorname{BV}\left(\mathbb{R}^{d}, \mathbb{R}^{\ell}\right)$ and viewing $D u$ (respectively $D v$ ) as a measure on the whole of $\mathbb{R}^{d}$ and concentrated on $\Omega$ (respectively $\mathbb{R}^{d} \backslash \Omega$ ), we have

$$
D w=D u+D v+\left(u^{\Omega}-v^{\mathbb{R}^{d} \backslash \Omega}\right) \otimes \nu_{\Omega} \mathcal{H}^{d-1}\lfloor\partial \Omega .
$$

### 2.3.2 Good representatives

For this section, $\Omega$ will be a bounded open interval $(a, b) \subseteq \mathbb{R}$. Since every function $u \in L^{1}(a, b)$ is defined as an equivalence class of functions that are equal almost everywhere, it is not possible to make sense of pointwise values of $u$. $\operatorname{In} \operatorname{BV}(a, b)$ this problem can be overcome through the introduction of good representatives. This is a notion that we are going to use often in Chapter 4.

Definition 2.3.10 (Pointwise variation). For any function $u:(a, b) \rightarrow \mathbb{R}$, the pointwise variation $\mathrm{pV}(u,(a, b))$ of $u$ in $(a, b)$ is defined as

$$
\mathrm{pV}(u,(a, b))=\sup \left\{\sum_{i=1}^{n-1}\left|u\left(x_{i+1}\right)-u\left(x_{i}\right)\right|: n \geq 2, a<x_{1}<\cdots<x_{n}<b\right\} .
$$

As one can observe the pointwise variation is extremely sensitive on the choice of the representative of $u$. This motivates the following definition where the pointwise variation in minimised among elements in the equivalence class of $u$.

Definition 2.3.11 (Essential variation). For any function $u:(a, b) \rightarrow \mathbb{R}$, the essential
variation $\mathrm{eV}(u,(a, b))$ of $u$ in $(a, b)$ is defined as

$$
\mathrm{eV}(u,(a, b))=\inf \{\mathrm{pV}(v,(a, b)): v=u, \mathcal{L} \text {-a.e. in }(a, b)\} .
$$

It can be proved that for every function $u \in L^{1}(a, b)$ the infimum in the definition of essential variation is achieved and it is equal to the total variation of $u$. Thus, if $u \in$ $\operatorname{BV}(a, b)$ then $\operatorname{eV}(u,(a, b))=|D u|(a, b)$. Any function $\tilde{u}$ in the equivalence class of $u$ with the property $\mathrm{pV}(\tilde{u},(a, b))=|D u|(a, b)$ is called good or precise representative of $u$. The next theorem shows that these representatives can be characterised in a more explicit way and they have some good continuity and differentiability properties. We define the jump set of $u, J_{u}$, to be the set of atoms of $D u$, i.e., $J_{u}=\{x \in(a, b): D u(\{x\}) \neq 0\}$.

Theorem 2.3.12 (Good representatives). Let $u \in \operatorname{BV}(a, b)$. Then the following statements hold:
(i) There exists a unique $c \in \mathbb{R}$ such that

$$
u^{l}(x):=c+D u((a, x)), \quad u^{r}(x):=c+D u((a, x]), \quad \forall x \in(a, b),
$$

are good representatives of $u$, the left continuous and the right continuous one. Any other function $\tilde{u}:(a, b) \rightarrow \mathbb{R}$ is a good representative of $u$ if and only if

$$
\tilde{u}(x) \in\left\{\lambda u^{l}(x)+(1-\lambda) u^{r}(x): \lambda \in[0,1]\right\}, \quad \forall x \in(a, b) .
$$

(ii) Any good representative $\tilde{u}$ is continuous in $(a, b) \backslash J_{u}$ and has a jump discontinuity at any point of $J_{u}$ :

$$
\tilde{u}\left(x_{-}\right)=u^{l}(x)=u^{r}\left(x_{-}\right), \quad \tilde{u}\left(x_{+}\right)=u^{l}\left(x_{+}\right)=u^{r}(x), \quad \forall x \in J_{u},
$$

where $x_{-}$and $x_{+}$denote left and right limits at $x$.
(iii) Any good representative $\tilde{u}$ is differentiable at $\mathcal{L}$-a.e. point of $(a, b)$ and the derivative $\tilde{u}^{\prime}$ is the density of $D u$ with respect to $\mathcal{L}$.

It is clear from the above that if $u \in \operatorname{BV}(a, b)$ then the functions $u^{u p}$ and $u_{\text {low }}$ are also good representatives of $u$ where

$$
u^{u p}(x):=\max \left\{u^{l}(x), u^{r}(x)\right\} \quad \text { and } \quad u_{\text {low }}(x):=\min \left\{u^{l}(x), u^{r}(x)\right\}, \quad \forall x \in(a, b) .
$$

see Figure 2.1 for an illustration.


Figure 2.1: Good representatives $u^{r}, u^{l}, u^{u p}$ and $u_{\text {low }}$ of a BV function $u$.

### 2.4 Lower semicontinuous envelopes

This section concerns lower semicontinuous envelopes of functionals or otherwise called relaxed functionals. We essentially follow [DM93] but [Bra02] is a good reference as well. We denote by $\overline{\mathbb{R}}$ the set of extended real numbers, i.e., $\overline{\mathbb{R}}=\mathbb{R} \cup\{+\infty\}$. Let $X$ be a set endowed with some topology $\mathcal{T}$. For every $x \in X$ we denote by $\mathcal{N}(x)$ the set of all the open neighbourhoods of $x$ in $X$.

Definition 2.4.1 (Lower semicontinuity). A function $F: X \rightarrow \overline{\mathbb{R}}$ is called $\mathcal{T}$-lower semicontinuous at a point $x \in X$ if for every $t \in \mathbb{R}$ with $t<F(x)$, there exists a $U \in \mathcal{N}(x)$ such that $t<F(y)$ for every $y \in U$.

For first countable topological spaces (hence for metric spaces as well) lower semicontinuity is translated to a more familiar expression:

Proposition 2.4.2. Suppose that $(X, \mathcal{T})$ is a first countable topological space. Then the following are equivalent:
(i) $F$ is $\mathcal{T}$-lower semicontinuous at $x$.
(ii) For every sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ converging to $x$, we have

$$
F(x) \leq \liminf _{n \rightarrow \infty} F\left(x_{n}\right)
$$

Definition 2.4.3 (Lower semicontinuous envelope). Let $F: X \rightarrow \overline{\mathbb{R}}$. The lower semicontinuous envelope or otherwise called the relaxed functional of $F$ with respect to the topology

## $\mathcal{T}, \operatorname{sc}_{\mathcal{T}} F: X \rightarrow \overline{\mathbb{R}}$ is defined as

$$
\operatorname{sc}_{\mathcal{T}} F(x)=\sup \{G(x): G: X \rightarrow \overline{\mathbb{R}}, \mathcal{T} \text {-lower semicontinuous, } G(y) \leq F(y), \forall y \in X\}
$$

for every $x \in \mathbb{R}$.
It easy to check that $\mathrm{sc}_{\mathcal{T}} F$ is the greatest $\mathcal{T}$-lower semicontinuous functional which is smaller or equal than $F$. It can be also checked that

$$
\operatorname{sc}_{\mathcal{T}} F(x)=\sup _{U \in \mathcal{N}(x)} \inf _{y \in U} F(y)
$$

Similarly to lower semicontinuity, if $X$ is first countable then lower semicontinuous envelopes can be easily characterised.

Proposition 2.4.4. Suppose that $(X, \mathcal{T})$ is a first countable topological space. Then $\operatorname{sc}_{\mathcal{T}} F$ is characterised by the following two properties:
(i) For every sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ converging to $x$, we have

$$
\operatorname{sc}_{\mathcal{T}} F(x) \leq \liminf _{n \rightarrow \infty} F\left(x_{n}\right)
$$

(ii) There exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ converging to $x$, such that

$$
\operatorname{sc}_{\mathcal{T}} F(x) \geq \limsup _{n \rightarrow \infty} F\left(x_{n}\right)
$$

The following proposition shows the usefulness of lower semicontinuous envelopes regarding the existence of minimum points.

Proposition 2.4.5. Let $F: X \rightarrow \overline{\mathbb{R}}$ and suppose that $\inf _{x \in X} F(x) \in \mathbb{R}$. Then if $\operatorname{sc}_{\mathcal{T}} F$ has minimum point we have that

$$
\min _{x \in X} \operatorname{sc}_{\mathcal{T}} F(x)=\inf _{x \in X} F(x)
$$

### 2.5 Convex analysis

In this section we recall some useful tools from convex analysis. In the first part we introduce the basic concepts while in the second part we provide a short summary of the Fenchel-Rockafellar duality theory. For further study we refer the reader to [ET76] which we also follow here.

### 2.5.1 Basic concepts

We start with a few definitions and remarks on notation. If $\left(X,\|\cdot\|_{X}\right)$ is a Banach space then $X^{*}$ denotes its dual space. The elements of $X^{*}$ are denoted with $x^{*}, y^{*}, \ldots$ etc.. The
indicator function of a set $A \subseteq X$ is defined as

$$
\mathcal{I}_{A}(x)= \begin{cases}0 & \text { if } x \in A \\ \infty & \text { if } x \notin A\end{cases}
$$

For a function $F: X \rightarrow \overline{\mathbb{R}}$ we define the domain of $F, \operatorname{dom}(F)$, to be the set of points where $F$ takes finite values, i.e.,

$$
\operatorname{dom}(F)=\{x \in X: F(x)<\infty\}
$$

A function $F$ is called proper if $\operatorname{dom}(F) \neq \emptyset$. We now define the convex conjugate $F^{*}$ of a function $F$ :

Definition 2.5.1 (Convex conjugate). Let $F: X \rightarrow \overline{\mathbb{R}}$. Then the convex conjugate of $F$, $F^{*}: X^{*} \rightarrow \overline{\mathbb{R}}$ is defined as

$$
F^{*}\left(x^{*}\right)=\sup _{x \in X}\left\langle x^{*}, x\right\rangle-F(x), \quad \forall x^{*} \in X^{*}
$$

The following, easy to verify result, will be useful to us.
Proposition 2.5.2. Let $\left(X,\|\cdot\|_{X}\right)$ be a Banach space $1<p<\infty$ and $F: X \rightarrow \mathbb{R}$ with

$$
F(x)=\frac{1}{p}\|x\|_{X}^{p}, \quad \forall x \in X
$$

Then the convex conjugate of $F$ is

$$
F^{*}\left(x^{*}\right)=\frac{1}{q}\left\|x^{*}\right\|_{X^{*}}^{q}, \quad x^{*} \in X^{*} .
$$

where $1 / p+1 / q=1$.
We finally recall the definition of the subdifferential of a function.
Definition 2.5.3. Let $\left(X,\|\cdot\|_{X}\right)$ be a Banach space and $F: X \rightarrow \mathbb{R}$. We say that $x^{*} \in X^{*}$ belongs to the subdifferential of $F$ at $x \in X$ and we write $x^{*} \in \partial F(x)$ if

$$
F(x)<\infty \quad \text { and } \quad\left\langle x^{*}, y-x\right\rangle+F(x) \leq F(y), \quad \forall y \in X
$$

If $\partial F(x) \neq \emptyset$ we say that $F$ is subdifferentiable in $x$.
The subdifferential of $F$ at a given point can be also characterised as follows:
Proposition 2.5.4. Let $F: X \rightarrow \overline{\mathbb{R}}$. Then $x^{*} \in \partial F(x)$ if and only if

$$
F(x)+F^{*}\left(x^{*}\right)=\left\langle x^{*}, x\right\rangle .
$$

### 2.5.2 Fenchel-Rockafellar duality

Fenchel-Rockafellar duality theory provides a convenient framework for characterising solutions of variational problems. In this section, we present a basic review for variational problems that have a particular form, i.e.,

$$
\begin{equation*}
\inf _{x \in X} F_{1}(x)+F_{2}(\Lambda(x)) \tag{2.8}
\end{equation*}
$$

where $X, Y$ are Banach spaces, $\Lambda: X \rightarrow Y$ is a bounded linear operator and $F_{1}: X \rightarrow$ $\overline{\mathbb{R}}, F_{2}: Y \rightarrow \overline{\mathbb{R}}$ are proper, convex, lower semicontinuous functions. The minimisation problem (2.8) is called the primal problem and it is denoted by $\mathcal{P}_{\text {primal }}$. The dual problem of (2.8) is denoted by $\mathcal{P}_{\text {dual }}$ and is defined as

$$
\begin{equation*}
\sup _{y^{*} \in Y^{*}}-F_{1}^{*}\left(\Lambda^{*}\left(y^{*}\right)\right)-F_{2}^{*}\left(-y^{*}\right) \tag{2.9}
\end{equation*}
$$

where $\Lambda^{*}: Y^{*} \rightarrow X^{*}$ is the adjoint operator of $\Lambda$. We denote with $\inf \mathcal{P}_{\text {primal }}$ and $\sup \mathcal{P}_{\text {dual }}$ the infimum of (2.8) and the supremum of (2.9) respectively. It can be shown that it always holds $\sup \mathcal{P}_{\text {dual }} \leq \inf \mathcal{P}_{\text {primal }}$. If $\sup \mathcal{P}_{\text {dual }}=\inf \mathcal{P}_{\text {primal }}$ we say that no duality gap occurs. The following theorem shows how the solutions of $\mathcal{P}_{\text {primal }}$ and $\mathcal{P}_{\text {dual }}$ are related when no duality gap occurs.

Theorem 2.5.5 (Optimality conditions). Suppose that both problems $\mathcal{P}_{\text {primal }}$ and $\mathcal{P}_{\text {dual }}$ have solutions and that

$$
\sup \mathcal{P}_{\text {dual }}=\inf \mathcal{P}_{\text {primal }},
$$

with that number being finite. Then all the solutions $x$ of $\mathcal{P}_{\text {primal }}$ and $y^{*}$ of $\mathcal{P}_{\text {dual }}$ are related through the following optimality conditions:

$$
\begin{align*}
\Lambda^{*}\left(y^{*}\right) & \in \partial F_{1}(x)  \tag{2.10}\\
-y^{*} & \in \partial F_{2}(\Lambda(x)) \tag{2.11}
\end{align*}
$$

Conversely, if $x \in X, y^{*} \in Y^{*}$ satisfy (2.10)-(2.11) then $x$ is a solution of $\mathcal{P}_{\text {primal }}, y^{*}$ is a solution of $\mathcal{P}_{\text {dual }}$ and $\sup \mathcal{P}_{\text {dual }}=\inf \mathcal{P}_{\text {primal }}$ with that number being finite.

We note here that using Proposition 2.5.4 and having in mind that $F^{* *}=F$ for convex lower semicontinuous functions, we can easily check that the optimality conditions (2.10)(2.11) are equivalent to

$$
\begin{align*}
x & \in \partial F_{1}^{*}\left(\Lambda^{*}\left(y^{*}\right)\right),  \tag{2.12}\\
\Lambda(x) & \in \partial F_{2}^{*}\left(-y^{*}\right) . \tag{2.13}
\end{align*}
$$

There have been quite a few results regarding necessary conditions for the absence of
duality gap. We mention here a condition due to Attouch and Brezis [AB86], which is useful for our purposes.

Theorem 2.5.6 (Attouch-Brezis). Suppose that $X, Y$ are Banach spaces, $\Lambda: X \rightarrow Y$ is a bounded linear operator and $F_{1}: X \rightarrow \overline{\mathbb{R}}, F_{2}: Y \rightarrow \overline{\mathbb{R}}$ are proper, convex, lower semicontinuous functionals. If the set

$$
\bigcup_{\lambda \geq 0} \lambda\left(\operatorname{dom}\left(F_{2}\right)-\Lambda\left(\operatorname{dom}\left(F_{1}\right)\right)\right),
$$

is a closed subspace of $Y$, then

$$
\inf _{x \in X} F_{1}(x)+F_{2}(\Lambda(x))=\max _{y^{*} \in Y^{*}}-F_{1}^{*}\left(\Lambda^{*}\left(y^{*}\right)\right)-F_{2}^{*}\left(-y^{*}\right),
$$

i.e., the dual problem $\mathcal{P}_{\text {dual }}$ has a solution and no duality gap occurs.

[^0]
## Chapter 3

## The combined TV-TV ${ }^{2}$ approach for image reconstruction

### 3.1 Introduction

As we have already discussed in the introduction, one way to reduce the staircasing effect in total variation-based image reconstruction methods, is the incorporation of higher order derivatives in the regularisation process. Infimal convolution type of methods have been proven to be very successful towards this task with total generalised variation being the current state of the art. However, one of the disadvantages of higher order regularisation methods is the increased computational cost involved in their implementation. TGV regularisation is no exception even though sophisticated algorithms can be used for its solution. Currently, TGV minimisation problems are commonly solved with the primal dual hybrid method of Chambolle-Pock [CP11], see [Bre14]. We will show that the method we propose here can be solved even faster with the split Bregman algorithm [GO09] while still reducing the staircasing effect in image denoising and deblurring. Moreover, unlike TGV, our method can be also used for image inpainting, having the advantage of being able to interpolate images along large gaps in the inpainting domain, which is an improvement to first order total variation inpainting.

In summary the model we are studying here is the following:

$$
\begin{equation*}
\min _{u \in \mathrm{BV}^{2}(\Omega)} \frac{1}{s} \int_{\Omega}|T u-f|^{s} d x+\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \varphi_{2}\left(D^{2} u\right)(\Omega), \quad s=1,2 \tag{3.1}
\end{equation*}
$$

where $\alpha, \beta$ are positive parameters, $\varphi_{1}, \varphi_{2}$ are two convex functions $\varphi_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{+}$, $\varphi_{2}: \mathbb{R}^{4} \rightarrow \mathbb{R}^{+}$with at most linear growth at infinity and $T$ is suitable bounded linear operator. The minimisation (3.1) is done over $\operatorname{BV}^{2}(\Omega)$, the space of functions of bounded Hessian, see Section 3.3 for details. For the time being, we note that for a function $u \in \mathrm{BV}^{2}(\Omega)$, the second order distributional derivative $D^{2} u$, is a finite Radon measure.

This means that problem (3.1) is posed in the framework of convex functions of measures. The motivation for that is to make sense of expressions like $\int_{\Omega} \sqrt{\left|\nabla^{2} u\right|^{2}+\epsilon}$, where $\epsilon \ll 1$ and $\nabla^{2} u$ is not necessarily an $L^{1}$ function but it can also be a measure. This concept has already been considered in the first order case, e.g., in the study of the following "smoothed" total variation denoising problem [Ves01]

$$
\begin{equation*}
\min _{u \in \mathrm{BV}(\Omega)} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\int_{\Omega} \sqrt{|\nabla u|^{2}+\epsilon} d x \tag{3.2}
\end{equation*}
$$

where the term $\int_{\Omega} \sqrt{|\nabla u|^{2}+\epsilon} d x$ has to be defined appropriately in order to make sense for measures. Such "rounding offs" of non-smooth regularisers like the total variation become necessary for the numerical implementation by means of time-stepping [Ves01], multigrid methods [FSHW04, Vog95, VW97] or semi-smooth Newton methods [HS06b] for instance.

Well-posedness of (3.1) is proved by identifying the minimising functional as a lower semicontinuous envelope of another naturally defined functional. The underlying topology under which the lower semicontinuous envelope is considered is a suitably defined topology in $\operatorname{BV}^{2}(\Omega)$ which is analogous to the strict topology in $\mathrm{BV}(\Omega)$. Uniqueness and stability results are also shown. We proceed to the numerical implementation of our method using the split Bregman algorithm. To do so, we leave the general framework of convex functions of measures by choosing $\varphi_{1}=|\cdot|$ in $\mathbb{R}^{2}$ and $\varphi_{2}=|\cdot|$ in $\mathbb{R}^{4}$. As a result, the minimisation we treat numerically is

$$
\begin{equation*}
\min _{u \in \mathrm{BV}^{2}(\Omega)} \frac{1}{s} \int_{\Omega}|T u-f|^{s} d x+\alpha \mathrm{TV}(u)+\beta \mathrm{TV}^{2}(u), \quad s=1,2 \tag{3.3}
\end{equation*}
$$

where $\operatorname{TV}^{2}(u)$ denotes the second order total variation of $u,\left|D^{2} u\right|(\Omega)$. Note that the case $\beta=0$, is the classical ROF model while the case $\alpha=0$, i.e., pure second order regularisation, has been studied in [BP10]. We show that by choosing $\alpha \neq 0, \beta \neq 0$ one can achieve better results (as these are assessed by image quality measures) by both these special cases. The idea in our approach is to weight TV with a fairly large $\alpha$ and in the same time keeping $\beta$ small enough such that no serious blur is introduced in the image while staircasing is reduced. Even though the introduction of $\mathrm{TV}^{2}$ does not allow the preservation of edges like TGV, by keeping the value of $\beta$ small, the quality of the results is still comparable with the TGV ones. Moreover, since our method do not decompose the image á la infimal convolution, it can solved very efficiently with the split Bregman algorithm. Thus, we end up with a very fast method which is ideal as a pre-processing step and provides a solid basis for some simple and fast further improvements, e.g., contrast adjustment and sharpening.

Let us stress finally one more time that the image model we are based on is $f=T u+\eta$, where $T$ is a bounded, linear operator and $\eta$ is random noise. This model is well suited for a
variety of image reconstruction tasks e.g. denoising, deconvolution, inpainting, zooming, to name a few. Even though this model and its corresponding variational problem (3.1) is not suitable for some advanced medical imaging tasks like MRI and tomography, it introduces a new regulariser, namely the weighted sum of first and second order total variation which can be exploited in future research focusing on these tasks. In that case extension of our results for complex valued images will be necessary as for instance the images that one typically obtains from an MRI machine are of that kind, as a result of the use of Fourier transform. However, as the present thesis deals with more "traditional" image processing tasks we prefer to focus on the real valued case. We only use the fast Fourier transform in Section 3.5.3 as a tool for the efficient solution of a certain minimisation problem but the data obtained in the end are real valued.

### 3.1.1 Organisation of the chapter

In Section 3.2 we state some preliminary facts concerning convex functions of measures. The definition of a convex function of a measure is given, along with a lower semicontinuity result due to Buttazzo and Freddi.

In Section 3.3 we introduce the space of functions of bounded $\operatorname{Hessian}^{\operatorname{BV}^{2}(\Omega) \text {. More }}$ specifically, the definition of $\mathrm{BV}^{2}(\Omega)$ together with its basic properties is stated in Section 3.3.1. In Section 3.3.2 we introduce two naturally defined topologies on $\operatorname{BV}^{2}(\Omega)$, namely the weak* and the strict topology.

The well-posedness of the TV-TV ${ }^{2}$ model is shown in Section 3.4. There, the minimising functional in (3.1) is identified as the lower semicontinuous envelope of a naturally defined functional (defined in the context of convex functions instead of measures) with respect to the aforementioned topologies of $\operatorname{BV}^{2}(\Omega)$. Existence, uniqueness as well as stability results are shown.

Section 3.5 discusses the numerical realisation of the model using the split Bregman iteration. In particular, Section 3.5.1 is concerned with the discretisation of the model. The corresponding finite dimensional norms along with the discrete differential operators are introduced. In Section 3.5.2 we recall the Bregman iteration and its use for solving constrained optimisation problems and we contribute to its convergence theory. In Section 3.5.3, we describe how the Bregman iteration can be adapted to our model and we propose a splitting strategy for it (split Bregman) as a numerical method for the solution of our problem.

Applications in denoising and deblurring of the TV-TV ${ }^{2}$ approach are presented in Section 3.6. We present numerical experiments for images that have been corrupted by Gaussian noise, comparing the TV-TV ${ }^{2}$ method with TV, TV ${ }^{2}$, TGV and infimal convolution denoising and we do the same for image deblurring.

The application of the TV-TV ${ }^{2}$ method in image inpainting is presented in detail in Section 3.7. In Section 3.7.1, we provide a motivation for the use of our method for
inpainting tasks (large gap connectivity) and we present the concept and philosophy of the online journal Image Processing Online in whose platform we provide an online, user friendly, demonstration of TV-TV ${ }^{2}$ inpainting. The numerical realisation using the split Bregman algorithm is described in Section 3.7.2, while the extension of the algorithm to colour images is done in Section 3.7.3. Stopping criteria and optimal selection of the split Bregman parameters are proposed and numerically justified in Section 3.7.4. Finally, in Section 3.7.5 we provide some inpainting examples for both real life and synthetic images. We stress the visual improvement of the TV-TV ${ }^{2}$ method over pure TV inpainting and we discuss experimentally the role of the parameters $\alpha, \beta$ as well as the role of the geometry of the inpainting domain, as far as connectivity along large gaps is concerned.

### 3.2 Convex functions of measures

In this section we introduce the notion of a convex function of a measure, for functions with at most linear growth, following essentially [DT84]. Let $\varphi: \mathbb{R}^{\ell} \rightarrow \mathbb{R}$ be a continuous function, positively one homogeneous, i.e., for every $x \in \mathbb{R}^{\ell}$

$$
\varphi(t x)=t \varphi(x), \quad \forall t \geq 0
$$

Given a measure in $\mu \in \mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)$, where $\Omega$ is an open subset of $\mathbb{R}^{d}$, we define the measure $\varphi(\mu) \in \mathcal{M}(\Omega)$ as follows:

$$
\begin{equation*}
\varphi(\mu):=\varphi\left(\frac{\mu}{|\mu|}\right)|\mu| . \tag{3.4}
\end{equation*}
$$

Notice that $\varphi(\mu)$ is well defined as $\mu /|\mu|=1,|\mu|$-a.e., and $\varphi$ is bounded on $\mathbb{S}^{\ell-1}:=\{x \in$ $\left.\mathbb{R}^{\ell}:|x|=1\right\}$. Moreover the following proposition, that was mentioned in [DT84] and we give here a proof, holds:

Proposition 3.2.1. Suppose that $\varphi: \mathbb{R}^{\ell} \rightarrow \mathbb{R}$ is a continuous function, positively one homogeneous and $\mu \in \mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)$. Then for every measure $\nu \in \mathcal{M}^{+}(\Omega)$ such that $\mu$ is absolutely continuous with respect to $\nu$, we have

$$
\varphi(\mu)=\varphi\left(\frac{\mu}{|\nu|}\right)|\nu|
$$

Moreover, if $\varphi$ is a convex function from $\mathbb{R}^{\ell}$ to $\mathbb{R}$, then $\varphi: \mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right) \rightarrow \mathcal{M}(\Omega)$ is a convex function is the space of measures as well.

Proof. Since $\mu \ll \nu$, we also have that $|\mu| \ll \nu$. Using the fact that $\varphi$ is positively one homogeneous and the fact that $|\mu| / \nu$ is a positive function $\nu$-a.e., we get

$$
\varphi(\mu)=\varphi\left(\frac{\mu}{|\mu|}\right)|\mu|=\varphi\left(\frac{\mu}{|\mu|}\right) \frac{|\mu|}{\nu} \nu=\varphi\left(\frac{\mu}{|\mu|} \frac{|\mu|}{\nu}\right) \nu=\varphi\left(\frac{\mu}{\nu}\right) \nu
$$

Assuming now that $\varphi$ is convex and using the first part of the proposition we get for $0 \leq \lambda \leq 1$ and $\mu, \nu \in \mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)$ :

$$
\begin{aligned}
\varphi(\lambda \mu+(1-\lambda) \nu) & =\varphi\left(\frac{\lambda \mu+(1-\lambda) \nu}{|\lambda \mu+(1-\lambda) \nu|}\right)|\lambda \mu+(1-\lambda) \nu| \\
& =\varphi\left(\frac{\lambda \mu+(1-\lambda) \nu}{|\mu|+|\nu|}\right)(|\mu|+|\nu|) \\
& =\varphi\left(\lambda \frac{\mu}{|\mu|+|\nu|}+(1-\lambda) \frac{\nu}{|\mu|+|\nu|}\right)(|\mu|+|\nu|) \\
& \leq \lambda \varphi\left(\frac{\mu}{|\mu|+|\nu|}\right)(|\mu|+|\nu|)+(1-\lambda) \varphi\left(\frac{\nu}{|\mu|+|\nu|}\right)(|\mu|+|\nu|) \\
& =\lambda \varphi\left(\frac{\mu}{|\mu|}\right)|\mu|+(1-\lambda) \varphi\left(\frac{\nu}{|\nu|}\right)|\nu| \\
& =\lambda \varphi(\mu)+(1-\lambda) \varphi(\nu) .
\end{aligned}
$$

Suppose now that $\varphi$ is not necessarily positively one homogeneous but a convex function $\varphi: \mathbb{R}^{\ell} \rightarrow \mathbb{R}$ which has at most linear growth at infinity, i.e., there exists a positive constant $K$ such that

$$
\varphi(x) \leq K(1+|x|), \quad \forall x \in \mathbb{R}^{\ell} .
$$

In that case the recession function $\varphi_{\infty}$ of $\varphi$ is well defined everywhere, where

$$
\varphi_{\infty}(x):=\lim _{t \rightarrow \infty} \frac{\varphi(t x)}{t}, \quad \forall x \in \mathbb{R}^{\ell}
$$

It can be proved in this case, see for instance [AFP00], that $\varphi_{\infty}$ is a convex, positively one homogeneous function. We are now ready to define convex functions of measures for functions of at most linear growth.

Definition 3.2.2 (Convex function of a measure). Let $\varphi: \mathbb{R}^{\ell} \rightarrow \mathbb{R}$ be a convex function of at most linear growth at infinity and let $\mu \in \mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)$. Moreover, consider the Lebesgue decomposition of $\mu$ with respect to the Lebesgue measure $\mathcal{L}^{d}$ in $\Omega$ :

$$
\mu=\left(\frac{\mu}{\mathcal{L}^{d}}\right) \mathcal{L}^{d}+\mu^{s} .
$$

Then we define the measure $\varphi(\mu) \in \mathcal{M}(\Omega)$ as follows:

$$
\begin{equation*}
\varphi(\mu)=\varphi\left(\frac{\mu}{\mathcal{L}^{d}}\right) \mathcal{L}^{d}+\varphi_{\infty}\left(\frac{\mu^{s}}{\left|\mu^{s}\right|}\right)\left|\mu^{s}\right| . \tag{3.5}
\end{equation*}
$$

It can be proved in a similar way with Proposition 3.2.1 that $\varphi: \mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right) \rightarrow \mathcal{M}(\Omega, \mathbb{R})$ is
also a convex function. The following theorem, proved in [BF91] and can also be found in [AFP00] establishes the lower semicontinuity of $\varphi$ with respect to the weak* convergence in $\mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)$.

Theorem 3.2.3 (Buttazzo-Freddi, 1991). Let $\Omega$ be an open subset of $\mathbb{R}^{d}, \nu \in \mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)$, $\left(\nu_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{M}\left(\Omega, \mathbb{R}^{\ell}\right)$ and let $\mu \in \mathcal{M}^{+}(\Omega),\left(\mu_{n}\right)_{n \in \mathbb{N}} \subseteq \mathcal{M}^{+}(\Omega)$. Let $\varphi: \mathbb{R}^{\ell} \rightarrow \mathbb{R}$ be a convex function with at most linear growth at infinity and suppose that $\nu_{n} \rightarrow \nu$ and $\mu_{n} \rightarrow \mu$ weakly $^{*}$ in measures. If $\nu=(\nu / \mu) \mu+\nu^{s}$ and $\nu_{n}=\left(\nu_{n} / \mu_{n}\right) \mu_{n}+\nu_{n}^{s}$ are the Lebesgue decompositions of $\nu$ and $\nu_{n}$ with respect to $\mu$ and $\mu_{n}$ respectively, then

$$
\int_{\Omega} \varphi\left(\frac{\nu}{\mu}\right) d \mu+\int_{\Omega} \varphi_{\infty}\left(\frac{\nu^{s}}{\left|\nu^{s}\right|}\right) d\left|\nu^{s}\right| \leq \liminf _{n \rightarrow \infty} \int_{\Omega} \varphi\left(\frac{\nu_{n}}{\mu_{n}}\right) d \mu_{n}+\int_{\Omega} \varphi_{\infty}\left(\frac{\nu_{n}^{s}}{\left|\nu_{n}^{s}\right|}\right) d\left|\nu_{n}^{s}\right| .
$$

In particular, if $\mu=\mu_{n}=\mathcal{L}^{d}$ for all $n \in \mathbb{N}$ then the above inequality can be written as

$$
\varphi(\nu)(\Omega) \leq \liminf _{n \rightarrow \infty} \varphi\left(\nu_{n}\right)(\Omega) .
$$

### 3.3 The space of functions of bounded Hessian $\mathrm{BV}^{2}(\Omega)$

### 3.3.1 Definition and basic properties

In this section we recall the definition and the basic properties of the space of functions of bounded Hessian. It was firstly introduced and studied by Demengel in [Dem85].

Definition 3.3.1 (Space of functions of bounded Hessian). Let $\Omega \subseteq \mathbb{R}^{d}$ be open. A function $u \in W^{1,1}(\Omega)$ is said to be a function of bounded Hessian or else $u \in \operatorname{BV}^{2}(\Omega)$ if its second order distributional derivative $D^{2} u$ can be represented by a $\mathbb{R}^{d \times d}$-valued finite Radon measure which is still denoted by $D^{2} u$. In other words

$$
\operatorname{BV}^{2}(\Omega)=\left\{u \in W^{1,1}(\Omega): \nabla u \in \operatorname{BV}\left(\Omega, \mathbb{R}^{d}\right)\right\} .
$$

It can proved, in a similar way with the BV case that a function $u \in L^{1}(\Omega)$ belongs to $\operatorname{BV}^{2}(\Omega)$ if and only if its second order total variation $\operatorname{TV}^{2}(u)$ is finite, where

$$
\operatorname{TV}^{2}(u)=\sup \left\{\int_{\Omega} u \operatorname{div}^{2} v d x: v \in \mathcal{C}_{c}^{2}\left(\Omega, \mathbb{R}^{d \times d}\right),\|v\|_{\infty} \leq 1\right\}
$$

and in that case we have $\operatorname{TV}^{2}(u)=\left|D^{2} u\right|(\Omega)$. The space $\operatorname{BV}^{2}(\Omega)$ is equipped with the norm

$$
\|u\|_{\mathrm{BV}^{2}(\Omega)}:=\|u\|_{\operatorname{BV}(\Omega)}+\left|D^{2} u\right|(\Omega),
$$

which makes it a Banach space. If $\Omega$ is connected and has a Lipschitz boundary then it can be shown [Dem85] that there exist positive constants $C_{1}, C_{2}$ that depend only on $\Omega$
such that

$$
\begin{equation*}
\|\nabla u\|_{L^{1}\left(\Omega, \mathbb{R}^{d}\right)} \leq C_{1}\left|D^{2} u\right|(\Omega)+C_{2}\|u\|_{L^{1}(\Omega)}, \quad \forall u \in \operatorname{BV}^{2}(\Omega) . \tag{3.6}
\end{equation*}
$$

It is obvious that in that case the norm $\|u\|=\|u\|_{L^{1}(\Omega)}+\left|D^{2} u\right|(\Omega)$ is equivalent with $\|\cdot\|_{\mathrm{BV}^{2}(\Omega)}$.

It is immediate that $W^{2,1}(\Omega) \subseteq \operatorname{BV}^{2}(\Omega)$ since if $u \in W^{2,1}(\Omega)$ then $D^{2} u=\nabla^{2} u \mathcal{L}^{d}$, i.e., the second order distributional derivative is a function in $L^{1}\left(\Omega, \mathbb{R}^{d \times d}\right)$. Generally, for a function $u \in \operatorname{BV}^{2}(\Omega)$, we denote by $\nabla^{2} u$, the absolutely continuous part of $D^{2} u$ with respect to $\mathcal{L}^{d}$. Finally, it can also be proved, see also [Dem85] that the embedding of $\operatorname{BV}^{2}(\Omega)$ into $W^{1,1}(\Omega)$ is compact.

### 3.3.2 Weak* and strict convergence in $\operatorname{BV}^{2}(\Omega)$

Similarly with $\operatorname{BV}(\Omega)$ we can define some weaker notions of convergence in $\operatorname{BV}^{2}(\Omega)$ namely the weak* and the strict convergence. We also prove a weak* compactness theorem in $\operatorname{BV}^{2}(\Omega)$ which is analogous to Theorem 2.3.5.

Definition 3.3.2 (Weak ${ }^{*}$ convergence in $\mathrm{BV}^{2}$ ). Let $u \in \operatorname{BV}^{2}(\Omega),\left(u_{n}\right)_{n \in \mathbb{N}} \subseteq \operatorname{BV}^{2}(\Omega)$. We say that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ weakly ${ }^{*}$ in $\operatorname{BV}^{2}(\Omega)$ if $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ in $L^{1}\left(\Omega, \mathbb{R}^{d}\right)$ and $\left(\nabla u_{n}\right)_{n \in \mathbb{N}}$ converges to $\nabla u$ weakly* in $\operatorname{BV}\left(\Omega, \mathbb{R}^{d}\right)$, i.e.,

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L^{1}(\Omega)}=0, \quad \lim _{n \rightarrow \infty}\left\|\nabla u_{n}-\nabla u\right\|_{L^{1}\left(\Omega, \mathbb{R}^{d}\right)}=0, \\
\text { and } \quad \lim _{n \rightarrow \infty} \int_{\Omega} v d D^{2} u_{n}=\int_{\Omega} v d D^{2} u, \quad \forall v \in \mathcal{C}_{0}(\Omega) .
\end{gathered}
$$

It is not hard to check that weak* convergence is induced by a topology which has a basis consisting of the following sets:

$$
\begin{aligned}
U\left(u_{0}, F, \epsilon\right)= & \left\{u \in \operatorname{BV}^{2}(\Omega):\left\|u_{0}-u\right\|_{L^{1}(\Omega)}+\left\|\nabla u_{0}-\nabla u\right\|_{L^{1}\left(\Omega, \mathbb{R}^{d}\right)}\right. \\
& \left.+\left|\int_{\Omega} v_{i} d D^{2} u_{0}-\int_{\Omega} v_{i} d D^{2} u\right|<\epsilon, i \in F\right\},
\end{aligned}
$$

where $u_{0} \in \operatorname{BV}^{2}(\Omega), F \subseteq \mathbb{N}$ finite, $\epsilon>0$ and $v_{i} \in \mathcal{C}_{0}(\Omega)$ for every $i \in F$. Using now Theorem 2.3.5 we can easily prove the following compactness result:

Theorem 3.3.3 (Compactness in $\mathrm{BV}^{2}$ ). Let $\Omega$ be an open bounded domain in $\mathbb{R}^{d}$ with Lipschitz boundary and let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\operatorname{BV}^{2}(\Omega)$ such that

$$
\sup _{n \in \mathbb{N}}\left\|u_{n}\right\|_{\mathrm{BV}^{2}(\Omega)}<\infty
$$

Then there exists a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ that converges to some $u$, weakly* in $\operatorname{BV}^{2}(\Omega)$.

Proof. From the compact embedding of $\operatorname{BV}^{2}(\Omega)$ into $W^{1,1}(\Omega)$ and the fact that the sequence $\left(\nabla u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $\operatorname{BV}\left(\Omega, \mathbb{R}^{d}\right)$ we have that there exists a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$, a function $u \in W^{1,1}(\Omega)$ and a function $v \in \operatorname{BV}\left(\Omega, \mathbb{R}^{d}\right)$ such that $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to $u$ strongly in $W^{1,1}(\Omega)$ and $\left(\nabla u_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to $v$ weakly* in $\operatorname{BV}\left(\Omega, \mathbb{R}^{d}\right)$. Then, it is obvious that $\nabla u=v$ a.e., $u \in \operatorname{BV}^{2}(\Omega)$ and $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to $u$ weakly in $\mathrm{BV}^{2}(\Omega)$.

Analogously with $\mathrm{BV}(\Omega)$ we define the strict convergence in $\mathrm{BV}^{2}(\Omega)$.
Definition 3.3.4 (Strict convergence in $\mathrm{BV}^{2}$ ). Let $u \in \operatorname{BV}^{2}(\Omega),\left(u_{n}\right)_{n \in \mathbb{N}} \subseteq \operatorname{BV}^{2}(\Omega)$. We say that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ strictly in $\operatorname{BV}^{2}(\Omega)$ if $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ in $L^{1}(\Omega)$ and the sequence $\left(\left|D^{2} u_{n}\right|(\Omega)\right)_{n \in \mathbb{N}}$ converges to $\left|D^{2} u\right|(\Omega)$, i.e.,

$$
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{L^{1}(\Omega}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty}\left|D^{2} u_{n}\right|(\Omega)=\left|D^{2} u\right|(\Omega)
$$

It can be easily verified that the strict convergence in $\operatorname{BV}^{2}(\Omega)$ is induced by the following metric:

$$
d(u, v)=\|u-v\|_{L^{1}(\Omega)}+\left|\left|D^{2} u\right|(\Omega)\right|-\left|D^{2} v\right|(\Omega) \mid, \quad u, v \in \operatorname{BV}^{2}(\Omega)
$$

The following lemma can be used to compare the weak* and the strict convergence in $\mathrm{BV}^{2}(\Omega)$.

Lemma 3.3.5. Suppose that $\Omega \subseteq \mathbb{R}^{d}$ is an open, bounded, connected set with Lipschitz boundary. Let $u \in \operatorname{BV}^{2}(\Omega),\left(u_{n}\right)_{n \in \mathbb{N}} \subseteq \operatorname{BV}^{2}(\Omega)$ and suppose that $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ strictly in $\operatorname{BV}^{2}(\Omega)$. Then $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ strongly in $W^{1,1}(\Omega)$, i.e.,

$$
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{W^{1,1}(\Omega)}=0
$$

Proof. Since the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is strictly convergent in $\operatorname{BV}^{2}(\Omega)$, we have that the sequences $\left(\left\|u_{n}\right\|_{L^{1}(\Omega)}\right)_{n \in \mathbb{N}}$ and $\left(\left|D^{2} u_{n}\right|(\Omega)\right)_{n \in \mathbb{N}}$ are bounded. Using the estimate (3.6) we deduce that the sequence $\left(\left\|\nabla u_{n}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{d}\right)}\right)_{n \in \mathbb{N}}$ is bounded as well, which implies that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $\operatorname{BV}^{2}(\Omega)$. From the compact embedding of $\operatorname{BV}^{2}(\Omega)$ into $W^{1,1}(\Omega)$, we get that there exists a subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ and a function $v \in W^{1,1}(\Omega)$ such that $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to $v$ strongly in $W^{1,1}(\Omega)$. In particular $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to $v$ in $L^{1}(\Omega)$, thus $v=u$ a.e. and hence, $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to $u$ strongly in $W^{1,1}(\Omega)$. However, since every subsequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $\operatorname{BV}^{2}(\Omega)$ we can repeat the same argument and deduce that for every subsequence $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ there exists a further subsequence $\left(u_{n_{k_{h}}}\right)_{h \in \mathbb{N}}$ that converges to $u$ strongly in $W^{1,1}(\Omega)$. This proves that the initial sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ strongly in $W^{1,1}(\Omega)$.

Corollary 3.3.6. Strict convergence implies weak* convergence in $\operatorname{BV}^{2}(\Omega)$.

Proof. The proof is straightforward using Lemma (3.3.5) and the fact that strict convergence implies weak ${ }^{*}$ convergence in $\operatorname{BV}\left(\Omega, \mathbb{R}^{d}\right)$.

As in the BV case, functions in $\mathrm{BV}^{2}(\Omega)$ can also be approximated strictly by smooth functions. In fact a stronger result was proved in [DT84] were in addition to strict approximation by a sequence of smooth functions $\left(u_{n}\right)_{n \in \mathbb{N}}$, also convergence of convex functions of the second order total variations $\left(\varphi\left(D^{2} u_{n}\right)\right)_{n \in \mathbb{N}}$ to $\varphi\left(D^{2} u\right)$ was shown.

Theorem 3.3.7 (Demengel-Temam, 1984). Suppose that $\Omega \subseteq \mathbb{R}^{d}$ is an open set with Lipschitz boundary and let $\varphi: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$ be a convex function with at most linear growth at infinity. Then for every $u \in \operatorname{BV}^{2}(\Omega)$ there exists a sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \in \mathcal{C}^{\infty}(\Omega) \cap W^{2,1}(\Omega)$ such that $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ strictly in $\operatorname{BV}^{2}(\Omega)$ and

$$
\lim _{n \rightarrow \infty} \varphi\left(D^{2} u_{n}\right)(\Omega)=\varphi\left(D^{2} u\right)(\Omega)
$$

Note that for a function $u \in W^{2,1}(\Omega)$ the term $\varphi\left(D^{2} u\right)(\Omega)$ is equal to $\int_{\Omega} \varphi\left(\nabla^{2} u\right) d x$.

### 3.4 Well-posedness of the model

### 3.4.1 Existence and uniqueness

In this section we prove existence and uniqueness for the solutions of the minimisation problem (3.1). We suppose that $\Omega$ is an open, bounded, connected subset of $\mathbb{R}^{2}$ with Lipschitz boundary so that Theorems 2.3.5, 2.3.6, 3.3.3, 3.3.7 and Lemma 3.3.5 hold. We remark that the analysis is done in $\mathbb{R}^{2}$, i.e., $d=2$, not only because we are planning to implement the model in two dimensional images but also because we are going to use the Poincaré inequality

$$
\left\|u-u_{\Omega}\right\|_{L^{2}(\Omega)} \leq C|D u|(\Omega), \quad \forall u \in \operatorname{BV}(\Omega)
$$

which is not true for $d>2$. Also for convenience, we take $s=2$ in (3.1) as the case $s=1$ is treated similarly. We assume that $T: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is a bounded linear operator and $f \in L^{2}(\Omega)$.

We also assume that $\varphi_{1}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{+}$and $\varphi_{2}: \mathbb{R}^{4} \rightarrow \mathbb{R}^{+}$are convex functions with at most linear growth at infinity and they both satisfy a coercivity condition, i.e., there exist constants $K_{1}, K_{2}>0$ such that

$$
\begin{array}{ll}
K_{1}|x| \leq \varphi_{1}(x) \leq K_{2}(1+|x|), & \forall x \in \mathbb{R}^{2} \\
K_{1}|x| \leq \varphi_{2}(x) \leq K_{2}(1+|x|), & \forall x \in \mathbb{R}^{4} \tag{3.8}
\end{array}
$$

Thus, we are interested in the following minimisation problem

$$
\begin{equation*}
\inf _{u \in \mathrm{BV}^{2}(\Omega)} H(u) \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
H(u):=\frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \varphi_{2}\left(D^{2} u\right)(\Omega) \tag{3.10}
\end{equation*}
$$

Note that according to (3.5), $H$ can also be written as

$$
\begin{align*}
H(u)= & \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \int_{\Omega} \varphi_{2}\left(\nabla^{2} u\right)  \tag{3.11}\\
& +\beta \int_{\Omega}\left(\varphi_{2}\right)_{\infty}\left(\frac{D^{s} \nabla u}{\left|D^{s} \nabla u\right|}\right) d\left|D^{s} \nabla u\right|
\end{align*}
$$

Observe that $\mathrm{BV}^{2}(\Omega)$ is the right space in which one can try to prove existence of solutions for (3.9). Indeed, if one tries to pose the problem is a Sobolev space setting, he/she would have to minimise the following functional:

$$
\begin{equation*}
F(u)=\frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \int_{\Omega} \varphi_{2}\left(\nabla^{2} u\right) d x \tag{3.12}
\end{equation*}
$$

where now $\nabla^{2} u$ is a function in $L^{1}\left(\Omega, \mathbb{R}^{2}\right)$. The natural space for the functional $F$ to be defined in, is $W^{2,1}(\Omega)$. However, since this space is not reflexive we cannot prove existence of solutions for the minimisation of $F$ using the direct method of calculus of variations. However, we will show that there is a connection between the $F$ and $H$. We can naturally extend the functional $F$ in $\operatorname{BV}^{2}(\Omega)$ (also denoted by $F$ ) as follows:

$$
F(u)= \begin{cases}\frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x &  \tag{3.13}\\ +\beta \int_{\Omega} \varphi_{2}\left(\nabla^{2} u\right) d x, & \text { if } u \in W^{2,1}(\Omega) \\ +\infty, & \text { if } u \in \operatorname{BV}^{2}(\Omega) \backslash W^{2,1}(\Omega)\end{cases}
$$

Even though $F$ is now defined in $\operatorname{BV}^{2}(\Omega)$, which, as we have seen, has the useful weak ${ }^{*}$ compactness property, one can still not prove existence of solutions of the minimisation of $F$ using the direct method as the next proposition shows:

Proposition 3.4.1. Consider the functional $F$ defined in (3.13). Then $F$ is not lower semicontinuous with respect to the strict topology in $\mathrm{BV}^{2}(\Omega)$ and hence it is neither with respect to the weak $k^{*}$ topology in $\mathrm{BV}^{2}(\Omega)$.

Proof. Note first that we can find a function $u \in \operatorname{BV}^{2}(\Omega) \backslash W^{2,1}(\Omega)$, for instance, see [Dem85] for such an example. Hence, from the definition of $F$, we have $F(u)=\infty$. However, according to the Theorem 3.3.7 we can find a sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $W^{2,1}(\Omega)$ that converges to $u$ strictly in $\operatorname{BV}^{2}(\Omega)$. It follows that the sequences $\left(\left\|u_{n}\right\|_{L^{1}(\Omega)}\right)_{n \in \mathbb{N}}$,
$\left(\left\|\nabla^{2} u_{n}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{4}\right)}\right)_{n \in \mathbb{N}}$, as well as $\left(\left\|\nabla u_{n}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}\right)_{n \in \mathbb{N}}$ (using estimate (3.6)) are bounded. Using the Poincaré inequality we can easily check that $\left(u_{n}\right)_{n \in \mathbb{N}}$ is also bounded in $L^{2}(\Omega)$. From the fact that $T$ is a bounded, linear operator and from conditions (3.7)-(3.8) on $\varphi_{1}$ and $\varphi_{2}$ we deduce that the sequence $\left(F\left(u_{n}\right)\right)_{n \in \mathbb{N}}$ is bounded as well. Hence, we get

$$
F(u)>\liminf _{n \rightarrow \infty} F\left(u_{n}\right),
$$

which proves that $F$ is not lower semicontinuous with respect to the strict topology in $\mathrm{BV}^{2}(\Omega)$.

We are going to prove that $H$ is the lower semicontinuous envelope of $F$ with respect to the weak ${ }^{*}$ topology in $\operatorname{BV}^{2}(\Omega)$, i.e.,

$$
H=\operatorname{sc}_{\left(\operatorname{BV}^{2}(\Omega), w^{*}\right)}(F) .
$$

The proof is done in two steps. Firstly, we show that $H$ is indeed lower semicontinuous with respect to the weak* topology.

Theorem 3.4.2. The functional $H$ is lower semicontinuous with respect to the weak ${ }^{*}$ topology in $\mathrm{BV}^{2}(\Omega)$.

Proof. Let $u \in \operatorname{BV}^{2}(\Omega),\left(u_{n}\right)_{n \in \mathbb{N}} \subseteq \operatorname{BV}^{2}(\Omega)$ such that $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ weakly* in $\operatorname{BV}^{2}(\Omega)$. We have to show that

$$
\begin{equation*}
H(u) \leq \liminf _{n \rightarrow \infty} H\left(u_{n}\right) . \tag{3.14}
\end{equation*}
$$

From the weak* convergence we have that $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ in $W^{1,1}(\Omega)$. Using the standard Sobolev inequality, see for instance [Eva10],

$$
\|v\|_{L^{2}(\Omega)} \leq C\|v\|_{W^{1,1}(\Omega)}, \quad \forall v \in W^{1,1}(\Omega)
$$

we deduce that $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ in $L^{2}(\Omega)$. Since $T: L^{2}(\Omega) \rightarrow L^{2}(\Omega)$ is continuous we get that the map $u \mapsto \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x$ is continuous and hence we have

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left(T u_{n}-f\right)^{2} d x \rightarrow \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x, \quad \text { as } n \rightarrow \infty \tag{3.15}
\end{equation*}
$$

It is not hard to check that since $\varphi_{1}$ is convex with at most linear growth at infinity, then is Lipschitz, say with constant $L>0$. Using that fact we get

$$
\begin{align*}
\left|\int_{\Omega} \varphi_{1}\left(\nabla u_{n}\right) d x-\int_{\Omega} \varphi_{1}(\nabla u) d x\right| & \leq \int_{\Omega}\left|\varphi_{1}\left(\nabla u_{n}\right)-\varphi_{1}(\nabla u)\right| d x \\
& \leq L \int_{\Omega}\left|\nabla u_{n}-\nabla u\right| d x . \tag{3.16}
\end{align*}
$$

From the estimate (3.16) and the fact that $\left(\nabla u_{n}\right)_{n \in \mathbb{N}}$ converges to $\nabla u$ in $L^{1}\left(\Omega, \mathbb{R}^{2}\right)$ we eventually get that

$$
\begin{equation*}
\int_{\Omega} \varphi_{1}\left(\nabla u_{n}\right) d x \rightarrow \int_{\Omega} \varphi_{1}(\nabla u) d x, \quad \text { as } n \rightarrow \infty \tag{3.17}
\end{equation*}
$$

Finally from the weak* convergence we have that $\left(D^{2} u_{n}\right)_{n \in \mathbb{N}}$ converges to $D^{2} u$ weakly* in $\mathcal{M}\left(\Omega, \mathbb{R}^{2 \times 2}\right)$. We can then apply Theorem 3.2 .3 for $\mu_{n}=\mu=\mathcal{L}^{2}, \nu=D^{2} u, \nu_{n}=D^{2} u_{n}$ and get

$$
\begin{equation*}
\varphi_{2}\left(D^{2} u\right)(\Omega) \leq \liminf _{n \rightarrow \infty} \varphi_{2}\left(D^{2} u_{n}\right)(\Omega) \tag{3.18}
\end{equation*}
$$

Combining (3.15), (3.17) and (3.18) we derive (3.14).
Theorem 3.4.3. The functional $H$ is the lower semicontinuous envelope of $F$ with respect to the weak* topology in $\operatorname{BV}^{2}(\Omega)$.

Proof. We are going to use the characterisation of lower semicontinuous envelopes as that was given in Proposition 2.4.4. Condition (i) of Proposition 2.4.4 follows from the lower semicontinuity of $H$ and the fact that $H \leq F$. Thus it suffices to prove condition (ii), i.e., to prove that for every $u \in \operatorname{BV}^{2}(\Omega)$, there exists a sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \in \operatorname{BV}^{2}(\Omega)$ converging to $u$ weakly* and

$$
\begin{equation*}
H(u)=\lim _{n \rightarrow \infty} F\left(u_{n}\right) \tag{3.19}
\end{equation*}
$$

From Theorem 3.3.7 we get the existence of a sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \in \mathcal{C}^{\infty}(\Omega) \cap W^{2,1}(\Omega)$ such that $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges strictly, and thus also weakly* in $\operatorname{BV}^{2}(\Omega)$. Moreover, from the same theorem we also get that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \varphi_{2}\left(D^{2} u_{n}\right)(\Omega)=\varphi_{2}\left(D^{2} u\right)(\Omega) \tag{3.20}
\end{equation*}
$$

We also have that $\left(u_{n}\right)_{n \in \mathbb{N}}$ converges to $u$ in $W^{1,1}(\Omega)$ which, according to the proof of Theorem 3.4.2 implies that
$\frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}\left(\nabla u_{n}\right) d x \rightarrow \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}\left(\nabla u_{n}\right) d x, \quad$ as $n \rightarrow \infty$.
Combining (3.20), (3.21) and that fact that $H=F$ on $\mathcal{C}^{\infty}(\Omega) \cap W^{2,1}(\Omega)$ we get (3.19).
Observe that since strict convergence induces weak* convergence, we get that $H$ is also the lower semicontinuous envelope of $F$ with respect to the strict convergence in $\operatorname{BV}^{2}(\Omega)$, i.e.,

$$
H=\operatorname{sc}_{\left(\operatorname{BV}^{2}(\Omega), w^{*}\right)}(F)=\operatorname{sc}_{\left(\operatorname{BV}^{2}(\Omega), \text { strict }\right)}(F)
$$

Let us note here that Theorem 3.4.3 can also be proved by incorporating a general relaxation result in [AC94], where the authors identify lower semicontinuous envelopes of functionals of the type $\int_{\Omega} \varphi\left(\nabla^{k} u\right) d x$ in higher order BV spaces.

We are now ready to prove existence of solutions for the minimisation problem (3.9), where we essentially use the lower semicontinuity of $H$, combined with the weak* compactness in $\mathrm{BV}^{2}(\Omega)$. The proof of the following theorem follows the proof of the corresponding theorem in [Ves01] which deals with the minimisation of the analogue first order functional ( $\beta=0$ ).

Theorem 3.4.4. In addition to the already mentioned conditions on $\Omega, T, \varphi_{1}$ and $\varphi_{2}$, assume also that $\alpha>0, \beta>0$ and $T\left(\mathcal{X}_{\Omega}\right) \neq 0$. Then the minimisation problem $\min _{u \in \mathrm{BV}^{2}(\Omega)} H(u)$, i.e.,

$$
\begin{equation*}
\min _{u \in \operatorname{BV}^{2}(\Omega)} \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \varphi_{2}\left(D^{2} u\right)(\Omega) \tag{3.22}
\end{equation*}
$$

has a solution $u^{\star} \in \operatorname{BV}^{2}(\Omega)$.
Proof. Let $\left(u_{n}\right)_{n \in \mathbb{N}}$ be a minimising sequence for (3.22), i.e., $\lim _{n \rightarrow \infty} H\left(u_{n}\right)=\inf H$ and let $M>0$ be an upper bound for $\left(H\left(u_{n}\right)\right)_{n \in \mathbb{N}}$. We have that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \varphi_{2}\left(D^{2} u_{n}\right)(\Omega)<M, \quad \sup _{n \in \mathbb{N}} \int_{\Omega} \varphi_{1}\left(\nabla u_{n}\right) d x<M \quad \text { and } \quad \sup _{n \in \mathbb{N}} \frac{1}{2} \int_{\Omega}\left(T u_{n}-f\right)^{2} d x<M . \tag{3.2}
\end{equation*}
$$

The estimates (3.23) together with the coercivity assumptions (3.7)-(3.8) give that

$$
\begin{gather*}
\sup _{n \in \mathbb{N}}\left|D u_{n}\right|(\Omega)=\sup _{n \in \mathbb{N}} \int_{\Omega}\left|\nabla u_{n}\right| d x<\frac{M}{K_{1}},  \tag{3.24}\\
\sup _{n \in \mathbb{N}}\left|D^{2} u_{n}\right|(\Omega)<\frac{M}{K_{1}} . \tag{3.25}
\end{gather*}
$$

We now show that the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $L^{2}(\Omega)$, following essentially [Ves01]. By the Poincaré inequality, there exists a constant $C>0$ such that for every $n \in \mathbb{N}$

$$
\begin{aligned}
\left\|u_{n}\right\|_{L^{2}(\Omega)} & =\left\|u_{n}-\mathcal{X}_{\Omega} \frac{1}{\mathcal{L}^{2}(\Omega)} \int_{\Omega} u_{n} d x+\mathcal{X}_{\Omega} \frac{1}{\mathcal{L}^{2}(\Omega)} \int_{\Omega} u_{n} d x\right\|_{L^{2}(\Omega)} \\
& \leq C\left|D u_{n}\right|(\Omega)+\frac{1}{\mathcal{L}^{2}(\Omega)}\left|\int_{\Omega} u_{n} d x\right| \\
& \leq \frac{C M}{K_{1}}+\frac{1}{\mathcal{L}^{2}(\Omega)}\left|\int_{\Omega} u_{n} d x\right| .
\end{aligned}
$$

Thus in order to bound $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $L^{2}(\Omega)$ it suffices to bound $\left|\int_{\Omega} u_{n} d x\right|$ uniformly in $n$. We have for every $n \in \mathbb{N}$

$$
\begin{aligned}
\left\|T\left(\mathcal{X}_{\Omega} \frac{1}{\mathcal{L}^{2}(\Omega)} \int_{\Omega} u_{n} d x\right)\right\|_{L^{2}(\Omega)} \leq & \left\|T\left(\mathcal{X}_{\Omega} \frac{1}{\mathcal{L}^{2}(\Omega)} \int_{\Omega} u_{n} d x\right)-T u_{n}\right\|_{L^{2}(\Omega)} \\
& +\left\|T u_{n}-f\right\|_{L^{2}(\Omega)}+\|f\|_{L^{2}(\Omega)}
\end{aligned}
$$

$$
\begin{align*}
\leq & \|T\|\left\|u_{n}-\mathcal{X}_{\Omega} \frac{1}{\mathcal{L}^{2}(\Omega)} \int_{\Omega} u_{n} d x\right\|_{L^{2}(\Omega)} \\
& +\left\|T u_{n}-f\right\|_{L^{2}(\Omega)}+\|f\|_{L^{2}(\Omega)} \\
\leq & C\|T\|\left|D u_{n}\right|(\Omega)+\sqrt{2 M}+\|f\|_{L^{2}(\Omega)} \\
\leq & \frac{C M}{K_{1}}\|T\|+\sqrt{2 M}+\|f\|_{L^{2}(\Omega)} . \tag{3.26}
\end{align*}
$$

Thus, setting $K=\frac{C M}{K_{1}}\|T\|+\sqrt{2 M}+\|f\|_{L^{2}(\Omega)}$ and using the fact that $T\left(\mathcal{X}_{\Omega}\right) \neq 0$, it follows from (3.26)

$$
\left|\int_{\Omega} u_{n} d x\right|\left\|T\left(\mathcal{X}_{\Omega}\right)\right\|_{L^{2}(\Omega)} \leq K \mathcal{L}^{2}(\Omega),
$$

and since $T\left(\mathcal{X}_{\Omega}\right) \neq 0$ we get

$$
\left|\int_{\Omega} u_{n} d x\right| \leq \frac{K \mathcal{L}^{2}(\Omega)}{\left\|T\left(\mathcal{X}_{\Omega}\right)\right\|_{L^{2}(\Omega)}} .
$$

Since the sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is bounded in $L^{2}(\Omega)$ and $\Omega$ is a bounded domain, we have that it is also bounded in $L^{1}(\Omega)$, and from estimates (3.24)-(3.25) we deduce that it is bounded in $\operatorname{BV}^{2}(\Omega)$ as well. From Theorem 3.3 .3 we obtain the existence of a subsequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ that converges weakly* to a function $u^{\star} \in \operatorname{BV}^{2}(\Omega)$. Since the functional $H$ is weakly* lower semicontinuous we have that

$$
\inf F \leq H\left(u^{\star}\right) \leq \liminf _{n \rightarrow \infty} H\left(u_{n}\right)=\inf F,
$$

which implies that

$$
H\left(u^{\star}\right)=\min _{u \in \operatorname{BV}^{2}(\Omega)} H(u) .
$$

Let us note here that in the above proof we used the fact that $\alpha>0$ in order to obtain an $L^{1}(\Omega)$ bound in the gradient of the minimising sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ that was further used to bound $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $L^{2}(\Omega)$ (for the case $\beta=0$ see [Ves01]). However even in the case $\alpha=0$, we can also bound $\left(u_{n}\right)_{n \in \mathbb{N}}$ in $L^{2}(\Omega)$, and hence in $\operatorname{BV}^{2}(\Omega)$ using (3.6), if $T$ satisfies a condition of the type

$$
\begin{equation*}
M\|u\|_{L^{2}(\Omega)} \leq\|T u\|_{L^{2}}(\Omega), \quad \forall u \in L^{2}(\Omega), \tag{3.27}
\end{equation*}
$$

for a constant $M>0$. For example (3.27) is true if $T$ has a bounded inverse by setting $M=1 /\left\|T^{-1}\right\|$. If $T$ does not satisfy a condition of the type (3.27) then it is not clear how to get existence. However, we are still able to prove existence when $\alpha=0$, for operators $T$ that correspond to image inpainting. i.e., projections on subsets $D$ of $\Omega$. The proof is more involved than the one of Theorem 3.4.4 and makes use of theorems on BV traces.


Figure 3.1: Inpainting domain $D$.
Theorem 3.4.5. If $\beta>0$, then the minimisation problem

$$
\begin{equation*}
\inf _{u \in \mathrm{BV}^{2}(\Omega)} \int_{\Omega \backslash D}(u-f)^{2} d x+\beta \varphi_{2}\left(D^{2} u\right) \tag{3.28}
\end{equation*}
$$

has a solution, where $D \Subset \Omega$ is an open, connected set with Lipschitz boundary, see also Figure 3.1.

Proof. Consider a minimising sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ for (3.28). From the coercivity assumptions (3.8) we get that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left|D^{2} u_{n}\right|(\Omega)<\infty \tag{3.29}
\end{equation*}
$$

In order to prove the theorem it suffices to bound $\left(u_{n}\right)_{n \in \mathbb{N}}$ and $\left(\nabla u_{n}\right)_{n \in \mathbb{N}}$ in $L^{1}(\Omega)$ and $L^{1}\left(\Omega, \mathbb{R}^{2}\right)$ respectively. Then the proof can be finished using a straightforward application of the direct method as was done in the proof of Theorem 3.4.4. Since $\left(u_{n}\right)_{n \in \mathbb{N}}$ is a minimising sequence for (3.28) and $\Omega$ is bounded we have that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left\|u_{n}\right\|_{L^{1}(\Omega \backslash D)}<\infty \tag{3.30}
\end{equation*}
$$

Estimates (3.29), (3.30) in combination with (3.6) give that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left|D u_{n}\right|(\Omega \backslash D)<\infty \tag{3.31}
\end{equation*}
$$

Denote with $u_{n}^{(1)}$ and $u_{n}^{(2)}$ the restrictions of $u_{n}$ in $\Omega \backslash D$ and $D$ respectively. Then according to Theorems 2.3.7 and 2.3.9 we have for every $n \in \mathbb{N}$

$$
\begin{equation*}
\left|D u_{n}\right|(\Omega)=\left|D u_{n}\right|(\Omega \backslash D)+\left|D u_{n}\right|(D)+\left\|\left(u_{n}^{(1)}\right)^{\Omega \backslash D}-\left(u_{n}^{(2)}\right)^{D}\right\|_{L^{1}(\partial D ; \mathcal{H})} . \tag{3.32}
\end{equation*}
$$

Since $u_{n} \in W^{1,1}(\Omega)$ we have for every $n \in \mathbb{N}$

$$
\begin{equation*}
\left|D u_{n}\right|(\Omega)=\int_{\Omega}|\nabla u| d x=\int_{\Omega \backslash D}|\nabla u| d x+\int_{D}|\nabla u| d x=\left|D u_{n}\right|(\Omega \backslash D)+\left|D u_{n}\right|(D) \tag{3.33}
\end{equation*}
$$

From (3.32) and (3.33) we deduce that

$$
\begin{equation*}
\left\|\left(u_{n}^{(1)}\right)^{\Omega \backslash D}\right\|_{L^{1}(\partial D ; \mathcal{H})}=\left\|\left(u_{n}^{(2)}\right)^{D}\right\|_{L^{1}(\partial D ; \mathcal{H})} \tag{3.34}
\end{equation*}
$$

From the estimate (2.4) of Theorem 2.3.7 and from (3.30), (3.31) and (3.34) we get that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left\|\left(u_{n}^{(2)}\right)^{D}\right\|_{L^{1}(\partial D ; \mathcal{H})}<\infty \tag{3.35}
\end{equation*}
$$

Suppose now that $\sup _{n \in \mathbb{N}}\left\|u_{n}\right\|_{L^{1}(D)}=\infty$. Then from the estimate (2.7) and (3.35), that would mean that

$$
\sup _{n \in \mathbb{N}}\left|D u_{n}\right|(D)=\infty,
$$

i.e, there exists an $i_{0} \in\{1, \ldots, d\}$ such that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left\|\frac{\partial u_{n}}{\partial x_{i_{0}}}\right\|_{L^{1}(D)}=\infty, \tag{3.37}
\end{equation*}
$$

but this is a contradiction. In order to see that, observe first that again from Theorems 2.3.7 and 2.3.9 we get for every $n \in \mathbb{N}$

$$
\begin{equation*}
\left|D^{2} u_{n}\right|(\Omega)=\left|D^{2} u_{n}\right|(\Omega \backslash D)+\left|D^{2} u_{n}\right|(D)+\left\|\left(\nabla u_{n}^{(1)}\right)^{\Omega \backslash D}-\left(\nabla u_{n}^{(2)}\right)^{D}\right\|_{L^{1}\left(\partial D, \mathbb{R}^{d} ; \mathcal{H}\right)} . \tag{3.38}
\end{equation*}
$$

From (3.29), (3.31) and the estimate (2.4) we get that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left\|\left(\nabla u_{n}^{(1)}\right)^{\Omega \backslash D}\right\|_{L^{1}\left(\partial D, \mathbb{R}^{d} ; \mathcal{H}\right)}<\infty \tag{3.39}
\end{equation*}
$$

which in combination with (3.29) and (3.38) gives

$$
\begin{equation*}
\sup _{n \in \mathbb{N}}\left\|\left(\nabla u_{n}^{(2)}\right)^{D}\right\|_{L^{1}\left(\partial D, \mathbb{R}^{d} ; \mathcal{H}\right)}<\infty \Rightarrow \sup _{n \in \mathbb{N}}\left\|\left(\frac{\partial u_{n}^{(2)}}{\partial x_{i_{0}}}\right)^{D}\right\|_{L^{1}(\partial D ; \mathcal{H})}<\infty \tag{3.40}
\end{equation*}
$$

But again estimate (2.7) gives

$$
\begin{equation*}
\left\|\frac{\partial u_{n}}{\partial x_{i_{0}}}\right\|_{L^{1}(D)} \leq C\left(\left|D\left(\frac{\partial u_{n}}{\partial x_{i_{0}}}\right)\right|(D)+\left\|\left(\frac{\partial u_{n}^{(2)}}{\partial x_{i_{0}}}\right)^{D}\right\|_{L^{1}(\partial D ; \mathcal{H})}\right) . \tag{3.41}
\end{equation*}
$$

From (3.37), (3.40) and (3.41) we deduce

$$
\sup _{n \in \mathbb{N}}\left|D\left(\frac{\partial u_{n}}{\partial x_{i_{0}}}\right)\right|(D)=\infty,
$$

which cannot happen due to (3.29).
Observe that the above proof works also in the case where the inpainting domain consists of finitely many open connected sets $\left(D_{i}\right)_{i=1, \ldots, N} \Subset \Omega$ with Lipschitz boundaries such that $\operatorname{dist}\left(D_{i}, D_{j}\right)>0$ for every $i \neq j$.

We now prove uniqueness of solutions for (3.9). The following proof also follows the proof of the corresponding theorem for the first order analogue in [Ves01].

Theorem 3.4.6. If, in addition to $T\left(\mathcal{X}_{\Omega}\right), T$ is injective or if $\varphi_{1}$ is strictly convex, then the solution of the minimisation problem (3.9) is unique.

Proof. Suppose that $u_{1}$ and $u_{2}$ are two minimisers for (3.9). Using Proposition 3.2.1, it can be easily checked that $H$ is convex. If $T u_{1} \neq T u_{2}$ then from the strict convexity of the fidelity term in $H$ we have

$$
H\left(\frac{1}{2} u_{1}+\frac{1}{2} u_{2}\right)<\frac{1}{2} H\left(u_{1}\right)+\frac{1}{2} H\left(u_{2}\right)=\inf H,
$$

which is a contradiction. Thus we must have $T u_{1}=T u_{2}$. If $T$ is injective, we have $u_{1}=u_{2}$. If $T$ is not injective but $\varphi_{1}$ is strictly convex, we must have $\nabla u_{1}=\nabla u_{2}$ otherwise we get the same contradiction as before. In that case, since $\Omega$ is connected, there exists a constant $c$ such that $u_{1}=u_{2}+c \mathcal{X}_{\Omega}$ and since $T\left(\mathcal{X}_{\Omega}\right) \neq 0$, we get $c=0$.

We note that in general we cannot obtain uniqueness results when the $L^{1}$ norm is used in the fidelity term, due to the lack of strict convexity.

### 3.4.2 Stability

In order to complete the well-posedness picture for the problem

$$
\begin{equation*}
\min _{u \in \mathrm{BV}^{2}(\Omega)} \frac{1}{2} \int_{\Omega}(T u-f)^{2} d x+\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \varphi_{2}\left(D^{2} u\right)(\Omega) \tag{3.42}
\end{equation*}
$$

it remains to analyse its stability. More precisely, we want to know which effect deviations in the data $f$ have on a corresponding minimiser of (3.42). Ideally the deviation in the minimisers for different input data should be bounded by the deviation of the data. Let $\Psi$ be the regularising functional in (3.42), i.e.,

$$
\Psi(u)=\alpha \int_{\Omega} \varphi_{1}(\nabla u) d x+\beta \varphi_{2}\left(D^{2} u\right)(\Omega)
$$

It has been demonstrated by many authors [BO04, BRH07, Pös08, BB11] that Bregman distances related to the regularisation functional $\Psi$ are natural error measures for variational regularisation methods with $\Psi$ convex. In particular Pöschl [Pös08] has derived estimates for variational regularisation methods for power of metrics, which apply to the functional we consider here. However, for demonstration issues and in order to make the constants in the estimates more explicit we state and prove here the result for a special case of (3.42).

For what we are going to do we assume that one of the regularisers is differentiable. Without use of generality, we assume that the convex function $\phi_{1}$ is differentiable. Analo-
gous analysis can be done if $\phi_{2}$ is differentiable or even under weaker continuity solutions, see [BL11]. Let $\tilde{u}$ be the original image and $\tilde{f}$ the exact data (without noise), i.e., $\tilde{f}$ is a solution of $T \tilde{u}=\tilde{f}$. We assume that the noisy data deviate from the exact data by $\|\tilde{f}-f\|_{L^{2}(\Omega)} \leq \delta$, for a small $\delta>0$. For the original image $\tilde{u}$ we assume that the following condition, called source condition, holds

$$
\begin{equation*}
\text { There exists a } \xi \in \partial \Psi(\tilde{u}) \text { such that } \xi=T^{*} q \text { for a source element } q \in L^{2}(\Omega) \tag{SC}
\end{equation*}
$$

where $T^{*}$ is the adjoint of $T$. As it was shown in [BO04] for the general setting, the elements that satisfy SC are exactly the minimisers of (3.42) for arbitrary $f, \alpha$ and $\beta$. Since $\phi_{1}$ is differentiable and both $\phi_{1}$ and $\phi_{2}$ are convex, the subdifferential of $\Psi$ can be written as a sum of subdifferentials [ET76]

$$
\begin{aligned}
\partial \Psi(u) & =\alpha \partial\left(\int_{\Omega} \phi_{1}(\nabla(\cdot)) d x\right)(u)+\beta \partial\left(\phi_{2}\left(D^{2}(\cdot)\right)(\Omega)\right)(u) \\
& =-\alpha \operatorname{div}\left(\phi_{1}^{\prime}(\nabla u)\right)+\beta \partial\left(\phi_{2}\left(D^{2}(\cdot)\right)(\Omega)\right)(u)
\end{aligned}
$$

We also define the symmetric Bregman distance for the regularising functional $\Psi$ as

$$
D_{\Psi}^{s y m m}\left(u_{1}, u_{2}\right):=\left\langle p_{1}-p_{2}, u_{1}-u_{2}\right\rangle, \quad p_{1} \in \partial \Psi\left(u_{1}\right), p_{2} \in \partial \Psi\left(u_{2}\right)
$$

Theorem 3.4.7. Let $\tilde{u}$ be the original image with source condition $S C$ satisfying $T \tilde{u}=\tilde{f}$. Let $f \in L^{2}(\Omega)$ be the noisy data with $\|\tilde{f}-f\|_{L^{2}(\Omega)} \leq \delta$. Then a minimiser $u$ of (3.42) satisfies

$$
\begin{equation*}
\alpha D_{\int_{\Omega} \phi_{1}(\nabla(\cdot))}^{s y m m}(u, \tilde{u})+\beta D_{\phi_{2}\left(D^{2}(\cdot)\right)(\Omega)}^{s y m m}(u, \tilde{u})+\frac{1}{2}\|T u-\tilde{f}\|_{L^{2}(\Omega)} \leq\|q\|_{L^{2}(\Omega)}^{2}+\delta^{2} \tag{3.43}
\end{equation*}
$$

where $q$ is the source element in SC. Moreover if $u_{1}$ and $u_{2}$ are minimisers for (3.42) with data $f_{1}$ and $f_{2}$ then we have the following estimate

$$
\begin{equation*}
\alpha D_{\int_{\Omega} \phi_{1}(\nabla \cdot)}^{s y m m}\left(u_{1}, u_{2}\right)+\beta D_{\phi_{2}\left(D^{2}(\cdot)\right)(\Omega)}^{s y m m}\left(u_{1}, u_{2}\right)+\frac{1}{2}\left\|T u_{1}-T u_{2}\right\|_{L^{2}(\Omega)} \leq \frac{1}{2}\left\|f_{1}-f_{2}\right\|_{L^{2}(\Omega)}^{2} \tag{3.44}
\end{equation*}
$$

Proof. The optimality condition for (3.42) reads

$$
\begin{equation*}
\alpha p_{1}+\beta p_{2}+T^{*}(T u-f)=0, \quad \text { where } \quad p_{1}=-\operatorname{div}\left(\phi_{1}^{\prime}(\nabla u)\right), p_{2} \in \partial\left(\phi_{2}\left(D^{2}(\cdot)\right)(\Omega)\right)(u) \tag{3.45}
\end{equation*}
$$

Adding the element $\xi=T^{*} q$ from SC and $T^{*} \tilde{f}$ to (3.45), we get

$$
\begin{equation*}
\alpha p_{1}+\beta p_{2}-\xi+T^{*}(T u-\tilde{f})=T^{*}((f-\tilde{f})-q) \tag{3.46}
\end{equation*}
$$

Note now that $\xi=\alpha \xi_{1}+\beta \xi_{2}$ for some $\xi_{1}$ and $\xi_{2}$ that belong to the subdifferential of $\int_{\Omega} \phi_{1}(\nabla \cdot)$ and $\phi_{2}\left(D^{2}(\cdot)\right)(\Omega)$ respectively. Using that fact and taking the duality product
of (3.46) with $u-\tilde{u}$ we get

$$
\begin{equation*}
\alpha\left\langle p_{1}-x_{1}, u-\tilde{u}\right\rangle+\beta\left\langle p_{2}-\xi_{2}, u-\tilde{u}\right\rangle+\|T u-\tilde{f}\|_{L^{2}}=\langle(f-\tilde{f})-q, T u-\tilde{f}\rangle . \tag{3.47}
\end{equation*}
$$

where we used $T \tilde{u}=\tilde{f}$. By Young's inequality, we eventually get

$$
\begin{equation*}
\alpha D_{\int_{\Omega} \phi_{1}(\nabla(\cdot))}^{s y m m}(u, \tilde{u})+\beta D_{\phi_{2}\left(D^{2}(\cdot)\right)(\Omega)}^{s y m m}(u, \tilde{u})+\frac{1}{2}\|T u-\tilde{f}\|_{L^{2}(\Omega)} \leq\|q\|_{L^{2}(\Omega)}^{2}+\|\tilde{f}-f\|_{L^{2}(\Omega)}^{2} \tag{3.48}
\end{equation*}
$$

and in view of $\|\tilde{f}-f\|_{L^{2}(\Omega)} \leq \delta$ we get (3.43). Similarly, if $u_{1}$ and $u_{2}$ are minimisers for (3.42) with data $f_{1}$ and $f_{2}$ we can derive estimate (3.44) by subtracting the optimality conditions for $u_{1}$ and $u_{2}$ and applying Young's inequality once again.

### 3.5 The numerical implementation

It is a common practice in mathematical imaging and inverse problems in general, to introduce a model in the continuous set up and after analysing it, to discretise functions and operators in order to implement it in a computer. Here we make no exceptions. In order to be completely rigorous, the link between the continuous and the discretised model should be provided. Such a link is normally given in terms of $\Gamma$-convergence [Bra02, DM93] of the discrete functional to the continuous one as the resolution of the image tends to infinity. However, as this is not our purpose here we leave this issue for future research. We use standard discretisations for the norms, differential operators and the operator $T$. The discretisation of the latter is the obvious one as we only consider $T$ to be the identity function (denoising), a convolution operator (deblurring) or a projection operator (inpainting). However, let us just mention here that in some advanced medical imaging tasks e.g. MRI imaging, the way one discretises the problem is not trivial and it is crucial for the quality of the reconstruction results.

In this section we work with the discretised version of the problem (3.1) and we discuss its numerical realisation by the so-called split Bregman technique [GO09]. We start by defining the discrete versions of $L^{1}$ and $L^{2}$ norms and we also introduce the appropriate discrete differential operators. We proceed with an introduction to the Bregman iteration which is used to solve constrained optimisation problems, an idea originated in $\left[\mathrm{OBG}^{+}\right]$. In [GO09] the Bregman iteration and an operator splitting technique (split Bregman) was used to solve the total variation minimisation problem after reformulating the problem as a constrained one. In the latter paper it was also also proved that the iterates of the Bregman iteration converge to the solution of the constrained problem assuming that the iterates satisfy the constraint in a finite number of iterations. Here, we give a more general convergence result where we do not use that assumption, see Theorem 3.5.1. We proceed with describing how our problem can be solved with the Bregman iteration, using the splitting procedure mentioned above. We finish by applying our method to image denoising
and deblurring comparing it with TGV, $\mathrm{TV}^{2}$ and infimal convolution minimisation, with respect both to reconstruction quality and computational time. An extensive study of the application of our method to image inpainting is presented in Section 3.7.

### 3.5.1 Discretisation of the model

In this section we study the discretisation of the problem (3.1). In our numerical examples we set $\varphi_{1}=|\cdot|$ and $\varphi_{2}=|\cdot|$, the Euclidean norms in $\mathbb{R}^{2}$ and $\mathbb{R}^{4}$ respectively. That is to say we discretise the following problem

$$
\begin{equation*}
\min _{u \in \operatorname{BV}^{2}(\Omega)} \frac{1}{s} \int_{\Omega}|T u-f|^{s} d x+\alpha \operatorname{TV}(u)+\beta \operatorname{TV}^{2}(u), \quad s=1,2 . \tag{3.49}
\end{equation*}
$$

In order to do so, we specify the corresponding discrete operators and norms that appear in the continuous functional. In the discrete setting $u$ and $f$ are elements of $\mathbb{R}^{N \times M}$ where $N \times M$ is the resolution of the image and $T: \mathbb{R}^{N \times M} \rightarrow \mathbb{R}^{N \times M}$, is a linear operator. Here, we consider only greyscale images and we describe an extension to colour images for the application of (3.49) to image inpainting in Section 3.7.3. We define the finite dimensional $L^{1}$ and $L^{2}$ norms of a discrete vector field $U:\{1, \ldots, N\} \times\{1, \ldots, M\} \rightarrow \mathbb{R}^{K}$ with $U=\left(U_{1}, \ldots, U_{K}\right)$ as follows:

$$
\begin{aligned}
& \|U\|_{2}=\left(\sum_{i=1}^{N} \sum_{j=1}^{M} \sum_{k=1}^{K} U_{k}(i, j)^{2}\right)^{1 / 2}, \\
& \|U\|_{1}=\sum_{i=1}^{N} \sum_{j=1}^{M}\left(\sum_{k=1}^{K} U_{k}(i, j)^{2}\right)^{1 / 2} .
\end{aligned}
$$

We also define the discrete first and second order differential operators $D_{x}, D_{y}, D_{x x}$, $D_{y y}$ and $D_{x y}$ which are all operators from $\mathbb{R}^{N \times M}$ to $\mathbb{R}^{N \times M}$. We note here that we assume periodic boundary conditions for $u$. By choosing periodic boundary conditions, the action of each of the discrete differential operators can be regarded as a circular convolution of $u$ and allows the use of Fast Fourier Transform (FFT), see also [WT10]. Thus, even though the use of periodic boundary conditions is not necessary, it has been chosen in order to speed up the computational performance of our implementation, especially as far as deblurring and inpainting are concerned.

In our discrete implementation, the coordinates $x$ and $y$ are oriented along columns and rows respectively. We define the discrete gradient $\nabla u=\left(D_{x} u, D_{y} u\right)$ as a forward finite difference operator

$$
D_{x} u(i, j)= \begin{cases}u(i, j+1)-u(i, j) & \text { if } 1 \leq i \leq N, 1 \leq j<M, \\ u(i, 1)-u(i, j) & \text { if } 1 \leq i \leq N, j=M,\end{cases}
$$

$$
D_{y} u(i, j)= \begin{cases}u(i+1, j)-u(i, j) & \text { if } 1 \leq i<N, 1 \leq j \leq M \\ u(1, j)-u(i, j) & \text { if } i=N, 1 \leq j \leq M\end{cases}
$$

We also need the discrete divergence operator div : $\left(\mathbb{R}^{N \times M}\right)^{2} \rightarrow \mathbb{R}^{N \times M}$ that has the adjointness property

$$
-\operatorname{div} p \cdot u=p \cdot \nabla u, \quad \forall u \in \mathbb{R}^{N \times M}, p \in\left(\mathbb{R}^{N \times M}\right)^{2}
$$

This property is essentially the discrete analogue of integration by parts. For a $p=$ $\left(p_{1}, p_{2}\right) \in\left(\mathbb{R}^{N \times M}\right)^{2}$ we define

$$
(\operatorname{div} p)(i, j)=\overleftarrow{D_{x}} p_{1}(i, j)+\overleftarrow{D_{y}} p_{2}(i, j)
$$

where $\overleftarrow{D_{x}}$ and $\overleftarrow{D_{y}}$ are the following backward finite difference operators:

$$
\begin{aligned}
& \overleftarrow{D_{x}} u(i, j)= \begin{cases}u(i, j)-u(i, M) & \text { if } 1 \leq i \leq N, j=1 \\
u(i, j)-u(i, j-1) & \text { if } 1 \leq i \leq N, 1<j \leq M\end{cases} \\
& \overleftarrow{D_{y}} u(i, j)= \begin{cases}u(i, j)-u(N, j) & \text { if } i=1,1 \leq j \leq M \\
u(i, j)-u(i-1, j) & \text { if } 1<i \leq N, 1 \leq j \leq M\end{cases}
\end{aligned}
$$

Analogously we define the discrete Hessian $\nabla^{2} u=\left(D_{x x} u, D_{y y} u, D_{x y} u, D_{y x} u\right)$. This consists of the corresponding compositions of the first order operators,

$$
\begin{gathered}
D_{x x} u(i, j)= \begin{cases}u(i, m)-2 u(i, j)+u(i, j+1) & \text { if } 1 \leq i \leq N, j=1, \\
u(i, j-1)-2 u(i, j)+u(i, j+1) & \text { if } 1 \leq i \leq N, 1<j<M, \\
u(i, j-1)-2 u(i, j)+u(i, 1) & \text { if } 1 \leq i \leq n, j=M,\end{cases} \\
D_{y y} u(i, j)= \begin{cases}u(n, j)-2 u(i, j)+u(i+1, j) & \text { if } i=1,1 \leq j \leq M, \\
u(i-1, j)-2 u(i, j)+u(i+1, j) & \text { if } 1<i<N, 1 \leq j \leq M, \\
u(i-1, j)-2 u(i, j)+u(1, i) & \text { if } i=N, 1 \leq j \leq M,\end{cases} \\
D_{x y} u(i, j)= \begin{cases}u(i, j)-u(i+1, j)-u(i, j+1)+u(i+1, j+1) & \text { if } 1 \leq i<N, 1 \leq j<M, \\
u(i, j)-u(1, j)-u(i, j+1)+u(1, j+1) & \text { if } i=N, 1 \leq j<M, \\
u(i, j)-u(i+1, j)-u(i, 1)+u(i+1,1) & \text { if } 1 \leq i<N, j=M, \\
u(i, j)-u(1, j)-u(i, 1)+u(1,1) & \text { if } i=N, j=M .\end{cases}
\end{gathered}
$$

One can easily check that $D_{x y}=D_{x}\left(D_{y}\right)=D_{y}\left(D_{x}\right)=D_{y x}$. As before, we also need the discrete second order divergence operator $\operatorname{div}^{2}:\left(\mathbb{R}^{N \times M}\right)^{4} \rightarrow \mathbb{R}^{N \times M}$ with the adjointness property

$$
\operatorname{div}^{2} q \cdot u=q \cdot \nabla^{2} u, \quad \forall u \in \mathbb{R}^{n \times m}, q \in\left(\mathbb{R}^{N \times M}\right)^{4}
$$

For a $q=\left(q_{11}, q_{22}, q_{12}, q_{21}\right) \in\left(\mathbb{R}^{N \times M}\right)^{4}$ we define

$$
\left(\operatorname{div}^{2} q\right)(i, j)=\overleftarrow{D_{x x}} q_{11}(i, j)+\overleftarrow{D_{y y}} q_{22}(i, j)+\overleftarrow{D_{x y}} q_{12}(i, j)+\overleftarrow{D_{y x}} q_{21}(i, j)
$$

where

$$
\begin{gathered}
\overleftarrow{D_{x x}}=D_{x x}, \overleftarrow{D_{y y}}=D_{y y}, \overleftarrow{D_{x y}}=\overleftarrow{D_{y x}} \quad \text { with } \\
\overleftarrow{D_{x y}} u(i, j)= \begin{cases}u(i, j)-u(i, M)-u(N, i)+u(N, M) & \text { if } i=1, j=1, \\
u(i, j)-u(i, j-1)-u(N, j)+u(N, j-1) & \text { if } i=1,1<j \leq M, \\
u(i, j)-u(i-1, j)-u(i, M)+u(i-1, M) & \text { if } 1<i \leq M j=1, \\
u(i, j)-u(i, j-1)-u(i-1, j)+u(i-1, j-1) & \text { if } 1<i \leq N, 1<j \leq M .\end{cases}
\end{gathered}
$$

Figure 3.2 describes schematically the action of all the above discrete differential operators. According to all the definitions above the discretised version of problem (3.49) can be


Figure 3.2: Illustration of the discrete derivative approximations.
written as

$$
\begin{equation*}
\min _{u \in \mathbb{R}^{N \times M}} \frac{1}{s}\|T u-f\|_{s}^{s}+\alpha\|\nabla u\|_{1}+\beta\left\|\nabla^{2} u\right\|_{1}, \quad s=1,2 . \tag{3.50}
\end{equation*}
$$

### 3.5.2 Bregman iteration

We now introduce the Bregman and split Bregman iterations as suitable numerical methods for the solution of (3.50). We would like to recall some basic aspects of the general theory of Bregman iteration before finishing this discussion with a novel convergence result in Theorem 3.5.1.

Suppose we want to solve the following constrained minimisation problem

$$
\begin{equation*}
\min _{u \in \mathbb{R}^{L}} E(u), \quad \text { such that } A u=b, \tag{3.51}
\end{equation*}
$$

where $E$ is a convex function and $A: \mathbb{R}^{L} \rightarrow \mathbb{R}^{D}$ a linear map. We can transform the constrained minimisation problem (3.51) into an unconstrained one, introducing a parameter $\lambda$ :

$$
\begin{equation*}
\sup _{\lambda} \min _{u \in \mathbb{R}^{L}} E(u)+\frac{\lambda}{2}\|A u-b\|_{2}^{2}, \tag{3.52}
\end{equation*}
$$

where in order to satisfy the constraint $A u=b$, one has to let $\lambda$ increase to infinity. Instead of doing that we perform the Bregman iteration as it was proposed in $\left[\mathrm{OBG}^{+}\right]$ and [YOGD08]:

## Bregman Iteration

$$
\begin{align*}
u_{n+1} & =\underset{u \in \mathbb{R}^{L}}{\operatorname{argmin}} E(u)+\frac{\lambda}{2}\left\|A u-b_{n}\right\|_{2}^{2},  \tag{3.53}\\
b_{n+1} & =b_{n}+b-A u_{n+1} . \tag{3.54}
\end{align*}
$$

In $\left[\mathrm{OBG}^{+}\right]$, assuming that (3.53) has a unique solution, the authors derived among others, the following facts about the iterates $u_{n}$ :
(i) The constraint is satisfied at infinity: $\left\|A u_{n}-b\right\|_{2}^{2}<\frac{C_{1}}{n-1}, \quad C_{1}>0, \forall n \geq 2$.
(ii) Monotonic decrease of the residuals: $\left\|A u_{n+1}-b\right\|_{2}^{2} \leq\left\|A u_{n}-b\right\|_{2}^{2}, \quad \forall n \in \mathbb{N}$.
(iii) Summability of the residuals: $\sum_{n=0}^{\infty}\left\|A u_{n}-b\right\|_{2}^{2}<\infty$,
(iv) Uniform bound on $E\left(u_{n}\right): E\left(u_{n}\right)<C_{2}, \quad C_{2}>0, \forall n \in \mathbb{N}$.

Using these results, we are able to prove convergence of the Bregman iterates to a solution of the original constrained problem (3.51). This result was proved in [GO09] in the case when the constraint is satisfied in a finite number of iterations, i.e., $A u_{n_{0}}=b$ for some iterate $u_{n_{0}}$. Here we do not use that assumption, something that makes our result a
genuine contribution to the convergence theory of Bregman iteration.
Theorem 3.5.1. Suppose that the constrained minimisation problem (3.51) has a unique solution $u^{\star}$. Moreover suppose that the convex function $E$ is coercive and that (3.53) has a unique solution for every $n \in \mathbb{N}$. Then the sequence of the iterates $\left(u_{n}\right)_{n \in \mathbb{N}}$ of Bregman iteration converges to $u^{\star}$.

Proof. Since (3.53) has a unique solution for every $n \in \mathbb{N}$ we have that the statements (3.55)-(3.58) hold. Moreover we have for every $n \geq 1$

$$
\begin{equation*}
b_{n}=b_{0}+\sum_{\ell=1}^{n}\left(b-A u_{\ell}\right) \Rightarrow\left\|b_{n}\right\|_{2} \leq\left\|b_{0}\right\|_{2}+\sum_{\ell=1}^{n}\left\|b-A u_{\ell}\right\|_{2} \tag{3.59}
\end{equation*}
$$

From (3.58) and the coercivity of $E$ we have that the sequence $\left(\left\|u_{n}\right\|_{2}\right)_{n \in \mathbb{N}}$ is bounded, say by a constant $C>0$. Thus, it suffices to show that every accumulation point of $\left(u_{n}\right)_{n \in \mathbb{N}}$ is equal to $u^{\star}$. Using the fact that $A u^{\star}=b$, together with (3.55), we have for every increasing sequence of naturals $\left(n_{k}\right)_{k \in \mathbb{N}}, k>2$,

$$
\begin{align*}
\frac{\lambda}{2}\left\|A u^{\star}-b_{n_{k}-1}\right\|_{2}^{2} & \leq \frac{\lambda}{2}\left(\left\|A u^{\star}-A u_{n_{k}}\right\|_{2}+\left\|A u_{n_{k}}-b_{n_{k}-1}\right\|_{2}\right)^{2} \\
& =\frac{\lambda}{2}\left(\left\|A u_{n_{k}}-b\right\|_{2}+\left\|A u_{n_{k}}-b_{n_{k}-1}\right\|_{2}\right)^{2} \\
& \leq \frac{\lambda C_{1}}{2\left(n_{k}-1\right)}+\lambda\left\|A u_{n_{k}}-b\right\|_{2}\left\|A u_{n_{k}}-b_{n_{k}-1}\right\|_{2}+\frac{\lambda}{2}\left\|A u_{n_{k}}-b_{n_{k}-1}\right\|_{2}^{2} \tag{3.60}
\end{align*}
$$

Since $u_{n_{k}}$ is a solution to (3.53) we have

$$
\begin{equation*}
E\left(u_{n_{k}}\right)+\frac{\lambda}{2}\left\|A u_{n_{k}}-b_{n_{k}-1}\right\|_{2}^{2} \leq E\left(u^{\star}\right)+\frac{\lambda}{2}\left\|A u^{\star}-b_{n_{k}-1}\right\|_{2}^{2}, \quad \forall k \geq 1 \tag{3.61}
\end{equation*}
$$

Combining (3.60) and (3.61) with (3.55) and (3.59) we get for all $k \geq 2$,

$$
\begin{align*}
E\left(u_{n_{k}}\right) & \leq E\left(u^{\star}\right)+\frac{\lambda C_{1}}{2\left(n_{k}-1\right)}+\lambda\left\|A u_{n_{k}}-b\right\|_{2}\left\|A u_{n_{k}}-b_{n_{k}-1}\right\|_{2} \\
& \leq E\left(u^{\star}\right)+\frac{\lambda C_{1}}{2\left(n_{k}-1\right)}+\lambda\left\|A u_{n_{k}}-b\right\|_{2}\left\|A u_{n_{k}}\right\|_{2}+\lambda\left\|A u_{n_{k}}-b\right\|_{2}\left\|b_{n_{k}-1}\right\|_{2} \\
& \leq E\left(u^{\star}\right)+\frac{\lambda C_{1}}{2\left(n_{k}-1\right)}+\frac{\lambda \sqrt{C_{1}}\|A\|\left\|u_{n_{k}}\right\|_{2}}{\sqrt{n_{k}-1}}+\lambda\left\|A u_{n_{k}}-b\right\|_{2}\left\|b_{n_{k}-1}\right\|_{2} \\
& \leq E\left(u^{\star}\right)+\frac{\lambda C_{1}}{2\left(n_{k}-1\right)}+\frac{\lambda \sqrt{C_{1}\|A\| C}}{\sqrt{n_{k}-1}}+\lambda\left\|A u_{n_{k}}-b\right\|_{2}\left(\left\|b_{0}\right\|_{2}+\sum_{\ell=1}^{n_{k}}\left\|A u_{\ell}-b\right\|_{2}\right) \\
& \leq E\left(u^{\star}\right)+\frac{\lambda C_{1}}{2\left(n_{k}-1\right)}+\frac{\lambda \sqrt{C_{1}}\left(\|A\| C+\left\|b_{0}\right\|_{2}\right)}{\sqrt{n_{k}-1}}+\lambda\left\|A u_{n_{k}}-b\right\|_{2} \sum_{\ell=1}^{n_{k}}\left\|A u_{\ell}-b\right\|_{2} \tag{3.62}
\end{align*}
$$

Suppose now that $\left(u_{n_{k}}\right)_{k \in \mathbb{N}}$ converges to some $\tilde{u}$ as $\ell$ goes to infinity. Taking (3.55) into account, we have that $\|A \tilde{u}-b\|_{2}=0$, i.e., $\tilde{u}$ satisfies the constraint $A \tilde{u}=b$. On the other hand, taking limits in (3.62) and using Kronecker's Lemma, see Lemma A.2.1 in Appendix A, we have that the limit in the right hand side of (3.62) is $E\left(u^{\star}\right)$. Thus we have

$$
E(\tilde{u}) \leq E\left(u^{\star}\right),
$$

which means that $\tilde{u}$ is a solution of the constrained problem (3.51) and since the solution is unique then $\tilde{u}=u^{\star}$. Since every accumulation point of the bounded sequence $\left(u_{n}\right)_{n \in \mathbb{N}}$ is equal to $u^{\star}$, we conclude that the whole sequence converges to $u^{\star}$.

### 3.5.3 Numerical solution via the split Bregman algorithm

In this section, we explain how the Bregman iteration (3.53)-(3.54) together with a splitting technique can be used to implement numerically the minimisation of the functional (3.50). The idea originates from [GO09], where such a procedure was applied to total variation minimisation and was given the name split Bregman algorithm. This iterative technique is equivalent to certain instances of combinations of the augmented Lagrangian method with classical operator splitting such as Douglas-Rachford, see [Set09].

Recall that we want to solve the following unconstrained minimisation problem:

$$
\begin{equation*}
\min _{u \in \mathbb{R}^{N \times M}} \frac{1}{2}\|T u-f\|_{2}^{2}+\alpha\|\nabla u\|_{1}+\beta\left\|\nabla^{2} u\right\|_{1}, \tag{3.63}
\end{equation*}
$$

where here for simplicity, we consider only the $L^{2}$ fidelity case. The derivation of the split Bregman algorithm for solving (3.63) starts with the observation that the above minimisation problem is equivalent to the following constrained minimisation problem

$$
\begin{equation*}
\min _{\substack{u \in \mathbb{R}^{N \times M} \\ v \in\left(\mathbb{R}^{N \times M}\right)^{2} \\ w \in\left(\mathbb{R}^{N \times M}\right)^{4}}} \frac{1}{2}\|T u-f\|_{2}^{2}+\alpha\|v\|_{1}+\beta\|w\|_{1}, \quad \text { such that } v=\nabla u, w=\nabla^{2} u \text {. } \tag{3.64}
\end{equation*}
$$

It is clear that since the discrete gradient and Hessian are linear operations, the minimisation problem (3.64) can be reformulated into the more general problem

$$
\min _{z \in \mathbb{R}^{L}} E(z), \quad \text { such that } A z=b,
$$

where $E: \mathbb{R}^{L} \rightarrow \mathbb{R}^{+}$is convex, $A$ is a $L \times L$ matrix and $b$ is a vector of length $L$, where $L=7 N M$. It is also easy to see that the iterative scheme of the type (3.53)-(3.54) that corresponds to the constrained minimisation problem (3.64) is:

$$
\begin{equation*}
\left(u^{n+1}, v^{n+1}, w^{n+1}\right)=\underset{u, v, w}{\operatorname{argmin}} \frac{1}{2}\|T u-f\|_{2}^{2}+\alpha\|v\|_{1}+\beta\|w\|_{1}+\frac{\lambda}{2}\left\|b_{1}^{n}+\nabla u-v\right\|_{2}^{2} \tag{3.65}
\end{equation*}
$$

$$
\begin{gather*}
\quad+\frac{\lambda}{2}\left\|b_{2}^{n}+\nabla^{2} u-w\right\|_{2}^{2} \\
b_{1}^{n+1}=b_{1}^{n}+\nabla u^{n+1}-v^{n+1}  \tag{3.66}\\
b_{2}^{n+1}=b_{2}^{n}+\nabla^{2} u^{n+1}-w^{n+1} \tag{3.67}
\end{gather*}
$$

where $b_{1}^{n+1}=\left(b_{1,1}^{n+1}, b_{1,2}^{n+1}\right) \in\left(\mathbb{R}^{N \times M}\right)^{2}$ and $b_{2}^{n+1}=\left(b_{2,11}^{n+1}, b_{2,22}^{n+1}, b_{2,12}^{n+1}, b_{2,21}^{n+1}\right) \in\left(\mathbb{R}^{N \times M}\right)^{4}$. Notice that at least in the case where $T$ is injective (e.g. denoising, deblurring), the minimisation problem (3.65) has a unique solution. Moreover, in that case, the functional $E$ is coercive and the constrained minimisation problem (3.64) has a unique solution, thus, Theorem 3.5.1 holds. We also note that one can consider having two parameters $\lambda_{1}$ and $\lambda_{2}$ for the first and second order term in (3.65) respectively, as it is easily checked that this does not affect the convergence of the Bregman iteration.

Our next concern is the efficient numerical solution of the minimisation problem (3.65). We follow [GO09] and minimise with respect to $u, v$ and $w$ alternatingly:

## $\underline{\text { Split Bregman for } \mathbf{L}^{2}-T V-T V^{2} \text { denoising, deblurring }}$

Subproblem 1: $\quad u^{n+1}=\underset{u \in \mathbb{R}^{N \times M}}{\operatorname{argmin}} \frac{1}{2}\|T u-f\|_{2}^{2}+\frac{\lambda_{1}}{2}\left\|b_{1}^{n}+\nabla u-v^{n}\right\|_{2}^{2}$
$+\frac{\lambda_{2}}{2}\left\|b_{2}^{n}+\nabla^{2} u-w^{n}\right\|_{2}^{2}$,
Subproblem 2: $\quad v^{n+1}=\underset{v \in\left(\mathbb{R}^{N \times M}\right)^{2}}{\operatorname{argmin}} \alpha\|v\|_{1}+\frac{\lambda_{1}}{2}\left\|b_{1}^{n}+\nabla u^{n+1}-v\right\|_{2}^{2}$,
Subproblem 3: $\quad w^{n+1}=\underset{w \in\left(\mathbb{R}^{N \times M}\right)^{4}}{\operatorname{argmin}} \beta\|w\|_{1}+\frac{\lambda_{2}}{2}\left\|b_{2}^{n}+\nabla^{2} u^{n+1}-w\right\|_{2}^{2}$,
Update on $\mathbf{b}_{1}: \quad b_{1}^{n+1}=b_{1}^{n}+\nabla u^{n+1}-v^{n+1}$,
Update on $\mathbf{b}_{2}: \quad b_{2}^{n+1}=b_{2}^{n}+\nabla^{2} u^{n+1}-w^{n+1}$.

We note that the above splitting strategy is tuned for image denoising and deblurring. As far as image inpainting is concerned an alternative splitting is required for efficient implementation. We discuss that in Section 3.7.2. The above alternating minimisation scheme, make up the split Bregman iteration that is proposed in [GO09] to solve the total variation minimisation problem as well as problems related to compress sensing. For convergence properties of the split Bregman iteration and also other splitting techniques we refer the reader to [CW06, EZC10, Set09]. In [WT10] and [YOGD08], it is noted that the Bregman iteration coincides with the augmented Lagrangian method. Minimising
alternatingly with respect to the variables in the augmented Lagrangian method results to the alternating direction method of multipliers (ADMM), see [Gab83]. Thus, split Bregman is equivalent to ADMM. In [Eck89] and [Gab83] it is shown that ADMM is equivalent to the Douglas-Rachford splitting algorithm whose convergence is guaranteed. We refer the reader to [Set09] for an interesting study in this subject.

We now discuss how we solve each of the minimisation problems (3.68)-(3.70) for the case of denoising and deblurring. Thus, we assume that $T$ is either the identity or represents a circular convolution. We denote by $\mathcal{F}$ the two dimensional discrete Fourier transform.

Subproblem 1: We want to solve (3.68), i.e.,

$$
u^{n+1}=\underset{u \in \mathbb{R}^{N \times M}}{\operatorname{argmin}} \frac{1}{2}\|T u-f\|_{2}^{2}+\frac{\lambda_{1}}{2}\left\|b_{1}^{n}+\nabla u-v^{n}\right\|_{2}^{2}+\frac{\lambda_{2}}{2}\left\|b_{2}^{n}+\nabla^{2} u-w^{n}\right\|_{2}^{2} .
$$

This is solved through its optimality condition. In the continuous setting that results in a fourth order linear PDE. In the discrete setting the optimality condition reads as follows:

$$
\begin{align*}
& T^{*} T u^{n+1}-\lambda_{1}\left(\overleftarrow{D_{x}}\left(D_{x}\left(u^{n+1}\right)\right)+\overleftarrow{D_{y}}\left(D_{y}\left(u^{n+1}\right)\right)\right) \\
& +\lambda_{2}\left(\overleftarrow{D_{x x}}\left(D_{x x}\left(u^{n+1}\right)\right)+\overleftarrow{D_{y y}}\left(D_{y y}\left(u^{n+1}\right)\right)+2 \overleftarrow{D_{x y}}\left(D_{x y}\left(u^{n+1}\right)\right)\right) \\
& =f+\lambda_{1}\left(\overleftarrow{D_{x}}\left(b_{1,1}^{n}-v_{1}^{n}\right)+\overleftarrow{D_{y}}\left(b_{1,2}^{n}-v_{2}^{n}\right)\right) \\
& -\lambda_{2}\left(\overleftarrow{D_{x x}}\left(b_{2,11}^{n}-w_{11}^{n}\right)+\overleftarrow{D_{y y}}\left(b_{2,22}^{n}-w_{22}^{n}\right)+2 \overleftarrow{D_{x y}}\left(b_{2,12}^{n}-w_{12}^{n}\right)\right) \tag{3.73}
\end{align*}
$$

where here $T^{*}$ is the adjoint operator of $T$. Note that for the special cases we are considering here we have in fact $T=T^{*}$. Due to the periodic boundary conditions, the discrete differential operators act like circular convolution. The same holds for the operator $T$ from our assumptions. Thus taking Fourier transforms in (3.73) gives

$$
F D \cdot \mathcal{F}\left(u^{n+1}\right)=\mathcal{F}\left(R^{n}\right),
$$

where

$$
\begin{aligned}
F D:= & \left.\mathcal{F}\left(T^{*}\right) \cdot \mathcal{F}(T)-\lambda_{1}\left(\mathcal{F}\left(\overleftarrow{D_{x}}\left(D_{x}\right)\right)+\mathcal{F}\left(\overleftarrow{D_{y}}\left(D_{y}\right)\right)\right)\right) \\
& +\lambda_{2}\left(\mathcal{F}\left(\overleftarrow{D_{x x}}\left(D_{x x}\right)\right)+\mathcal{F}\left(\overleftarrow{D_{y y}}\left(D_{y y}\right)\right)+\mathcal{F}\left(\overleftarrow{D_{x y}}\left(D_{x y}\right)\right)\right),
\end{aligned}
$$

and $R^{n}$ is the righthand side of (3.73). Here "." denotes pointwise multiplication of matrices. Thus we have

$$
u^{n+1}=\mathcal{F}^{-1}\left(\mathcal{F}\left(R^{n}\right) / F D\right),
$$

where "/" denotes pointwise division. Note that the term FD needs to be calculated only
once at the beginning of the algorithm.

Subproblem 2: Problem (3.68) has a closed form solution too. We have

$$
\begin{aligned}
& v^{n+1}=\underset{v \in\left(\mathbb{R}^{N \times M}\right)^{2}}{\operatorname{argmin}} \alpha\|v\|_{1}+\frac{\lambda_{1}}{2}\left\|b_{1}^{n}+\nabla u^{n+1}-v\right\|_{2}^{2} \\
&=\underset{v \in\left(\mathbb{R}^{N \times M}\right)^{2}}{\operatorname{argmin}} \sum_{i, j} \alpha \sqrt{v_{1}(i, j)^{2}+v_{2}(i, j)^{2}}+\frac{\lambda_{1}}{2}\left(\left(b_{1,1}^{n}(i, j)+D_{x} u^{n+1}(i, j)-v_{1}(i, j)\right)^{2}\right. \\
&\left.+\left(b_{1,2}^{n}(i, j)+D_{y} u^{n+1}(i, j)-v_{2}(i, j)\right)^{2}\right) \Rightarrow \\
& v^{n+1}(i, j)=\underset{\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2}}{\operatorname{argmin}} \sum_{i, j} \alpha \sqrt{z_{1}^{2}+z_{2}^{2}}+\frac{\lambda_{1}}{2}\left(\left(b_{1,1}^{n}(i, j)+D_{x} u^{n+1}(i, j)-z_{1}\right)^{2}\right. \\
&\left.+\left(b_{1,2}^{n}(i, j)+D_{y} u^{n+1}(i, j)-z_{2}\right)^{2}\right) .
\end{aligned}
$$

Setting $s^{n}(i, j)=\left(s_{1}^{n}(i, j), s_{2}^{n}(i, j)\right)=\left(b_{1,1}^{n}(i, j)+D_{x} u^{n+1}(i, j), b_{1,2}^{n}(i, j)+D_{y} u^{n+1}(i, j)\right) \in$ $\mathbb{R}^{2}$ it is easy to check that

$$
\begin{aligned}
& v_{1}^{n+1}(i, j)=\max \left(\left|s^{n}(i, j)\right|-\frac{\alpha}{\lambda_{1}}, 0\right) \frac{s_{1}^{n}(i, j)}{\left|s^{k}(i, j)\right|}, \\
& v_{1}^{n+1}(i, j)=\max \left(\left|s^{n}(i, j)\right|-\frac{\alpha}{\lambda_{1}}, 0\right) \frac{s_{2}^{n}(i, j)}{\left|s^{k}(i, j)\right|},
\end{aligned}
$$

with the convention that $0 / 0=0$. The above operation on $v$ is known as shrinkage.

Subproblem 3: We have

$$
w^{n+1}=\underset{w \in\left(\mathbb{R}^{N \times M}\right)^{4}}{\operatorname{argmin}} \beta\|w\|_{1}+\frac{\lambda_{2}}{2}\left\|b_{2}^{n}+\nabla^{2} u^{n+1}-w\right\|_{2}^{2} .
$$

Working in the same way as in subproblem 2 and setting

$$
\begin{aligned}
t^{n}(i, j)= & \left(t_{1}^{n}(i, j), t_{2}^{n}(i, j), t_{3}^{n}(i, j), t_{3}^{n}(i, j)\right) \\
= & \left(b_{2,11}^{n}(i, j)+D_{x x} u^{n+1}(i, j), b_{2,22}^{n}(i, j)+D_{y y} u^{n+1}(i, j),\right. \\
& \left.b_{2,12}^{n}(i, j)+D_{12} u^{n+1}(i, j), b_{2,12}^{n}(i, j)+D_{x y} u^{n+1}(i, j)\right) \in \mathbb{R}^{4},
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& w_{11}^{n+1}(i, j)=\max \left(\left|t^{n}(i, j)\right|-\frac{\beta}{\lambda_{2}}, 0\right) \frac{t_{1}^{n}(i, j)}{\left|t^{n}(i, j)\right|} \\
& w_{22}^{n+1}(i, j)=\max \left(\left|t^{n}(i, j)\right|-\frac{\beta}{\lambda_{2}}, 0\right) \frac{t_{2}^{n}(i, j)}{\left|t^{n}(i, j)\right|} \\
& w_{12}^{n+1}(i, j)=\max \left(\left|t^{n}(i, j)\right|-\frac{\beta}{\lambda_{2}}, 0\right) \frac{t_{3}^{n}(i, j)}{\left|t^{n}(i, j)\right|}
\end{aligned}
$$

We remark here that all three subproblems (3.68)-(3.70) are solved exactly. This is in contrast with several previous works on total variation minimisation using split Bregman [GO09, Pas12a, Pas12c, Pas12b] where the subproblem of the type (3.68) is solved approximately with one iteration of Gauss-Seidel to the linear system that results from the optimality condition. There, the optimality condition leads to a second order linear PDE instead of fourth order. Even though, convergence is achieved using both methods, the FFT approach leads to a faster and a more robust convergence, see also the corresponding experimental discussion in Section 3.7.2.

Note finally that different values of $\lambda_{1}$ and $\lambda_{2}$ can result in different convergence speeds. Even though, it is not obvious a priori how to choose $\lambda_{1}$ and $\lambda_{2}$ is order to get optimal performance, this choice has to be done only once and a potential user does not have to worry about it. For the cases of denoising and deblurring we have found empirically that $\lambda_{1}=\lambda_{2}=1$ give good results. For the case of inpainting, see the corresponding discussion in Section 3.7.4.

### 3.6 Applications to image denoising and deblurring

## Image denoising

In this section we discuss the application of the TV-TV ${ }^{2}$ approach (3.50) to image denoising, i.e., when the operator $T$ is the identity. We have performed experiments to images that have been corrupted by Gaussian noise, thus the $L^{2}$ norm in the fidelity term is the most suitable. We compare our method with infimal convolution [CL97] solved also with a split Bregman scheme and the total generalised variation [BKP10] solved with the primaldual method of Chambolle and Pock [CP11] as it is described in [Bre14]. We present among others, examples for $a=0, \beta>0$ and $\alpha>0, \beta=0$. Recall that for $\beta=0$, our model corresponds to the classical ROF denoising model, while for $\alpha=0$, it corresponds to the pure $\mathrm{TV}^{2}$ restoration [ BP 10 ].

Our main assessment tool for the quality of the reconstructions is the structural similarity index SSIM [WBSS04, WB09]. The reason for this choice is that in contrast to traditional quality measures like the peak signal-to-noise ratio PSNR, the SSIM index also assesses the conservation of the structural information of the reconstructed image. A justification for the choice of SSIM as a good fidelity measure instead of the traditional PSNR can be seen in Figure 3.3. Note that a perfect reconstruction has $\mathrm{SSIM}=1$. Figures 3.3(c) and 3.3(d) show the denoising results of pure TV minimisation $(\beta=0)$. Figure 3.3(c) is the one with the highest SSIM value (0.6595) while the SSIM value of Figure 3.3(d) is significantly lower (0.4955). This assessment comes in agreement with the human point of view since, even though this is subjective, one would consider Figure 3.3(c) as a better reconstruction. On the other hand, Figure 3.3(c) has slightly smaller PSNR value (14.02) than Figure 3.3(d) (14.63), which is the one with the highest PSNR value. Similar results


Figure 3.3: Justification for the use of SSIM as an appropriate image quality assessment tool. The initial image, Figure (a) is contaminated with Gaussian noise of variance 0.5 , Figure (b). We show the best SSIM valued, Figure (c), (SSIM $=0.6595, \mathrm{PSNR}=14.02)$ and the best PSNR valued, Figure (d), (SSIM $=0.4955$, PSNR $=14.63$ ), recontructions among reconstructed images with pure TV denoising $(\beta=0)$. The better SSIM assessment agrees more with the human perception.
are obtained for $\beta>0$.
For this section, we use a predefined number of iterations as a stopping criterium for our algorithm which in most examples is 300 . In fact, we observe that after 80-100 iterations the relative residual of successive iterates is of the order of $10^{-3}$ or lower (see also Table 3.1) and hence no noticeable change in the iterates is observed after that.
Figure 3.4 depicts one denoising example, where the original image has been corrupted by Gaussian noise of variance 0.005 . For better visualisation, we include the middle row slices of all reconstructions in Figure 3.5. The highest SSIM value for TV denoising is achieved for $\alpha=0.12(\mathrm{SSIM}=0.8979)$ while the highest one for $\mathrm{TV}-\mathrm{TV}^{2}$ is achieved for $\alpha=0.06$, $\beta=0.03$ (SSIM $=0.9081$ ). This is slightly better than infimal convolution (SSIM=0.9053). Note, however, that this optimal combination of $\alpha$ and $\beta$ in terms of SSIM does not always correspond to the best visual result. In general, the latter corresponds to a slightly larger $\beta$ than the one chosen by SSIM see Figure 3.4(h). Still, for proof of concept, we prefer to stick with an objective quality measure and SSIM, in our opinion, is the most reliable choice for that matter. In the image of Figure 3.4(h) the staircasing effect has almost disappeared and the image is still pleasant to the human eye despite being slightly more blurry. This slight blur, which is the price that the method pays for the removal of the staircasing effect, can be easily and efficiently removed in post processing using simple sharpening filters, e.g. in GIMP. We did that in Figure 3.4(i), also adjusting the constrast, achieving a very good result both visually and SSIM-wise (0.9463). The overall highest SSIM value is achieved by TGV (0.9249), producing a reconstruction of very good quality. However, TGV converges slowly to the true solution. In order to check that, we compute the ground truth solution (denoted by GT) for the parameters of the TGV problem that correspond to Figure 3.4(d), by taking a large amount of iterations (2000). We check the


Figure 3.4: Denoising of a synthetic image that has been corrupted by Gaussian noise of variance 0.005 .

GPU time that is needed for the iterates to have a relative residual

$$
\frac{\left\|u^{n}-\mathrm{GT}\right\|_{2}}{\|\mathrm{GT}\|_{2}} \leq 10^{-3}
$$

and we do the same for the TV-TV ${ }^{2}$ example of Figure 3.4(f). For TGV, it takes 1297 iterations (primal-dual method [CP11]) and 36.25 seconds while for TV-TV ${ }^{2}$ it takes 86 split Bregman iterations and 4.05 seconds, see Table 3.1. That makes our method more suitable for cases where fast but not necessarily optimal results are needed, e.g. video processing.

In order to examine the quality of the reconstructions that are produced from each


Figure 3.5: Corresponding middle row slices of images in Figure 3.4.
method as the number of iteration increases, we have plotted the evolution of the SSIM values in Figure 3.6. In the horizontal axis, instead of the number of iterations, we put the absolute CPU time calculated by the product of the number of iterations times the CPU time per iteration as it is seen in Table 3.1. We observe that for TGV, the SSIM value increases gradually with time, while for the methods solved with split Bregman, the image quality peaks very quickly and then remains almost constant except for TV, where the staircasing appears in the later iterations, leading eventually to a decrease of the SSIM value.

We also examine how the SSIM and PSNR values of the restored images behave as


Figure 3.6: Evolution of the SSIM index with absolute CPU time for the examples of Figure 3.4. For TV denoising the SSIM value peaks after 0.17 seconds ( 0.9130 ) and after it drops when the staircasing appears, see corresponding comments on [GO09]. For $\mathrm{TV}-\mathrm{TV}^{2}$ the peak appears after 1.08 seconds (0.9103) and remains essentially constant. The TGV iteration starts to outperform the methods after 1.89 seconds. This shows the potential of split Bregman to produce visually satisfactory results before convergence has occurred, in contrast with the primal-dual method.


Figure 3.7: Plot of the SSIM and PSNR values of the restored image as functions of $\alpha$ and $\beta$, for the example of Figure 3.4. For display convenience all the values under 0.85 (SSIM) and 26 (PSNR) are colour with dark blue. The dotted cells correspond to the highest SSIM (0.9081) and PSNR (32.39) value that was achieved achieved for $\alpha=0.06$, $\beta=0.03$ and $\alpha=0.06, \beta=0.005$ respectively. Note that the first column in both plots corresponds to pure TV denoising, $(\beta=0)$.
a function of the weighting parameters $\alpha$ and $\beta$. In Figure 3.7 we plot these values for $\alpha=0,0.02,0.04, \ldots, 0.3$ and $\beta=0,0.005,0.01, \ldots, 0.1$. The plot suggests that both quality measures behave in a continuous way and they have a global maximum. However, PSNR tends to rate higher those images that have been processed with a small value of $\beta$ or even with $\beta=0$ which is not the case for SSIM. An explanation for this is that higher values of $\beta$ result to a further loss of contrast, see Figure 3.8, something that is penalised by the PSNR. Note however, that the contrast can be recovered easily in a post-prosessing stage while it is not an easy task to reduce the staircasing effect using conventional processing methods.


Figure 3.8: Middle row slices of reconstructed images (left) with $\alpha=0.12, \beta=0$ (blue colour) and $\alpha=0.12, \beta=0.06$ (red colour). Slices of the original image are plotted with black colour. A detail of the plot is provided on the right image. Even though the $\mathrm{TV}-\mathrm{TV}^{2}$ method eliminates the staircasing effect, it also results to further slight loss of contrast.

Finally in Figure 3.9 we perform denoising in an natural image which has been corrupted by Gaussian noise of variance 0.005 . The staircasing of TV denoising ( $\mathrm{SSIM}=0.8168$ ) is obvious in the Figures 3.9 (c) and (i). The overall best performance of the TV-TV ${ }^{2}$ method ( $\mathrm{SSIM}=0.8319$ ) is achieved by choosing $\alpha=\beta=0.017$, Figure 3.9(d). However, one can get satisfactory results by choosing $\alpha=\beta=0.023$, eliminating further the staircasing without blurring the image too much, compare for example the details in Figures $3.9(\mathrm{j})$ and $3.9(\mathrm{k})$.

## Image deblurring

In our deblurring implementation $T$ denotes a circular convolution with a discrete Gaussian kernel ( $\sigma=2$, size: $11 \times 11$ pixels). The blurred image is also corrupted by additive Gaussian noise of variance $10^{-4}$. Deblurring results are shown in Figure 3.10 and the corresponding middle row slices in Figure 3.11.

As in the denoising case the introduction of the second order term with a small weight $\beta$ decreases noticeably the staircasing effect, compare Figures 3.10(c) and 3.10(f). Moreover, we can achieve better visual results if we increase further the value of $\beta$ without blurring the image significantly, Figure $3.10(\mathrm{~g})$. Infimal convolution, does not give a satisfactory

(a) Clean image, SSIM $=1$

(d) TV-TV ${ }^{2}$ denoising, $\alpha=0.017$, $\beta=0.017, \mathrm{SSIM}=0.8319$

(b) Noisy image, Gaussian noise, variance $=0.005, \mathrm{SSIM}=0.4436$

(e) $\mathrm{TV}-\mathrm{TV}^{2}$ denoising, $\alpha=0.023$, $\beta=0.023$, $\mathrm{SSIM}=0.8185$

(j) TV-TV2 denoising, $\alpha=0.017, \beta=0.017$, SSIM=0.8319

(g) Clean image, $\mathrm{SSIM}=1$

(h) Noisy image, Gaussian noise, variance $=0.005$, SSIM $=0.4436$
(k) TV-TV ${ }^{2}$ denoising, $\alpha=0.023, \beta=0.023$, SSIM $=0.8185$


(c) TV denoising, $\alpha=0.05$, SSIM=0.8168

(f) $\mathrm{TV}^{2}$ denoising, $\beta=0.05$, SSIM=0.8171

(i) TV denoising, $\alpha=0.05$, SSIM $=0.8168$

(1) $\mathrm{TV}^{2}$ denoising, $\beta=0.05, \mathrm{SSIM}=0.8171$

Figure 3.9: Denoising of a natural image that has been corrupted by Gaussian noise of variance 0.005 .


Figure 3.10: Deblurring of a blurred (Gaussian kernel of variance $\sigma=2$ ) and noisy (additive Gaussian noise, variance $10^{-4}$ ) synthetic image.


Figure 3.11: Corresponding middle row slices of images in Figure 3.10.

(a) Clean image, $\mathrm{SSIM}=1$

(b) Blurred and noisy image, SSIM=0.7149

(e) $\mathrm{TV}-\mathrm{TV}^{2}$ deblurring, $\alpha=0.0005, \beta=0.0003$, $\mathrm{SSIM}=0.8307$

(c) TV deblurring, $\alpha=0.0007$, $\mathrm{SSIM}=0.8293$

(f) $\mathrm{TV}-\mathrm{TV}{ }^{2}$ deblurring, $\alpha=0.0005, \beta=0.0003$, $\mathrm{SSIM}=0.8330$,
Post-processing: GIMP sharpening


Figure 3.12: Deblurring of a blurred (Gaussian kernel of variance $\sigma=2$ ) and noisy (additive Gaussian noise, variance $10^{-4}$ ) natural image.
result here, Figure 3.10(e). TGV gives again the best qualitative result, Figure 3.10(d), but the computation takes about 10 minutes. Even though the time comparison is not completely fair here (the implementation described in [Bre14] does not use FFT) it takes a few thousands of iterations for TGV to deblur the image satisfactorily, in comparison with a few hundreds for the TV-TV ${ }^{2}$ method.

In Figure 3.12 we show the performance of TV-TV ${ }^{2}$ method for deblurring a natural image. The best result for $\mathrm{TV}-\mathrm{TV}^{2}(\mathrm{SSIM}=0.8361)$ is achieved with $\alpha=0.0005$ and $\beta=0.0001$, Figure 3.12(d). As in the case of denoising, one can increase the value of $\beta$ slightly, reducing further the staircasing effect, Figures 3.12(e) and 3.12(k). The additional blur which is a result of the larger $\beta$ can be controlled using a sharpening filter, Figures $3.12(f)$ and 3.12(l).

## Discussion

In the case of denoising and deblurring we compared our method with TGV, which is considered a state of the art method in the area of higher order image reconstruction methods in the variational context. Indeed, in both image reconstruction tasks, TGV gives better qualitative results, in terms of the SSIM index. However, the computational time that was needed to obtain the TGV result solved with the primal-dual method is significantly more than the one needed to compute the TV-TV ${ }^{2}$ method using split Bregman, see Table 3.1. We also show that with simple and fast post-processing techniques we can obtain results comparable with TGV. For these reasons, we think that the TV-TV ${ }^{2}$ approach is particularly interesting for applications in which the speed of computation matters. Regarding the comparison with infimal convolution, our method is slightly faster and results in better reconstructions in deblurring while in denoising the results are comparable.

### 3.7 Applications to image inpainting and online demo in IPOL

### 3.7.1 Motivation and IPOL's philosophy

In this section we present examples of the application of our TV-TV ${ }^{2}$ approach to image inpainting. Recall that in image inpainting, the goal is to reconstruct an image inside a missing part $D \subseteq \Omega$, the inpainting domain, using the information from the intact part. The corresponding minimisation problem in the discrete setting reads as follows

$$
\begin{equation*}
\min _{u \in \mathbb{R}^{N \times M}} \frac{1}{2}\left\|\mathcal{X}_{\Omega \backslash D}(u-f)\right\|_{2}^{2}+\alpha\|\nabla u\|_{1}+\beta\left\|\nabla^{2} u\right\|_{1} . \tag{3.74}
\end{equation*}
$$

We note that in the inpainting task one wants to keep both values of $\alpha$ and $\beta$ small, such that more weight is put on the fidelity term so it remains close to zero and hence

The combined TV-TV ${ }^{2}$ approach for image reconstruction

| Denoising (B\&W) - Image size: $200 \times 300$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | No of iterations for GT | No of iterations for $\left\\|u_{k}-G T\right\\|_{2} /\\|G T\\|_{2} \leq 10^{-3}$ | CPU time (secs) | time per iteration (secs) |
| TV | 2000 | 136 | 2.86 | 0.0210 |
| TV ${ }^{2}$ | 2000 | 107 | 3.62 | 0.0338 |
| TV-TV ${ }^{2}$ | 2000 | 86 | 4.05 | 0.0471 |
| Inf.-Conv. | 2000 | 58 | 3.33 | 0.0574 |
| TGV | 2000 | 1297 | 36.25 | 0.0279 |
| Deblurring (B\&W) - Image size: $200 \times 300$ |  |  |  |  |
|  | No of iterations for GT | No of iterations for $\left\\|u_{k}-G T\right\\|_{2} /\\|G T\\|_{2} \leq 10^{-2}$ | CPU time (secs) | time per iteration (secs) |
| TV | 1000 | 478 | 10.72 | 0.0257 |
| TV ${ }^{2}$ | 1000 | 108 | 3.64 | 0.0337 |
| TV-TV ${ }^{2}$ | 1000 | 517 | 25.47 | 0.0493 |
| Inf.-Conv. | 1000 | 108 | 7.47 | 0.0692 |
| TGV | CPU time more than 10 minutes |  |  | 1.22 |

Table 3.1: Computational times for the examples of Figures 3.4 and 3.10. We computed a ground true solution (GT) for every method by taking a large number of iterations and record the number of iterations and CPU time it takes for the relative residual between the iterates and the ground true solution to fall below a certain threshold. The TGV examples were computed using $\sigma=\tau=0.25$ in the primal-dual method described in [Bre14]. The implementation was done using MATLAB in a Macbook 10.7.3, 2.4 GHz Intel Core 2 Duo and 2 GB of memory.
it essentially holds $u=f$ in $\Omega \backslash D$. As we are going to see later on, connectivity along large gaps in the inpainting domain is essentially achieved only with pure $\mathrm{TV}^{2}$ inpainting $(\alpha=0)$. However, we keep on using this $\mathrm{TV}-\mathrm{TV}^{2}$ combination in order to keep the method flexible, regarded as a superset of pure TV and pure TV² inpainting. In this way, we can study the effect that each term has on the inpainting image.

As we have already mentioned, our motivation here is that the kind of regularisation given in (3.74) has the ability to connect large gaps in the inpainting domain with the price of some blur, see Figure 3.13. There, the task is to inpaint a large gap in a black stripe.


Figure 3.13: Illustration of the connectivity property of $\mathrm{TV}^{2}$ inpainting.

Harmonic inpainting, i.e., regularising with $\|\nabla u\|_{2}^{2}$, achieves no connectivity, producing a
rather smooth result, Figure 3.13(b). Pure TV inpainting is not able to make a connection at all, Figure 3.13 (c) but pure $\mathrm{TV}^{2}$ inpainting is able to connect the large gap with the price of some blur. As we will see in Section 3.7.5, this connectivity depends also on the size and geometry of the inpainting domain.

We will next present an algorithm in order to solve (3.74). We also provide a source code for that algorithm written in C and an online demonstration in Image Processing Online (IPOL) accessible on the online version of [PSS13], http://dx.doi.org/10.5201/ ipol.2013.40. IPOL is a peer reviewed online research journal specialising on image processing algorithms. Its philosophy is that each article consists of a standard text describing an image processing algorithm and also its source code, along with an online demonstration in a provided platform. Everyone has access to the code and the online demonstration and can test by themselves what each method does (open access software). In Figure 3.14 we provide two screenshots from the IPOL website that show the structure


Figure 3.14: IPOL's online demonstration platform.
of the online demonstration. The user can choose the parameters $\alpha$ and $\beta$ as well as the inpainting domain $D$. There is also an opportunity for the users to upload their own image. Every test of the method is stored in the "Archive" section of the platform. Each algorithm should be able to compute the result in at most 30 seconds for images of resolution up to $500 \times 500$ pixels. Thus, we need a fast and efficient algorithm in order to solve (3.74) which we present in the next section.

### 3.7.2 Split Bregman for TV-TV ${ }^{2}$ inpainting

The algorithm for $\mathrm{TV}-\mathrm{TV}^{2}$ inpainting is also based on a splitting technique but it is slightly different than the one used for denoising and deblurring. As in the latter cases, we first transform the unconstrained minimisation problem (3.74) into a constrained one, formulate the corresponding Bregman iteration algorithm and then we minimise alternatingly with
respect to all the different variables.
Note that (3.74) is equivalent to

$$
\begin{equation*}
\min _{\substack{u \in \mathbb{R}^{N \times M}, \tilde{u} \in \mathbb{R}^{N \times M} \\ v \in\left(\mathbb{R}^{N \times M}\right)^{2}, w \in\left(\mathbb{R}^{N \times M}\right)^{4}}}\left\|\mathcal{X}_{\Omega \backslash D}(u-f)\right\|_{2}^{2}+\alpha\|v\|_{1}+\beta\|w\|_{1} \text {, such that } u=\tilde{u}, v=\nabla \tilde{u}, w=\nabla^{2} \tilde{u} \text {. } \tag{3.75}
\end{equation*}
$$

The introduction of the auxiliary variable $\tilde{u}$ is crucial since it allows the use of fast Fourier transform, leading to a fast implementation see Remark in page 97. The Bregman iteration that corresponds to (3.75) is

$$
\begin{align*}
&\left(u^{n+1}, \tilde{u}^{n+1}, v^{n+1}, w^{n+1}\right)=\underset{u, \tilde{u}, v, w}{\operatorname{argmin}}\left\|\mathcal{X}_{\Omega \backslash D}(u-f)\right\|_{2}^{2}+\alpha\|v\|_{1}+\beta\|w\|_{1} \\
&+\frac{\lambda_{0}}{2}\left\|b_{0}^{n}+\tilde{u}-u\right\|_{2}^{2}+\frac{\lambda_{1}}{2}\left\|b_{1}^{n}+\nabla \tilde{u}-v\right\|_{2}^{2} \\
&+\frac{\lambda_{2}}{2}\left\|b_{2}^{n}+\nabla^{2} \tilde{u}-w\right\|_{2}^{2},  \tag{3.76}\\
& b_{0}^{n+1}=b_{0}^{n}+\tilde{u}^{n+1}-u^{n+1}, \\
& b_{1}^{n+1}=b_{1}^{n}+\nabla \tilde{u}^{n+1}-v^{n+1}, \\
& b_{2}^{n+1}=b_{2}^{n}+\nabla^{2} \tilde{u}^{n+1}-w^{n+1} .
\end{align*}
$$

Solving (3.76) approximately by minimising alternatingly with respect to $u, \tilde{u}, v$ and $w$, leads to the split Bregman algorithm for TV-TV ${ }^{2}$ inpainting. We also refer the reader to the works by Getreuer in IPOL [Pas12a, Pas12b, Pas12c] which use the split Bregman method for TV denoising, deblurring and inpainting respectively. In our case the split Bregman formulation reads as follows:
$\underline{\text { Split Bregman for } L^{2}-T V-T V^{2} \text { inpainting - Greyscale images }}$

Subproblem 1: $\quad u^{n+1}=\underset{u \in \mathbb{R}^{N \times M}}{\operatorname{argmin}} \frac{1}{2}\left\|\mathcal{X}_{\Omega \backslash D}(u-f)\right\|_{2}^{2}+\frac{\lambda_{0}}{2}\left\|b_{0}^{n}+\tilde{u}^{n}-u\right\|_{2}^{2}$
Subproblem 2: $\quad \tilde{u}^{n+1}=\underset{\tilde{u} \in \mathbb{R}^{N \times M}}{\operatorname{argmin}} \frac{\lambda_{0}}{2}\left\|b_{0}^{n}+\tilde{u}-u^{n+1}\right\|_{2}^{2}+\frac{\lambda_{1}}{2}\left\|b_{1}^{n}+\nabla \tilde{u}-v^{n}\right\|_{2}^{2}$

$$
\begin{equation*}
+\frac{\lambda_{2}}{2}\left\|b_{2}^{n}+\nabla^{2} \tilde{u}-w^{n}\right\|_{2}^{2} \tag{3.78}
\end{equation*}
$$

Subproblem 3: $\quad v^{n+1}=\underset{v \in\left(\mathbb{R}^{N \times M}\right)^{2}}{\operatorname{argmin}} \alpha\|v\|_{1}+\frac{\lambda_{1}}{2}\left\|b_{1}^{n}+\nabla \tilde{u}^{n+1}-v\right\|_{2}^{2}$,
Subproblem 4: $\quad w^{n+1}=\underset{w \in\left(\mathbb{R}^{N \times M}\right)^{4}}{\operatorname{argmin}} \beta\|w\|_{1}+\frac{\lambda_{2}}{2}\left\|b_{2}^{n}+\nabla^{2} \tilde{u}^{n+1}-w\right\|_{2}^{2}$,
Update on $\mathbf{b}_{0}: \quad b_{0}^{n+1}=b_{0}^{n}+\tilde{u}^{n+1}-u^{n+1}$,
Update on $\mathbf{b}_{1}: \quad b_{1}^{n+1}=b_{1}^{n}+\nabla \tilde{u}^{n+1}-v^{n+1}$,

Update on $\mathbf{b}_{\mathbf{2}}: \quad b_{2}^{n+1}=b_{2}^{n}+\nabla^{2} \tilde{u}^{n+1}-w^{n+1}$.

Note that problem (3.78) is solved through its optimality condition, using FFT, exactly like the corresponding problem (3.68). Similarly, problems (3.79) and (3.80) are solved via shrinkage, like problems (3.69) and (3.70). Lastly, it is easy to show that problem (3.77) has a closed form solution, so it can be solved very fast as well. Indeed, we have,

$$
\begin{aligned}
u^{n+1} & =\underset{u \in \mathbb{R}^{N \times M}}{\operatorname{argmin}} \frac{1}{2}\left\|\mathcal{X}_{\Omega \backslash D}(u-f)\right\|_{2}^{2}+\frac{\lambda_{0}}{2}\left\|b_{0}^{n}+\tilde{u}^{n}-u\right\|_{2}^{2} \\
& =\underset{u \in \mathbb{R}^{N \times M}}{\operatorname{argmin}} \sum_{i, j} \mathcal{X}_{\Omega \backslash D}(u(i, j)-f(i, j))^{2}+\frac{\lambda_{0}}{2}\left(b_{0}^{n}(i, j)+\tilde{u}^{n}(i, j)-u(i, j)\right)^{2} \Rightarrow \\
u^{n+1}(i, j) & =\underset{z \in \mathbb{R}}{\operatorname{argmin}} \mathcal{X}_{\Omega \backslash D}(z-f(i, j))^{2}+\frac{\lambda_{0}}{2}\left(b_{0}^{n}(i, j)+\tilde{u}^{n}(i, j)-z\right)^{2} .
\end{aligned}
$$

It is trivial to calculate the solution of the last minimisation problem:

$$
\begin{equation*}
u^{n+1}(i, j)=\left(\frac{2 \mathcal{X}_{\Omega \backslash D}(i, j)}{\lambda_{0}+2}\right) f(i, j)+\left(\frac{\lambda_{0}+2\left(1-\mathcal{X}_{\Omega \backslash D}(i, j)\right)}{\lambda_{0}+2}\right)\left(b_{0}^{n}(i, j)+\tilde{u}^{n}(i, j)\right) \tag{3.84}
\end{equation*}
$$

Remark: One can notice here the utility of the auxiliary variable $\tilde{u}$. Without this variable, the minimisation problem (3.77) would be absent and the problem (3.78) would have the form

$$
\begin{equation*}
u^{n+1}=\underset{u \in \mathbb{R}^{N \times M}}{\operatorname{argmin}}\left\|\mathcal{X}_{\Omega \backslash D}(u-f)\right\|_{2}^{2}+\frac{\lambda_{1}}{2}\left\|b_{1}^{n}+\nabla u-v^{n}\right\|_{2}^{2}+\frac{\lambda_{2}}{2}\left\|b_{2}^{n}+\nabla^{2} u-w^{n}\right\|_{2}^{2} \tag{3.85}
\end{equation*}
$$

However, we cannot take advantage of the fast Fourier transform in order to solve the optimality condition of (3.85) since in general $\mathcal{F}\left(\mathcal{X}_{\Omega \backslash D}\right) \neq \mathcal{X}_{\Omega \backslash D} \mathcal{F}(u)$. An alternative approach would be to solve (3.85) approximately, using one or more iterations of GaussSeidel to the linear system that corresponds to its optimality condition as it is done in [GO09, Pas12a, Pas12c, Pas12b]. That would reduce the number of subproblems to be solved but it would have the disadvantage that one of them is not solved exactly. However, we prefer to introduce this auxiliary variable $\tilde{u}$ increasing the number of subproblems to four but being able to solve them exactly. In order to justify that, see Figure 3.15 for a quantitative comparison of the two approaches. There, we perform TV-TV ${ }^{2}$ inpainting on the image of Figure 3.15(a) using both algorithms i.e., (3.68)-(3.72) using one iteration of Gauss-Seidel for (3.68) and (3.77)-(3.83) using FFT in (3.77). For each approach, we plot the relative error

$$
\frac{\left\|u^{n}-\mathrm{GT}\right\|_{2}}{\|\mathrm{GT}\|_{2}}
$$

where GT denotes a ground solution which is taken to be an iterate $u^{n}$ for a large enough


Figure 3.15: Comparison of the efficiency of the use of fast Fourier transform for the solution of (3.78) over one iteration of Gauss-Seidel for the solution of (3.85).
$n$ (3000). For the FFT approach, the choice of $\lambda$ 's is done according to the rule (3.105) presented in Section 3.7.4, while for the Gauss-Seidel the selection of $\lambda$ 's is shown in Figure $3.15(\mathrm{~d})$. As Figure $3.15(\mathrm{~d})$ suggests (and also observed empirically) solving the linear subproblem with FFT leads to a faster convergence. Using more than one iterations of Gauss-Seidel does not improve the situation as it increases further the computational time, see also the corresponding discussion in [GO09].

### 3.7.3 The colour image case

So far we have only considered greyscale images, i.e., $u \in \mathbb{R}^{n \times m}$. However it is easy to derive a version of the algorithm (3.77)-(3.83) for colour images, that is to say when $\mathbf{u} \in\left(\mathbb{R}^{3}\right)^{N \times M}$, where for simplicity we only consider RGB images. Starting from the continuous setting, if $\mathbf{u}=\left(u^{1}, u^{2}, u^{3}\right)=(u, u, u) \in \operatorname{BV}\left(\Omega, \mathbb{R}^{3}\right)$, then recall that the total variation of $u$ is defined as

$$
\begin{equation*}
\mathrm{TV}(\mathbf{u})=\sup \left\{\sum_{a=1}^{3} \int_{\Omega} u^{a} \operatorname{div} v^{a} d x: \quad v \in \mathcal{C}_{c}^{1}\left(\Omega, \mathbb{R}^{3 \times 2}\right),\|v\|_{\infty} \leq 1\right\} \tag{3.86}
\end{equation*}
$$

As in the scalar case, if $\mathbf{u} \in W^{1,1}\left(\Omega, \mathbb{R}^{3}\right)$, then

$$
\begin{equation*}
\operatorname{TV}(\mathbf{u})=\int_{\Omega}|\nabla \mathbf{u}| d x \tag{3.87}
\end{equation*}
$$

Analogously we define $\operatorname{TV}^{2}(\mathbf{u})$. In the discrete setting the first and second order total variation have the form

$$
\begin{align*}
\operatorname{TV}(\mathbf{u}) & =\|(\nabla u, \nabla u, \nabla u)\|_{1},  \tag{3.88}\\
\operatorname{TV}^{2}(\mathbf{u}) & =\left\|\left(\nabla^{2} u, \nabla^{2} u, \nabla^{2} u\right)\right\|_{1} . \tag{3.89}
\end{align*}
$$

The minimisation problem corresponding to (3.74) now reads

$$
\begin{equation*}
\min _{\mathbf{u} \in\left(\mathbb{R}^{3}\right)^{N \times M}}\left\|\mathcal{X}_{\Omega \backslash D}(\mathbf{u}-\mathbf{f})\right\|_{2}^{2}+\alpha\|\nabla \mathbf{u}\|_{1}+\beta\left\|\nabla^{2} \mathbf{u}\right\|_{1} . \tag{3.90}
\end{equation*}
$$

It is not hard to check that the only difference to the minimisation algorithm of the greyscale case lies in the subproblems (3.79) and (3.80). This is the only point where the colours are "mixed". Subproblems (3.77), (3.78) and the updates (3.81)-(3.83) are done separately for each channel. This favours parallelisation of the algorithm. Thus the split Bregman algorithm for colour image inpainting reads as follows:

## Split Bregman for $\mathbf{L}^{2}-\mathbf{T V}-\mathbf{T V} \mathbf{V}^{\mathbf{2}}$ inpainting - colour images

Subproblem 1: Solve (3.77) separately for $u^{n+1}, u^{n+1}, u^{n+1}$,
Subproblem 2: Solve (3.77) separately for $\tilde{u}^{n+1}, \tilde{u}^{n+1}, \tilde{u}^{n+1}$,
Subproblem 3: $\quad \mathbf{v}^{n+1}=\underset{\mathbf{v} \in\left(\left(\mathbb{R}^{N \times M}\right)^{2}\right)^{3}}{\operatorname{argmin}} \alpha\|\mathbf{v}\|_{1}+\frac{\lambda_{1}}{2}\left\|\mathbf{b}_{1}^{n}+\nabla \tilde{\mathbf{u}}^{n+1}-\mathbf{v}\right\|_{2}^{2}$,
Subproblem 4: $\quad \mathbf{w}^{n+1}=\underset{\mathbf{w} \in\left(\left(\mathbb{R}^{N \times M}\right)^{4}\right)^{3}}{\operatorname{argmin}} \beta\|\mathbf{w}\|_{1}+\frac{\lambda_{2}}{2}\left\|\mathbf{b}_{2}^{n}+\nabla^{2} \tilde{\mathbf{u}}^{n+1}-\mathbf{w}\right\|_{2}^{2}$,
Update on $\mathbf{b}_{\mathbf{0}}$ : Do update (3.81) separately for $b_{0}^{n+1}, b_{0}^{n+1}, b_{0}^{n+1}$,
Update on $\mathbf{b}_{\mathbf{1}}$ : Do update (3.82) separately for $b_{1}^{n+1}, b_{1}^{n+1}, b_{1}^{n+1}$,
Update on $\mathbf{b}_{\mathbf{2}}$ : Do update (3.83) separately for $b_{2}^{n+1}, b_{2}^{n+1}, b_{2}^{n+1}$.

As far as the solution of (3.93) is concerned, similarly as before we set

$$
\begin{aligned}
\mathbf{s}^{n}(i, j)= & \left(s_{1}^{n}(i, j), s_{2}^{n}(i, j), s_{1}^{n}(i, j), s_{2}^{n}(i, j), s_{1}^{n}(i, j), s_{2}^{n}(i, j)\right) \\
= & \left(b_{1,1}^{n}(i, j)+D_{1} \tilde{u}^{n+1}(i, j), b_{1,2}^{n}(i, j)+D_{2} \tilde{u}^{n+1}(i, j),\right. \\
& b_{1,1}^{n}(i, j)+D_{1} \tilde{u}^{n+1}(i, j), b_{1,2}^{n}(i, j)+D_{2} \tilde{u}^{k+1}(i, j), \\
& \left.b_{1,1}^{n}(i, j)+D_{1} \tilde{u}^{n+1}(i, j), b_{1,2}^{n}(i, j)+D_{2} \tilde{u}^{n+1}(i, j)\right),
\end{aligned}
$$

and we can easily compute

$$
\begin{align*}
& v_{x}^{n+1}(i, j)=\max \left(\left|\mathbf{s}^{n}(i, j)\right|-\frac{\alpha}{\lambda_{1}}, 0\right) \frac{s_{1}^{n}(i, j)}{\left|\mathbf{s}^{n}(i, j)\right|},  \tag{3.98}\\
& v_{y}^{n+1}(i, j)=\max \left(\left|\mathbf{s}^{n}(i, j)\right|-\frac{\alpha}{\lambda_{1}}, 0\right) \frac{s_{2}^{n}(i, j)}{\left|\mathbf{s}^{n}(i, j)\right|},  \tag{3.99}\\
& v_{x}^{n+1}(i, j)=\max \left(\left|\mathbf{s}^{n}(i, j)\right|-\frac{\alpha}{\lambda_{1}}, 0\right) \frac{s_{1}^{n}(i, j)}{\left|\mathbf{s}^{n}(i, j)\right|},  \tag{3.100}\\
& v_{y}^{n+1}(i, j)=\max \left(\left|\mathbf{s}^{n}(i, j)\right|-\frac{\alpha}{\lambda_{1}}, 0\right) \frac{s_{2}^{n}(i, j)}{\left|\mathbf{s}^{n}(i, j)\right|},  \tag{3.101}\\
& v_{x}^{n+1}(i, j)=\max \left(\left|\mathbf{s}^{n}(i, j)\right|-\frac{\alpha}{\lambda_{1}}, 0\right) \frac{s_{1}^{n}(i, j)}{\left|\mathbf{s}^{n}(i, j)\right|},  \tag{3.102}\\
& v_{y}^{n+1}(i, j)=\max \left(\left|\mathbf{s}^{n}(i, j)\right|-\frac{\alpha}{\lambda_{1}}, 0\right) \frac{s_{2}^{n}(i, j)}{\left|\mathbf{s}^{n}(i, j)\right|} . \tag{3.103}
\end{align*}
$$

Analogously, we compute the solution of (3.94). We finally note that an analogous generalisation to the colour case can be done for the denoising and deblurring algorithm (3.68)-(3.72).

### 3.7.4 Stopping criteria and the selection of $\lambda$ 's

Establishing stopping criteria for our algorithm is necessary for the online implementation. After extensive experimentation, we have found empirically that a stopping criterion depending on the relative residue of the iterates $u^{n}$ is an appropriate one for the termination of the algorithm. Thus, the iterations are terminated when

$$
\begin{equation*}
\max \left\{\frac{\left|u_{k}-u_{k-1}\right|}{\left|u_{k-1}\right|}, \frac{\left|u_{k}-u_{k-1}\right|}{\left|u_{k-1}\right|}, \frac{\left|u_{k}-u_{k-1}\right|}{\left|u_{k-1}\right|}\right\} \leq 8 \cdot 10^{-5} \tag{3.104}
\end{equation*}
$$

The values of the parameters $\lambda_{0}, \lambda_{1}$ and $\lambda_{2}$ have to be chosen carefully. This selection is done automatically in the online demo. All the combinations eventually lead to convergence but the number of iterations that are needed for convergence differ dramatically for different combinations. Note that in the case of denoising and deblurring, only two parameters have to be specified, $\lambda_{1}$ and $\lambda_{2}$ instead of three here. This makes the choice a more difficult task as they have to be chosen such that they balance each other in an
optimal way within the problems (3.77)-(3.80). Empirically we have found that $\lambda_{1}$ and $\lambda_{2}$ have to be one or two orders of magnitude larger than $\alpha$ and $\beta$ respectively. The value of $\lambda_{0}$ should not be much larger than $\alpha$ and $\beta$ as that leads to a slow convergence. Here we choose the following values of these parameters, a combination that has shown to ensure fast convergence:

$$
\begin{equation*}
\lambda_{1}=10 \alpha, \quad \lambda_{2}=10 \beta, \quad \lambda_{0}=\max \{\alpha, \beta\} \tag{3.105}
\end{equation*}
$$

Table 3.2 and Figure 3.16 justify this empirical choice. In Figure 3.16, we perform pure TV ${ }^{2}$ inpainting to the image of Figure 3.15 for different choices of $\lambda_{0}$ and $\lambda_{2}$ and fixed $\beta=0.001$. In each case we plot the relative error between the iterates and the solution. The solution is taken to be a large iterate $(n=4000)$ that is obtained with the choice (3.105). What we generally observe can be seen in Table 3.2. The choice (3.105) leads to a fast convergence with small oscillatory behaviour in the iterates, see black line in Figure 3.16.

| Choice of $\lambda$ 's | Convergence to solution | Qualitative behaviour |
| :---: | :---: | :---: |
| $\lambda_{0}=\beta, \lambda_{2}=10 \beta$ | Fast | Small oscillations |
| $\lambda_{0}=\beta, \lambda_{2} \gg 10 \beta$ | Fairly fast | Smooth transition |
| $\lambda_{0}=\beta, \lambda_{2} \ll 10 \beta$ | Very slow | Wild oscillations |
| $\lambda_{0} \gg \beta, \lambda_{2}=10 \beta$ | Very slow | Smooth transition |
| $\lambda_{0} \ll \beta, \lambda_{2}=10 \beta$ | Slow | Smooth transition |

Table 3.2: Different behaviours of the iterates for different choices of the $\lambda$ parameters.

We refer the reader to the Appendix of [PSS13] for some further experimental discussion on the effect of different choices of $\lambda$ 's. We should note here that the stopping criterion (3.104) works well only in combination with the choices (3.105). Some choices of $\lambda$ 's lead to such a slow convergence that even though criterion (3.104) might be satisfied, the gap in the inpainting domain may not be filled in yet.

### 3.7.5 Inpainting examples

In this section we give some inpainting examples of the TV-TV ${ }^{2}$ method. Mainly we want to emphasise the differences in practice between pure first order $(\beta=0)$ and pure second order $(\alpha=0)$ total variation inpainting.

In Figure 3.17 we see a first example where we try to remove a large font text from a natural image. The $\mathrm{TV}^{2}$ result seems more pleasant to the human eye (subjective) as TV inpainting produces a piecewise constant reconstruction in the inpainting domain. This is confirmed quantitatively by the PSNR values inside the inpainting domain, as these are


Figure 3.16: Plot of the relative error of the iterates and the solution (pure $\mathrm{TV}^{2}$ inpainting of the image in Figure 3.15) for different choices of the parameters $\lambda_{0}$ and $\lambda_{2}$. The value of $\beta$ is 0.001 and the solution is taken to be the 4000 -th iterate obtained with $\lambda_{0}=0.001$, $\lambda_{2}=0.01$, see black line. We observe that other choices of $\lambda$ 's generally lead to a slower convergence.


Figure 3.17: Removing large font text from an image. Even though this is subjective, we believe that the pure TV ${ }^{2}$ result looks more realistic since the piecewise constant TV reconstruction is not desirable for natural images, see for example the inpainting of the letter " T ". The PSNR inside the inpainting domain for the three channels is $(34.19,34.97,36.99)$ for the TV inpainting and $(34.74,35.34,37.20)$ for the $\mathrm{TV}^{2}$ inpainting.
higher for the TV ${ }^{2}$ inpainting, see the caption of Figure 3.17.
In Figure 3.18 we see a second example with colour stripes. Here we include also


Figure 3.18: colour stripes inpainting. Observe the difference between TV and TV ${ }^{2}$ inpainting in the light blue stripe at the left, Figures (e) and (f), where in the $\mathrm{TV}^{2}$ case the blue colour is propagated inside the inpainting domain.
a harmonic inpainting example. As expected, in the case of TV inpainting the image is piecewise constant inside the inpainting domain, see Figure 3.18(c). This produces a desirable result in stripes whose width is larger than the size of the gap, connecting the gap and preserving the edges there, while TV ${ }^{2}$ inpainting, Figure 3.18(d), adds some additional blur at the edge of the stripe that belongs to the inpainting domain. However, TV inpainting fails to connect the thin stripes while $\mathrm{TV}^{2}$ propagates the right colour more reliably, see Figures 3.18(e) and 3.18(f). Finally, notice the difference between harmonic and $\mathrm{TV}^{2}$ inpainting in terms of connectivity, as the example of the yellow stripe of Figures 3.18(g) and 3.18(h) indicates.

Let us note here that Euler's elastica is also able of achieving connection along large gaps but even its fast implementation in [THC11] is more than ten times slower than our method, see the corresponding tables in that paper.

We also want to examine how the inpainting result behaves while we are moving from pure TV to pure $\mathrm{TV}^{2}$ inpainting in a continuous way. We can see this in Figure 3.19, where, keeping the geometry of the inpainting domain fixed, we see how connectivity is achieved while we are making the transition from pure TV to pure $\mathrm{TV}^{2}$. The parameters $\alpha$ and $\beta$ vary as follows:

$$
\alpha: 0.01 \rightarrow 0.008 \rightarrow 0.006 \rightarrow 0.005 \rightarrow 0.004 \rightarrow 0.002 \rightarrow 0
$$



Figure 3.19: Inpainting of a stripe with a large gap. Transition from pure TV to pure $\mathrm{TV}^{2}$. Connectivity is achieved only for large ratio $\beta / \alpha$, see Figures (g) and (h). No connectivity is obtained when the weights $\alpha$ and $\beta$ are equal, see Figure (e).

$$
\beta: 0 \quad \rightarrow 0.002 \rightarrow 0.004 \rightarrow 0.005 \rightarrow 0.006 \rightarrow 0.008 \rightarrow 0.01 .
$$

As we see in Figure 3.19, the large gap in the stripe is connected only for large values of $\beta$ and small values of $\alpha$. In the case where both weights $\alpha$ and $\beta$ are equal we observe no connection.

Finally we want to show the influence that the inpainting domain has on large gap connectivity. As we saw, in Figures 3.13(d) and 3.19(h), pure TV ${ }^{2}$ inpainting has the ability to connect large gaps along the inpainting domain. However, as numerical experiments have shown, the quality of the connection depends on the geometry of the inpainting domain $D$, see Figures 3.20 and 3.21. In particular, for the broken stripe example of Figures 3.20 and 3.21, the domain must extend above, underneath, left and right of the gap between the two parts of the stripe. For example in Figure 3.20(e), where the inpainting domain is just the area between the two parts, we do not have connection, see Figure 3.20(j), nor we have when we extend the domain only in the vertical direction, Figures $3.21(\mathrm{e})$ and (j).

In conclusion, TV-TV ${ }^{2}$ inpainting, especially its pure $\mathrm{TV}^{2}$ version, is a fast inpainting method that is capable of producing visually pleasing results. Its computational cost is not much higher than the one needed for TV inpainting and its connectivity properties make it in our opinion an appealing method to use, as far as local inpainting is concerned.


Figure 3.20: Different pure $\mathrm{TV}^{2}$ inpainting results for different inpainting domains of decreasing height. In all computations we set $\beta=0.001$.


Figure 3.21: Different pure $\mathrm{TV}^{2}$ inpainting results for different inpainting domains of decreasing width. In all computations we set $\beta=0.001$.

## Chapter 4

## Exact solutions of the one dimensional TGV regularisation problem

### 4.1 Introduction

As we have already seen in the introduction of the thesis, the total generalised variation of second order is a high quality regulariser that incorporates second order derivatives. In its more general definition, it incorporates derivatives up to $k$-th order, see [BKP10]. Given a function $u \in L^{1}(\Omega)$ with $\Omega \subseteq \mathbb{R}^{2}$ being open and bounded, its total generalised variation of order $k$ is defined as:

$$
\begin{equation*}
\operatorname{TGV}_{\boldsymbol{\alpha}}^{k}(u)=\sup \left\{\int_{\Omega} u \operatorname{div}^{k} v d x: v \in \mathcal{C}_{c}^{k}\left(\Omega, \operatorname{Sym}^{k}\left(\mathbb{R}^{d}\right)\right),\left\|\operatorname{div}^{i} v\right\|_{\infty} \leq \alpha_{i}, i=0, \ldots, k-1\right\} \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{\alpha}=\left(\alpha_{0}, \ldots, \alpha_{k-1}\right)$ is a multi-index of strictly positive entries and $\operatorname{Sym}^{k}\left(\mathbb{R}^{d}\right)$ denotes the space of symmetric tensors of order $k$ with arguments in $\mathbb{R}^{d}$. However, regarding its use in regularisation problems of the type

$$
\min _{u} \Phi(T u, f)+\operatorname{TGV}_{\boldsymbol{\alpha}}^{k}(u),
$$

only the case $k=2$ is typically considered. This is because of the increased computational cost to minimise $\operatorname{TGV}_{\boldsymbol{\alpha}}^{k}(u)$, for $k>2$ and also due to the fact that no significant improvement to the reconstructed image is observed to justify this additional cost. Note also that, as it follows easily from the definition,

$$
\operatorname{TGV}_{\alpha}^{1}(u)=\alpha \operatorname{TV}(u) .
$$

We are thus focusing on the second order total generalised variation, which can be written in a more familiar way as

$$
\begin{equation*}
\mathrm{TGV}_{\beta, \alpha}^{2}(u)=\sup \left\{\int_{\Omega} u \operatorname{div}^{2} v d x: v \in \mathcal{C}_{c}^{2}\left(\Omega, \mathcal{S}^{d \times d}\right),\|v\|_{\infty} \leq \beta,\|\operatorname{div} v\|_{\infty} \leq \alpha\right\} \tag{4.2}
\end{equation*}
$$

where $\alpha, \beta>0$ and $\mathcal{S}^{d \times d}$ is the space of $d \times d$ symmetric matrices.
As we mentioned in the introduction, the use of TGV in variational image reconstruction problems is becoming increasingly popular, due to the high quality of the restoration results. Like TV, it has the ability to preserve edges in the reconstructed images and in the same time it avoids the creation of the staircasing effect. Our motivation for this chapter is to gain more understanding of these properties of TGV by computing exact solutions for the one dimensional TGV denoising problem with $L^{2}$ fidelity term

$$
\begin{equation*}
\min _{u} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\operatorname{TGV}_{\beta, \alpha}^{2}(u) \tag{4.3}
\end{equation*}
$$

for simple data functions $f$. We examine under which conditions discontinuities are preserved and what is the role of the parameters $\alpha$ and $\beta$. The data functions we are considering is a piecewise constant function $f_{\text {p.c. }}$, a piecewise affine function $f_{\text {p.a. }}$ and a hat function $f_{\text {hat }}$, see Figure 4.1. The rationale is that by choosing as data the functions $f_{\text {p.c. }}$


Figure 4.1: Data functions for which we compute exact solutions of the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ denoising problem.
and $f_{\text {p.a. }}$ we can study the preservation of jumps and piecewise affinity in the solutions while by choosing $f_{\text {hat }}$ we examine the effect of TGV on local extrema.

### 4.1.1 Organisation of the chapter

We start by describing some basic properties of the TGV functional in Section 4.2, including a useful equivalent definition that we are going to use for the rest of the chapter.

In Section 4.3 we formulate the one dimensional $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ denoising problem. We identify its predual problem for which we prove well-posedness and derive the corresponding optimality conditions using Fenchel-Rockafellar duality theory, as this was described in Section 2.5.2.

Section 4.4 deals with a description of the properties of the solutions. More specifically, in Section 4.4.1, the structure of solutions is examined with emphasis on piecewise affinity, the preservation of discontinuities, behaviour near and away of the boundary of $\Omega$ and near jump points. In Section 4.4.2 we prove some interesting facts about the $L^{2}$-linear regression of the data. Among other results, we provide certain thresholds for the parameters $\alpha$ and $\beta$, above which, the resulting solution is the $L^{2}$-linear regression of the data $f$. Section 4.4.3 starts with some remarks on the inheritance of the data's symmetry to the solution. We proceed with proving the equivalence of TGV and TV regularisation, at least for even data, under some assumptions on $\alpha$ and $\beta$.

In Section 4.5 we extend the latter result to dimension two. In particular, we prove that for symmetric enough data functions $f$, the two dimensional TGV and TV regularisations coincide for large enough ratio $\beta / \alpha$ and we also provide some numerical examples that justify this result.

The computation of exact solutions for simple data functions $f$ is done in Section 4.6. In Section 4.6.1 exact solutions are computed, taken as data a piecewise constant function with a single jump. We show that only four types of solutions are possible and we show for which combinations of the parameters $\alpha$ and $\beta$ we have each kind of solution. Having these results as a basis, we determine straightforwardly the solutions for a piecewise affine function with a single jump, in Section 4.6.2. In Section 4.6.3 we compute exact solutions for a hat (absolute value-type of) function and also provide the corresponding combinations for $\alpha$ and $\beta$ that lead to each type of solutions. As in the previous case, only four different types of solutions can occur.

Finally, in Section 4.6.4 we provide some numerical experiments. We show that the exact solutions coincide with the numerical ones in the absence of noise, as expected. We also numerically compute some solutions with noisy data, in which we observe only a slight deviation from the corresponding solutions with clean data.

### 4.2 Basic properties of TGV

In this section we recall some of the basic properties of the TGV functional as these were proved in [BKP10, BV11, BKV13].

Proposition 4.2.1. Let $\Omega \subseteq \mathbb{R}^{d}$ be open and bounded. Then the following facts hold:
(i) $\mathrm{TGV}_{\beta, \alpha}^{2}$ is a seminorm on the Banach space

$$
\operatorname{BGV}_{\beta, \alpha}^{2}(\Omega)=\left\{u \in L^{1}(\Omega): \operatorname{TGV}_{\beta, \alpha}^{2}(u)<\infty\right\},
$$

where $\|u\|_{\operatorname{BGV}_{\beta, \alpha}^{2}(\Omega)}:=\|u\|_{L^{1}(\Omega)}+\operatorname{TGV}_{\beta, \alpha}^{2}(u)$.
(ii) $\operatorname{TGV}_{\beta, \alpha}^{2}(u)=0$ if and only of $u$ is a polynomial of degree less than 2 .
(iii) $\mathrm{TGV}_{\beta, \alpha}^{2}$ is rotationally invariant.
(iv) $\mathrm{TGV}_{\beta, \alpha}^{2}$ is a proper, convex, lower semicontinuous functional on every $L^{p}(\Omega), 1 \leq$ $p<\infty$.
(v) If $\Omega$ has Lipschitz boundary then there exist constants $0<c<C$ that depend only on $\Omega$, such that for every $u$ with $\operatorname{TGV}_{\beta, \alpha}^{2}(u)<\infty$ we have

$$
c\|u\|_{\mathrm{BV}(\Omega)} \leq\|u\|_{L^{1}(\Omega)}+\mathrm{TGV}_{\beta, \alpha}^{2}(u) \leq C\|u\|_{\mathrm{BV}(\Omega)}
$$

The statement $(v)$ of Proposition 4.2 .1 actually says that $\operatorname{BGV}_{\beta, \alpha}^{2}(\Omega)$ and $\mathrm{BV}(\Omega)$ are topologically equivalent Banach spaces. Thus, the minimisation of the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ problem is done over $\operatorname{BV}(\Omega)$. We now present an alternative definition of $\mathrm{TGV}_{\beta, \alpha}^{2}$ that was proved in [BKV13].

Proposition 4.2.2. Let $u \in L^{1}(\Omega)$. Then

$$
\begin{equation*}
\operatorname{TGV}_{\beta, \alpha}^{2}(u)=\min _{w \in \operatorname{BD}(\Omega)} \alpha\|D u-w\|_{\mathcal{M}}+\beta\|\mathcal{E} u\|_{\mathcal{M}} \tag{4.4}
\end{equation*}
$$

where $\mathrm{BD}(\Omega)$ is the space of functions of bounded deformation, i.e., the space of all functions in $L^{1}\left(\Omega, \mathbb{R}^{d}\right)$ such that the symmetrised gradient $\mathcal{E} u$ can be represented by a finite Radon measure. In one dimension we have $\mathrm{BD}(\Omega)=\mathrm{BV}(\Omega)$ and $\mathcal{E}(u)=D u$, thus (4.4) can be written as

$$
\begin{equation*}
\operatorname{TGV}_{\beta, \alpha}^{2}(u)=\min _{w \in \operatorname{BV}(\Omega)} \alpha\|D u-w\|_{\mathcal{M}}+\beta\|D u\|_{\mathcal{M}} \tag{4.5}
\end{equation*}
$$

As we have mentioned in the introduction, (4.4) is called the minimum or primal definition of $\mathrm{TGV}_{\beta, \alpha}^{2}$ and it is the one that we are going to use for our purposes, while (4.2) is called the supremum or predual definition.

### 4.3 Formulation of the problem and optimality conditions

We are interested in studying the one dimensional second order TGV denoising problem with $L^{2}$ fidelity term, i.e.,

$$
\begin{equation*}
\min _{u \in \mathrm{BV}(\Omega)} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\mathrm{TGV}_{\beta, \alpha}^{2}(u) \tag{4.6}
\end{equation*}
$$

where $\Omega=(a, b)$ is an open interval of $\mathbb{R}$ and $f \in L^{2}(\Omega)$. Note that existence of solution for (4.6) follows from a simple application of the direct method of calculus of variations using the weak* compactness in $\operatorname{BV}(\Omega)$ and the lower semicontinuity of TGV while uniqueness follows from the strict convexity of (4.6). Using the formulation (4.5), the problem (4.6)
is equivalent to

$$
\begin{equation*}
\min _{\substack{u \in \operatorname{BV}(\Omega) \\ w \in \operatorname{BV}(\Omega)}} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}} \tag{P}
\end{equation*}
$$

Let us note here that while a solution $(w, u)$ for $\mathcal{P}$ exists and uniqueness is guaranteed for $u$, the same is not true for $w$. In fact $w$ is a solution to an $L^{1}-\mathrm{TV}$ problem, which is not strictly convex:

$$
\begin{aligned}
& w \in \underset{w \in \operatorname{BV}(\Omega)}{\operatorname{argmin}} \alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}} \Longleftrightarrow \\
& w \in \underset{w \in \operatorname{BV}(\Omega)}{\operatorname{argmin}}\left\|D^{a} u+D^{s} u-w\right\|_{\mathcal{M}}+\frac{\beta}{\alpha}|D w|(\Omega) \Longleftrightarrow \\
& w \in \underset{w \in \operatorname{BV}(\Omega)}{\operatorname{argmin}} \int_{\Omega}\left|u^{\prime}-w\right| d x+\frac{\beta}{\alpha} \mathrm{TV}(w) .
\end{aligned}
$$

In order to study exact solutions of the problem $\mathcal{P}$, we essentially follow [BKV13] where the corresponding $L^{1}$ fidelity term case is studied. We identify the predual problem of $\mathcal{P}$ and derive the optimality conditions using Fenchel-Rockafellar duality.

Consider the following problem

$$
\sup \left\{\int_{\Omega} f v^{\prime \prime} d x-\frac{1}{2} \int_{\Omega}\left(v^{\prime \prime}\right)^{2} d x: v \in H_{0}^{2}(\Omega),\|v\|_{\infty} \leq \beta,\left\|v^{\prime}\right\|_{\infty} \leq \alpha\right\} .
$$

We shall prove that $\mathcal{P}^{\prime}$ is the predual problem of $\mathcal{P}$. Firstly, we show that $\mathcal{P}^{\prime}$ has a solution indeed.

Proposition 4.3.1. The problem $\mathcal{P}^{\prime}$ admits a unique solution in $H_{0}^{2}(\Omega)$.
Proof. Because of the estimate

$$
\|v\|_{\infty}+\left\|v^{\prime}\right\|_{\infty} \leq C\|v\|_{H_{0}^{2}(\Omega)}, \quad \forall v \in H_{0}^{2}(\Omega),
$$

see [Eva10], we have that the set

$$
K=\left\{v \in H_{0}^{2}(\Omega):\|v\|_{\infty} \leq \beta,\left\|v^{\prime}\right\|_{\infty} \leq \alpha\right\}
$$

is norm-closed and since it is convex, it is also weakly closed from Mazur's theorem. Since, according to Proposition 2.5.2, $\left(\frac{1}{2}\|\cdot\|_{L^{2}(\Omega)}^{2}\right)^{*}=\frac{1}{2}\|\cdot\|_{L^{2}(\Omega)}^{2}$, we have that

$$
\sup _{v \in L^{2}(\Omega)} \int_{\Omega} f v d x-\frac{1}{2} \int_{\Omega} v^{2} d x=\left(\frac{1}{2}\|\cdot\|_{L^{2}(\Omega)}^{2}\right)^{*}(f)=\frac{1}{2}\|f\|_{L^{2}(\Omega)}^{2} .
$$

Thus the supremum in $\mathcal{P}^{\prime}$ is finite and we denote it with $\sup \mathcal{P}^{\prime}$. Consider now a maximising
sequence $\left(v_{n}\right)_{n \in \mathbb{N}}$ such that

$$
\int_{\Omega} f v_{n}^{\prime \prime} d x-\frac{1}{2} \int_{\Omega}\left(v_{n}^{\prime \prime}\right)^{2} d x \rightarrow \sup \mathcal{P}^{\prime}, \quad \text { as } n \rightarrow \infty
$$

Then there exists a positive constant $M$ such that

$$
\begin{equation*}
\left|\int_{\Omega} f v_{n}^{\prime \prime} d x-\frac{1}{2} \int_{\Omega}\left(v_{n}^{\prime \prime}\right)^{2} d x\right| \leq M, \quad \forall n \in \mathbb{N} \tag{4.7}
\end{equation*}
$$

We will show that the sequence $\left(\left\|v_{n}^{\prime \prime}\right\|_{L^{2}(\Omega)}\right)_{n \in \mathbb{N}}$ is bounded as well. Suppose not, then $\lim \sup _{n \rightarrow \infty} \int_{\Omega}\left(v_{n}^{\prime \prime}\right)^{2} d x=\infty$. Thus, passing to a subsequence if necessary we have

$$
\int_{\Omega} f v_{n}^{\prime \prime} d x-\frac{1}{2} \int_{\Omega}\left(v_{n}^{\prime \prime}\right)^{2} d x \leq\|f\|_{L^{2}(\Omega)}\left\|v_{n}^{\prime \prime}\right\|_{L^{2}(\Omega)}-\frac{1}{2}\left\|v_{n}^{\prime \prime}\right\|_{L^{2}(\Omega)}^{2} \rightarrow-\infty, \quad \text { as } n \rightarrow \infty
$$

which is a contradiction from (4.7). Hence, the sequence $\left(v_{n}\right)_{n \in \mathbb{N}}$ is bounded in $H_{0}^{2}(\Omega)$ and since that space is reflexive we get the existence of a subsequence $\left(v_{n_{k}}\right)_{k \in \mathbb{N}}$ converging weakly to a function $v \in H_{0}^{2}(\Omega)$. Since $K$ is weakly closed we have that $v \in K$. Moreover the maximising functional is weakly upper semicontinuous since $\int_{\Omega} f(\cdot)^{\prime \prime} d x$ and $-\frac{1}{2}\|\cdot\|_{L^{2}(\Omega)}^{2}$ are weakly continuous and weakly upper semicontinuous in $H_{0}^{2}(\Omega)$ respectively. Thus, we have

$$
\sup \mathcal{P}^{\prime} \geq \int_{\Omega} f v^{\prime \prime} d x-\frac{1}{2} \int_{\Omega}\left(v^{\prime \prime}\right)^{2} d x \geq \limsup _{k \rightarrow \infty} \int_{\Omega} f v_{n_{k}}^{\prime \prime} d x-\frac{1}{2} \int_{\Omega}\left(v_{n_{k}}^{\prime \prime}\right)^{2} d x=\sup \mathcal{P}^{\prime}
$$

which means that $v$ is a solution to $\mathcal{P}^{\prime}$. This solution is unique as the maximising functional is strictly concave, defined on a convex domain.

We define now the following spaces and operators:

- $X=H_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega), \quad Y=H_{0}^{1}(\Omega) \times L^{2}(\Omega)$,
- $\Lambda: X \rightarrow Y, \quad$ linear, bounded,
- $F_{1}: X \rightarrow \overline{\mathbb{R}}, \quad F_{2}: Y \rightarrow \overline{\mathbb{R}}$,
with

$$
\begin{aligned}
\Lambda(v, \omega) & =\left(\omega+v^{\prime}, \omega^{\prime}\right) \\
F_{1}(v, \omega) & =\mathcal{I}_{\left\{\|\cdot\|_{\infty} \leq \beta\right\}}(v)+\mathcal{I}_{\left\{\|\cdot\|_{\infty} \leq \alpha\right\}}(\omega) \\
F_{2}(\phi, \psi) & =\mathcal{I}_{\{0\}}(\phi)+\int_{\Omega} f \psi d x+\frac{1}{2} \int_{\Omega} \psi^{2} d x
\end{aligned}
$$

It is easy to check that under these definitions the problem $\mathcal{P}^{\prime}$ is a equivalent to

$$
\begin{equation*}
-\min _{(v, \omega) \in X} F_{1}(v, \omega)+F_{2}(\Lambda(v, \omega)) \tag{4.8}
\end{equation*}
$$

The dual problem of (4.8), see Section 2.5.2, is

$$
\begin{equation*}
\min _{(w, u) \in Y^{*}} F_{1}^{*}\left(-\Lambda^{*}(w, u)\right)+F_{2}^{*}(w, u) \tag{4.9}
\end{equation*}
$$

Moreover, $X, Y$ are Banach spaces, $F_{1}, F_{2}$ are proper, lower semicontinuous functions and the condition

$$
\begin{equation*}
Y=\bigcup_{\lambda \geq 0} \lambda\left(\operatorname{dom}\left(F_{2}\right)-\Lambda\left(\operatorname{dom}\left(F_{1}\right)\right)\right) \tag{4.10}
\end{equation*}
$$

holds. Thus we have that Theorem 2.5.6 holds, i.e., no duality gap occurs:

$$
\left(\min _{(v, \omega) \in X} F_{1}(v, \omega)+F_{2}(\Lambda(v, \omega))\right)+\left(\min _{(w, u) \in Y^{*}} F_{1}^{*}\left(-\Lambda^{*}(w, u)\right)+F_{2}^{*}(w, u)\right)=0
$$

The fact that condition (4.10) holds follows from [BKV13, Proposition 3.6], where the same condition is proved for the same $X, Y, F_{1}, \Lambda$ and for a $F_{2}$ with a smaller domain.

Our next step is to identify the dual problem (4.9) with the problem $\mathcal{P}$.
Proposition 4.3.2. The problem

$$
\begin{equation*}
\min _{(w, u) \in Y^{*}} F_{1}^{*}\left(-\Lambda^{*}(w, u)\right)+F_{2}^{*}(w, u) \tag{4.11}
\end{equation*}
$$

is equivalent to $\mathcal{P}$ in the sense that $(w, u)$ solve (4.11) if and only if $(w, u) \in \mathrm{BV}(\Omega) \times$ $\mathrm{BV}(\Omega)$ and solve $\mathcal{P}$.

Proof. The proof follows closely the proof of the corresponding theorem in [BKV13]. Firstly, we compute $F_{1}^{*}$. For a pair $(\sigma, \tau) \in H_{0}^{2}(\Omega)^{*} \times H_{0}^{1}(\Omega)^{*}$ we have that

$$
F_{1}^{*}(\sigma, \tau)=\sup _{\substack{(v, \omega) \in H_{0}^{2}(\Omega) \times H_{0}^{1}(\Omega) \\\|v\|_{\infty} \leq \beta \\\|\omega\|_{\infty} \leq \alpha}}\langle\sigma, v\rangle+\langle\tau, \omega\rangle=\beta \sup _{\substack{v \in H_{0}^{2}(\Omega) \\\|v\|_{\infty} \leq 1}}\langle\sigma, v\rangle+\alpha \sup _{\substack{\omega \in H_{0}^{1}(\Omega) \\\|\omega\|_{\infty} \leq 1}}\langle\tau, \omega\rangle .
$$

Using density arguments, it can be checked that

$$
\begin{equation*}
F_{1}^{*}(\sigma, \tau)=\beta \sup _{\substack{v \in \mathcal{C}_{\infty}^{\infty}(\Omega) \\\|v\|_{\infty} \leq 1}}\langle\sigma, v\rangle+\alpha \sup _{\substack{\omega \in \mathcal{C}_{c}^{\infty}(\Omega) \\\|\omega\|_{\infty} \leq 1}}\langle\tau, \omega\rangle . \tag{4.12}
\end{equation*}
$$

We also have for every $(w, u) \in Y^{*}$ and $(v, \omega) \in X$,

$$
\begin{equation*}
-\underbrace{\langle\Lambda^{*}(\underbrace{w, u}_{\in Y^{*}})}_{\in X^{*}},(\underbrace{v, \omega}_{\in X})\rangle=-\langle(w, u), \Lambda(v, \omega)\rangle=-\left\langle w, v^{\prime}+\omega\right\rangle-\left\langle u, \omega^{\prime}\right\rangle \tag{4.13}
\end{equation*}
$$

Combining (4.12) and (4.13) we have that for every $(w, u) \in Y^{*}$

$$
\begin{equation*}
F_{1}^{*}\left(-\left(\Lambda^{*}(w, u)\right)\right)=\beta \sup _{\substack{v \in \mathcal{C}_{c}^{\infty}(\Omega) \\\|v\|_{\infty} \leq 1}}-\left\langle w, v^{\prime}\right\rangle+\alpha \sup _{\substack{\omega \in \mathcal{C}_{\infty}^{\infty}(\Omega) \\\|\omega\|_{\infty} \leq 1}}-\langle w, \omega\rangle-\left\langle u, \omega^{\prime}\right\rangle \tag{4.14}
\end{equation*}
$$

Since $w \in H_{0}^{1}(\Omega)^{*}$ and $u \in L^{2}(\Omega)$, they can be regarded as distributions and thus (4.14) can be written as

$$
\begin{equation*}
F_{1}^{*}\left(-\left(\Lambda^{*}(w, u)\right)\right)=\beta \sup _{\substack{v \in \mathcal{C}_{c}^{\infty}(\Omega) \\\|v\|_{\infty} \leq 1}}\langle D w, v\rangle+\alpha \sup _{\substack{\omega \in \mathcal{C}_{c}^{\infty}(\Omega) \\\|\omega\|_{\infty} \leq 1}}\langle D u-w, \omega\rangle \tag{4.15}
\end{equation*}
$$

Since we consider the minimisation problem (4.11), both terms in (4.15) are finite. Thus, see Theorem 2.2.3 and the discussion after that, we have that $D w$ is a Radon measure, $w$ is an $L^{1}$ function (thus a BV function) and $D u$ is a Radon measure, i.e., $u$ is a BV function as well. Thus, if $(w, u)$ is a pair of minimisers for (4.11) we have that $(w, u) \in \mathrm{BV}(\Omega) \times \mathrm{BV}(\Omega)$ and

$$
F_{1}^{*}\left(-\left(\Lambda^{*}(w, u)\right)\right)=\beta\|D w\|_{\mathcal{M}}+\alpha\|D u-w\|_{\mathcal{M}}
$$

We now compute $F_{2}^{*}$. We have

$$
\begin{aligned}
F_{2}^{*}(w, u) & =\sup _{\substack{(\phi, \psi) \in Y \\
\phi=0}}\langle w, \phi\rangle+\int_{\Omega} u \psi d x-\int_{\Omega} f \psi d x-\frac{1}{2} \int_{\Omega} \psi^{2} d x \\
& =\sup _{\psi \in L^{2}(\Omega)} \int_{\Omega}(u-f) \psi d x-\frac{1}{2} \int_{\Omega} \psi^{2} d x \\
& =\left(\frac{1}{2}\|\cdot\|_{L^{2}(\Omega)}^{2}\right)^{*}(u-f) \\
& =\frac{1}{2} \int_{\Omega}(u-f)^{2} d x
\end{aligned}
$$

and the proof is complete.
We are now ready to derive the optimality conditions that link the solutions of the problems $\mathcal{P}$ and $\mathcal{P}^{\prime}$. We first need the following definition.

Definition 4.3.3. Let $\mu \in \mathcal{M}(\Omega)$. We define the set-valued sign, $\operatorname{Sgn}(\mu)$ as

$$
\operatorname{Sgn}(\mu)=\left\{v \in L^{\infty}(\Omega) \cap L^{\infty}(\Omega,|\mu|):\|v\|_{L^{\infty}(\Omega)} \leq 1, v=\operatorname{sgn}(\mu),|\mu|-a . e .\right\}
$$

In other words $\operatorname{Sgn}(\mu)$ is the set of all functions $v$ that are equal to the RadonNikodým density $\mu /|\mu|, \mu$-almost everywhere with the additional property that $|v(x)| \leq 1$, Lebesgue-almost everywhere. The following lemma was proved in [BKV13].

Lemma 4.3.4. If $\mu \in \mathcal{M}(\Omega)$ then

$$
\operatorname{Sgn}(\mu) \cap \mathcal{C}_{0}(\Omega)=\partial\|\cdot\|_{\mathcal{M}}(\mu) \cap \mathcal{C}_{0}(\Omega) .
$$

The following proposition characterises the minimisers of the problem $\mathcal{P}$.
Proposition 4.3.5 (Optimality conditions for $\left.L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}\right)$. A pair $(w, u) \in \operatorname{BV}(\Omega) \times$ $\operatorname{BV}(\Omega)$ is a minimiser for $\mathcal{P}$ if and only if there exists a function $v \in H_{0}^{2}(\Omega)$, such that

$$
\begin{align*}
v^{\prime \prime} & =f-u,  \tag{f}\\
-v^{\prime} & \in \alpha \operatorname{Sgn}(D u-w), \\
v & \in \beta \operatorname{Sgn}(D w) .
\end{align*}
$$

Proof. Since there is no duality gap, from Theorem 2.5.5 we get that the solutions $(v, \omega)$ and ( $w, u$ ) of $\mathcal{P}^{\prime}$ and $\mathcal{P}$ respectively (or equivalently (4.8) and (4.9)) are linked through the optimality conditions

$$
\begin{align*}
(v, \omega) & \in \partial F_{1}^{*}\left(-\Lambda^{*}(w, u)\right),  \tag{4.16}\\
\Lambda(v, \omega) & \in \partial F_{2}^{*}(w, u) . \tag{4.17}
\end{align*}
$$

Conversely, $(w, u)$ is a solution for $\mathcal{P}$ if there exists a $v \in H_{0}^{2}(\Omega) \subseteq \mathcal{C}_{0}(\Omega)$ such that (4.16)(4.17) hold with $\omega=-v^{\prime}$. We have that the first optimality condition (4.16) is equivalent to

$$
\begin{align*}
& F_{1}^{*}\left(-\Lambda^{*}(w, u)\right)+\left\langle(v, \omega),(\sigma, \tau)+\Lambda^{*}(w, u)\right\rangle \leq F_{1}^{*}(\sigma, \tau), \quad \forall(\sigma, \tau) \in X^{*} \\
& \Leftrightarrow \alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}}+\langle(v, \omega),(\sigma-D w, \tau-(D u-w))\rangle \leq \alpha\|\tau\|_{\mathcal{M}}+\beta\|\sigma\|_{\mathcal{M}}, \\
& \forall(\sigma, \tau) \in X^{*} \\
& \Leftrightarrow \alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}}+\langle v, \sigma-D w\rangle+\langle\omega, \tau-(D u-w)\rangle \leq \alpha\|\tau\|_{\mathcal{M}}+\beta\|\sigma\|_{\mathcal{M}}, \\
& \forall(\sigma, \tau) \in X^{*} \\
& \Leftrightarrow\left\{\begin{array}{l}
\alpha\|D u-w\|_{\mathcal{M}}+\langle\omega, \tau-(D u-w)\rangle \leq \alpha\|\tau\|_{\mathcal{M}}, \quad \forall \tau \in H_{0}^{1}(\Omega)^{*} \\
\beta\|D w\|_{\mathcal{M}}+\langle v, \sigma-D w\rangle \leq \beta\|\sigma\|_{\mathcal{M}}, \quad \forall \sigma \in H_{0}^{2}(\Omega)^{*}
\end{array}\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
\alpha\|D u-w\|_{\mathcal{M}}+\langle\omega, \psi-(D u-w)\rangle \leq \alpha\|\tau\|_{\mathcal{M}}, \quad \forall \tau \in \mathcal{M}(\Omega) \\
\beta\|D w\|_{\mathcal{M}}+\langle v, \sigma-D w\rangle \leq \beta\|\sigma\|_{\mathcal{M}}, \quad \forall \tau \in \mathcal{M}(\Omega)
\end{array}\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
\omega \in \alpha \partial\|\cdot\|_{\mathcal{M}}(D u-w) \\
v \in \beta \partial\|\cdot\|_{\mathcal{M}}(D w)
\end{array}\right. \tag{4.18}
\end{align*}
$$

Using Lemma 4.3.4, the relations (4.18) are equivalent to

$$
\begin{align*}
& \omega \in \alpha \operatorname{Sgn}(D u-w)  \tag{4.19}\\
& v \in \beta \operatorname{Sgn}(D w) \tag{4.20}
\end{align*}
$$

Now the second optimality condition (4.17) is equivalent to

$$
\begin{align*}
& F_{2}^{*}(w, u)+\langle\Lambda(v, \omega),(\hat{w}, \hat{u})-(w, u)\rangle \leq F_{2}^{*}(\hat{w}, \hat{u}), \quad \forall(\hat{w}, \hat{u}) \in Y^{*} \\
\Leftrightarrow & \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\left\langle\omega+v^{\prime}, \hat{w}-w\right\rangle+\left\langle\omega^{\prime}, \hat{u}-u\right\rangle \leq \frac{1}{2} \int_{\Omega}(\hat{u}-f)^{2} d x, \forall(\hat{w}, \hat{u}) \in Y^{*} \\
\Leftrightarrow & \left\{\begin{array}{l}
0+\left\langle\omega+v^{\prime}, \hat{w}-w\right\rangle \leq 0, \quad \forall \hat{w} \in H_{0}^{1}(\Omega)^{*} \\
\frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\left\langle\omega^{\prime}, \hat{u}-u\right\rangle \leq \frac{1}{2} \int_{\Omega}(\hat{u}-f)^{2} d x, \quad \forall \hat{u} \in L^{2}(\Omega)^{*}
\end{array}\right. \\
\Leftrightarrow & \left\{\begin{array}{l}
\omega=-v^{\prime} \\
\omega^{\prime} \in \partial\left(\frac{1}{2}\|\cdot-f\|_{L^{2}(\Omega)}^{2}\right)(u)
\end{array}\right. \\
\Leftrightarrow & \left\{\begin{array}{l}
\omega=-v^{\prime} \\
\omega^{\prime}=u-f
\end{array}\right. \tag{4.21}
\end{align*}
$$

Combining (4.21) with (4.19) and (4.20) we deduce $\left(\mathrm{C}_{f}\right)-\left(\mathrm{C}_{\beta}\right)$.

We note here that analogous optimality conditions hold for the $L^{1}-\mathrm{TGV}_{\beta, \alpha}^{2}$ problem as well as for the corresponding $L^{1}-\mathrm{TV}, L^{2}-\mathrm{TV}$ problems, see [BKV13] and [Rin00]. We provide a summary of these in Table 4.1.

| Optimality conditions - Dimension one |  |  |  |
| :---: | :---: | :---: | :---: |
| $L^{1}-\alpha \mathrm{TV}$ | $L^{2}-\alpha \mathrm{TV}$ | $L^{1}-\mathrm{TGV}_{\beta, \alpha}^{2}$ | $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ |
| $u \in \operatorname{BV}(\Omega), v \in H_{0}^{1}(\Omega)$ | $u \in \mathrm{BV}(\Omega), v \in H_{0}^{1}(\Omega)$ | $u, w \in \operatorname{BV}(\Omega), v \in H_{0}^{2}(\Omega)$ | $u, w \in \operatorname{BV}(\Omega), v \in H_{0}^{2}(\Omega)$ |
| $v^{\prime} \in \operatorname{Sgn}(f-u)$, | $v^{\prime}=f-u$, | $v^{\prime \prime} \in \operatorname{Sgn}(f-u)$, | $v^{\prime \prime}=f-u$, |
| $-v \in \alpha \operatorname{Sgn}(D u)$ | $-v \in \alpha \operatorname{Sgn}(D u)$ | $-v^{\prime} \in \alpha \operatorname{Sgn}(D u-w)$, | $-v^{\prime} \in \alpha \operatorname{Sgn}(D u-w)$, |
|  | $v \in \beta \operatorname{Sgn}(D w)$ | $v \in \beta \operatorname{Sgn}(D w)$ |  |

Table 4.1: Summary of the optimality conditions for the one dimensional TV and TGV denoising problems with $L^{1}$ and $L^{2}$ fidelity terms.

### 4.4 Properties of solutions

### 4.4.1 Basic properties

Before we proceed to our computations of exact solutions for simple data functions, we firstly show some properties of the solutions of the one dimensional $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ regularisation. The following two propositions were proved in [BKV13] for the one dimensional $L^{1}-\mathrm{TGV}_{\beta, \alpha}^{2}$ model and they hold in the $L^{2}$ fidelity case as well. Their proofs are minor adjustments of the corresponding proofs for the $L^{1}$ fidelity case and we omit them. Recall also the definitions of the good representatives $u^{u p}$ and $u_{\text {low }}$ of a function $u \in \operatorname{BV}(\Omega)$, defined after Theorem 2.3.12.

Proposition 4.4.1. Let $f \in \mathrm{BV}(\Omega)$ and suppose that $u, w \in \mathrm{BV}(\Omega)$ solve $\mathcal{P}$. Suppose that $u^{u p}<f_{\text {low }}$ on an open interval $I \subseteq \Omega$. Then the following hold:
(i) $(D u-w)\left\lfloor I=0\right.$, that is to say $u^{\prime}=w$ on $I$ and $\left|D^{s} u\right|(I)=0$.
(ii) $w^{\prime}=0$ on $I$ and $0 \leq-D w\left\lfloor I \ll \delta_{x}\right.$ for some $x \in I$.
(iii) The function $w=u^{\prime}$ is non-increasing on $I$.

Similarly, if $u_{l o w}>f^{u p}$ on I then we have
(i) $(D u-w)\left\lfloor I=0\right.$, that is to say $u^{\prime}=w$ on $I$ and $\left|D^{s} u\right|(I)=0$.
(ii) $w^{\prime}=0$ on $I$ and $0 \leq D w\left\lfloor I \ll \delta_{x}\right.$ for some $x \in I$.
(iii) The function $w=u^{\prime}$ is non-decreasing on $I$.

The following proposition states that the jump set of the solution $u$ is contained in the jump set of the solution data $f$.

Proposition 4.4.2. Let $f \in \mathrm{BV}(\Omega)$ and let

$$
G_{f}:=\left\{(x, t) \in \Omega \times \mathbb{R}: x \in J_{f}, t \in\left[f_{l o w}(x), f^{u p}(x)\right]\right\}
$$

If $u$ solves the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ minimisation problem with data function $f$, then

$$
\begin{equation*}
G_{u} \subseteq G_{f} \tag{4.22}
\end{equation*}
$$

In particular $J_{u} \subseteq J_{f}$.
Let us note that in higher dimensions $\left(\Omega \subseteq \mathbb{R}^{d}\right)$, an analogue inclusion holds (up to an $\mathcal{H}^{d-1}-$ null set) for the jump sets of the data and the solution of the $L^{2}-\mathrm{TV}$ problem, see [CCN07] and also [Jal12, Jal14]. The corresponding problem for the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ model in higher dimensions still remains open, however, significant advances have been made recently by Valkonen [Val14a, Val14b].

The following proposition states that at least away from the boundary of $\Omega$, the solution $u$ can be bounded pointwise by the data $f$.

Proposition 4.4.3 (Behaviour away from the boundary). Let $u$ be the solution to the problem $\mathcal{P}$ with data $f$ and let $(c, d) \subseteq\left\{x \in(a, b): f^{u p}(x)<u_{\text {low }}(x)\right\}$ be a maximal interval with that property and $a<c<d<b$. Then

$$
\begin{align*}
u_{\text {low }}(c) & \in\left[f_{\text {low }}(c), f^{u p}(c)\right]  \tag{4.23}\\
u^{u p}(d) & \in\left[f_{\text {low }}(d), f^{u p}(d)\right] \tag{4.24}
\end{align*}
$$

and

$$
\begin{equation*}
\inf _{x \in(c, d)} f^{u p}(x) \leq \min _{x \in[c, d]} u_{l o w}(x) \leq \max _{x \in[c, d]} u^{u p}(x) \leq \max \left\{f^{u p}(c), f^{u p}(d)\right\} \tag{4.25}
\end{equation*}
$$

Analogue results hold for the $u^{u p}<f_{\text {low }}$ case.
Proof. Let us note first that the set $\left\{x \in(a, b): f^{u p}(x)<u_{\text {low }}(x)\right\}$ is open, see [BKV13]. We prove here (4.23) while (4.24) can be shown similarly.

Notice that in the case where $u_{l o w}(c)<u^{u p}(c)$, i.e., $c \in J_{u},(4.23)$ follows directly from (4.22), since in that case we have $\left[u_{\text {low }}(c), u^{u p}(c)\right] \subseteq\left[f_{\text {low }}(c), f^{u p}(c)\right]$. Thus, we suppose that $u_{\text {low }}(c)=u^{u p}(c)$. We have two cases now, either $f_{\text {low }}(c)=f^{u p}(c)$ or $f_{\text {low }}(c)<f^{u p}(c)$. Consider the first case, $f_{\text {low }}(c)=f^{u p}(c)$, and suppose towards contradiction that $f^{u p}(c)<$ $u_{\text {low }}(c)$. In that case we claim that there exists a $\delta>0$ such that for every $x \in(c-\delta, c]$ we have $f^{u p}(x)<u_{\text {low }}(x)$ which is a contradiction by the maximality of $(c, d)$. Indeed, if the claim is not true, there exists a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ with $x_{n}<c$ for every $n \in \mathbb{N}$ such that $x_{n} \rightarrow c$ and $u_{\text {low }}\left(x_{n}\right) \leq f^{u p}\left(x_{n}\right)$ for every $n \in \mathbb{N}$. Since both $u_{\text {low }}$ and $f^{u p}$ are continuous at $c$ that would mean that $u_{\text {low }}(c) \leq f^{u p}(c)$. If $f^{u p}(c)>u_{l o w}(c)$ we arrive again in contradiction since from the continuity of $f^{u p}$ and $u_{\text {low }}$ at $c$ there must be points in $(c, d)$ where $f^{u p}>u_{\text {low }}$ which contradicts our assumption. We work similarly for the case $f^{u p}(c)<u_{\text {low }}(c)$.

In order to prove (4.25), notice first that Proposition 4.4.1 implies that $u$ is continuous and convex in $(c, d)$, thus $u^{u p}=u_{l o w}$ there. From the convexity of $u$ we have for every $0 \leq \lambda \leq 1$

$$
\begin{align*}
u^{u p}(\lambda c+(1-\lambda) d) & \leq \lambda u^{u p}(c)+(1-\lambda) u^{u p}(d) \\
& \leq \lambda \max \left\{f^{u p}(c), f^{u p}(d)\right\}+(1-\lambda) \max \left\{f^{u p}(c), f^{u p}(d)\right\} \\
& =\max \left\{f^{u p}(c), f^{u p}(d)\right\} \tag{4.26}
\end{align*}
$$

Finally, we have that $f^{u p}(x)<u_{l o w}(x)$ for all $x \in(c, d)$. From the existence of the side limits we have that $u_{\text {low }}$ can be extended continuously to $[c, d]$ and thus

$$
\begin{equation*}
\inf _{x \in(c, d)} f^{u p}(x) \leq \min _{x \in[c, d]} u_{l o w}(x) \tag{4.27}
\end{equation*}
$$

Combining (4.26) and (4.27) we get (4.25).
We note that the above pointwise estimates hold only away from the boundary of $\Omega$. Indeed as we will see in the next sections, there are examples where $u<\inf f$ and $u>\sup f$ near the boundary (in the sense of good representatives). This is in fact in contrast to TV regularisation, where one can show that inf $f<u_{\text {low }}<u^{u p}<\sup f$ in the whole domain $\Omega$. In the following proposition we investigate further the structure of the solution $u$ close to the boundary of $\Omega$.

Proposition 4.4.4 (Behaviour near the boundary). The following two statements hold:
(i) If $(a, c)$ is a maximal interval subset of $\left\{x \in(a, b): u^{u p}<f_{\text {low }}\right\}$, then $u^{u p}$ is an affine function there.
(ii) Suppose that $u=f$ a.e. in a maximal set of a form ( $a, c$ ) and suppose that $u^{u p}<f_{\text {low }}$ in a set of the form $(c, d)$. Then $u$ is affine in $(a, d)$.

Analogue results hold for the case $u_{l o w}>f^{u p}$ and also near $b$.
Proof. (i) We know from from Proposition 4.4.1 that $u$ is continuous and concave in $(a, c)$. We claim that $D w=0$, i.e., $w$ is a constant function there, and thus from the fact that $u^{\prime}=w$ we get that $u$ is affine. Indeed, we have that $v$ is strictly convex on $(a, c)$ with $v(a)=v^{\prime}\left(a_{+}\right)=0$. This means that $v$ is strictly increasing in $(a, c)$. If $D w\left\lfloor(a, c)=-\delta_{x}\right.$ for some $x \in(a, c)$ we would get from $\left(\mathrm{C}_{\beta}\right)$ that $v(x)=-\beta$ and $v\left(x^{\prime}\right)<-\beta$ for every $a<x^{\prime}<x$ which is a contradition.
(ii) Because of the fact that $u=f$ a.e. in $(a, c)$ we have from $\left(\mathrm{C}_{f}\right)$ that $v$ is an affine function there and since $v \in H_{0}^{2}(a, b)$ we have that $v=0$ in $(a, c)$. Condition $\left(\mathrm{C}_{\beta}\right)$ forces $w$ to be constant and condition $\left(\mathrm{C}_{\alpha}\right)$ forces $D u=w$ and thus $u$ is an affine function in $(a, c)$ say with derivative equal to $\lambda_{1}$. Since $u^{u p}<f_{\text {low }}$ in $(c, d)$ we have that $u$ is also an affine function there, say with derivative equal to $\lambda_{2}$. Moreover, $u$ must be continuous in $c$ because otherwise from condition $\left(\mathrm{C}_{\alpha}\right)$ we would have that $\left|v^{\prime}(c)\right|=\alpha$ and then $v^{\prime}$ would be discontinuous at $c$. Also, we have $\lambda_{1}=\lambda_{2}$. This is because of the fact that $w\left\lfloor(a, c)=\lambda_{1}, w\left\lfloor(c, d)=\lambda_{2}\right.\right.$ and if $\lambda_{1} \neq \lambda_{2}$, from condition $\left(\mathrm{C}_{\beta}\right)$ we would have that $|v(c)|=\beta$ and thus $v$ would be discontinuous at $c$. Note finally, that $u$ cannot have a gradient change in $(c, d)$ because then $v$ would have a local minimum in $(c, d)$ which is again impossible.

The second part of Proposition 4.4.4 tells us that the case $u=f$ near the boundary can possibly happen only if $f$ is affine there. In the next proposition we point out that the derivative of $u$ cannot change across a jump point.

Proposition 4.4.5 (Behaviour at a jump point). Let $u$ be a solution to the problem $\mathcal{P}$ with data $f$. Suppose that $u$ has a jump discontinuity at a point $x_{0}$ and that there exists
an $\epsilon>0$ such that $u^{u p}<f_{\text {low }}$ or $u_{\text {low }}>f^{u p}$ in $\left(x_{0}-\epsilon, x_{0}+\epsilon\right)$ where also $f$ is continuous. Then there exists $0<\delta<\epsilon$ such that $u^{\prime}$ is constant on ( $x_{0}-\delta, x_{0}+\delta$ ), i.e., the derivative of $u$ does not jump on $x_{0}$.

Proof. Since $u$ has a jump discontinuity at $x_{0}$, from condition $\left(\mathrm{C}_{\alpha}\right)$ we have that

$$
\begin{equation*}
\left|v^{\prime}\left(x_{0}\right)\right|=\alpha . \tag{4.28}
\end{equation*}
$$

Since $u^{u p}<f_{\text {low }}$ or $u_{\text {low }}>f^{u p}$ in ( $x_{0}-\epsilon, x_{0}+\epsilon$ ) we have from Proposition 4.4.1 that $D u=w$ in $\left(x_{0}-\epsilon, x_{0}\right)$ and also in ( $x_{0}, x_{0}+\epsilon$ ). Moreover, there exists $\delta \leq \epsilon$ such that $D u$ is constant in each one of the intervals $\left(x_{0}-\delta, x_{0}\right)$ and $\left(x_{0}, x_{0}+\delta\right)$. Thus if $D u$ has a jump discontinuity then the same is true for $w$ and thus from condition $\left(\mathrm{C}_{\beta}\right)$ we have that

$$
\begin{equation*}
\left|v\left(x_{0}\right)\right|=\beta . \tag{4.29}
\end{equation*}
$$

However its is easy to check that (4.28) and (4.29) cannot hold simultaneously, since $v$ has an extremum in $x_{0}$ and hence its derivative must be zero there. Thus we have a contradiction.

In Figure 4.2 we provide an illustration about how the possible solutions can look like. For example, in Figure 4.2(a) solution of the type $u_{1}$ cannot occur as according to Proposition 4.4.1 $u$ must be piecewise affine in $(c, d)$. Similarly, $u_{3}$ violates the fact that $u^{\prime}$ must be non-increasing in $(c, d)$ and also contradicts Proposition 4.4.5 since its derivative changes at the jump point $d$. Solution $u_{5}$ comes in contrast to Proposition 4.4.2, as it introduces a new jump. In Figure 4.2(b), solution $u_{1}$ cannot occur since $f$ is not affine near the boundary, see Proposition 4.4.4, while $u_{3}$ violates the (i) part of the same proposition. Finally, in Figures 4.2(c) and 4.2(d) we describe two examples where the solution can possibly coincide with the data near the boundary. Note that the solution $u_{1}$ in Figure 4.2(a) cannot occur as again the (ii) part of Proposition 4.4.4 is violated.

### 4.4.2 $\quad L^{2}$-linear regressions

We continue with some results concerning the $L^{2}$-linear regression of the data $f$. In [BKV13], it was proved that in the $L^{1}$ fidelity case, there exist some thresholds $\alpha^{*}, \beta^{*}>0$ such that if $\alpha>\alpha^{*}, \beta>\beta^{*}$ then the solution $u$ of the one dimensional $L^{1}-\mathrm{TGV}_{\beta, \alpha}^{2}$ problem is the $L^{1}$-linear regression $f^{\diamond}$ of $f$, where

$$
f^{\diamond} \in \underset{v \text { affine }}{\operatorname{argmin}}\|f-v\|_{L^{1}(\Omega)} .
$$

There, the values of $\alpha^{*}$ and $\beta^{*}$ are independent of the function $f$ and depend only on the domain $\Omega$. Here we show that these thresholds exist for the $L^{2}$ fidelity case as well but they depend on the data $f$. For a function $f \in \operatorname{BV}(\Omega)$, we define $f^{\star}$ to be the $L^{2}$-linear


Figure 4.2: Possible (blue) and not possible (red) solutions of the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ problem as these are dictated by Propositions 4.4.1-4.4.5. These are not actual computed solutions but they illustrate their qualitative properties.
regression of $f$, i.e.,

$$
f^{\star}:=\underset{v \text { affine }}{\operatorname{argmin}}\|f-v\|_{L^{2}(\Omega)}^{2} .
$$

We derive the following result:
Proposition 4.4.6 (Thresholds for $L^{2}$-linear regression). Let $u$ be the solution to $\mathcal{P}$ with data function $f$. Then $u$ is an affine function if and only if $u=f^{\star}$. Moreover, if

$$
\begin{align*}
& \alpha \geq \frac{b-a}{2}\left\|f-f^{\star}\right\|_{\infty}  \tag{4.30}\\
& \beta \geq \frac{(b-a)^{2}}{4}\left\|f-f^{\star}\right\|_{\infty} \tag{4.31}
\end{align*}
$$

then $u$ is equal to $f^{\star}$.
Proof. We firstly show that if $u$ is an affine function and solves $\mathcal{P}$, then $u=f^{\star}$. Since $u$ is affine we have that $D^{2} u=0$, thus the optimum $w$ in $\mathcal{P}$ is $w=D u$. Then, we obviously have

$$
u=\underset{\tilde{u} \text { affine }}{\operatorname{argmin}} \frac{1}{2}\|f-\tilde{u}\|_{L^{2}(\Omega)}^{2},
$$

i.e., $u=f^{\star}$. For the second part, since $D f^{\star}-w=0$ and $D w=0$, from $\left(\mathrm{C}_{f}\right)-\left(\mathrm{C}_{\beta}\right)$ we get that in order for the solution to be equal to $f^{\star}$ it suffices to find a function $v \in H_{0}^{2}(\Omega)$, such that

$$
\begin{equation*}
v^{\prime \prime}=f-f^{\star}, \quad\|v\|_{\infty} \leq \beta \quad \text { and } \quad\left\|v^{\prime}\right\|_{\infty} \leq \alpha \tag{4.32}
\end{equation*}
$$

It is easy to see that for every function $v \in W^{1, \infty}(\Omega)$ with $v(a)=v(b)=0$ (recall that $v$ is necessarily continuous) we have the estimate

$$
\|v\|_{\infty} \leq \frac{b-a}{2}\left\|v^{\prime}\right\|_{\infty}
$$

Hence, a function $v \in H_{0}^{2}(\Omega)$ that satisfies $v^{\prime \prime}=f-f^{\star}$, it satisfies

$$
\begin{align*}
\left\|v^{\prime}\right\|_{\infty} & \leq \frac{b-a}{2}\left\|f-f^{\star}\right\|_{\infty}  \tag{4.33}\\
\|v\|_{\infty} & \leq \frac{(b-a)^{2}}{4}\left\|f-f^{\star}\right\|_{\infty} \tag{4.34}
\end{align*}
$$

Thus, in order to have this kind of solution, it suffices to choose $\alpha$ and $\beta$ as in (4.30)-(4.31) and to find a function $v \in H_{0}^{2}(\Omega)$ that satisfies $v^{\prime \prime}=f-f^{\star}$. It can be easily checked that the function

$$
v(x)=\int_{a}^{x} \int_{a}^{t}\left(f-f^{*}\right) d s d t
$$

satisfies these conditions, baring also in mind that the conditions

$$
\int_{a}^{b}\left(f-f^{\star}\right)^{\prime} d x=0 \quad \text { and } \quad \int_{a}^{b} x\left(f-f^{\star}\right) d x=0
$$

hold for the $L^{2}$-linear regression.

We note that in Sections 4.6.1 and 4.6.3, we provide some sharper $L^{2}$-linear regression thresholds for the data functions for which we are computing exact solutions. The next proposition states that the solution $u$ to the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ problem, has the same $L^{2}$-linear regression with the data $f$.

Proposition 4.4.7. Let $u_{f, \beta, \alpha}$ be the solution to $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ minimisation problem with data $f$. Then $f^{\star}=u_{f, \beta, \alpha}^{\star}$, i.e.,

$$
\underset{v}{\operatorname{argmin}}\|f-v\|_{L^{2}(\Omega)}^{2}=\underset{v \text { affine }}{\operatorname{argmin}}\left\|u_{f, \beta, \alpha}-v\right\|_{L^{2}(\Omega)}^{2}
$$

Proof. Since the $L^{2}$-linear regression is a geometric notion, we can assume without loss of generality that $\Omega$ is an interval of the form $(0, b)$. From $\left(\mathrm{C}_{f}\right)$, we have that $v^{\prime \prime}=f-u_{f, \beta, \alpha}$ with $v \in H_{0}^{2}(\Omega)$. Thus, by integrating by parts, we have that $\int_{\Omega} v^{\prime \prime} d x=0$ and $\int_{\Omega} x v^{\prime \prime} d x=$

0 which implies

$$
\int_{\Omega} f d x=\int_{\Omega} u_{f, \beta, \alpha} d x \quad \text { and } \quad \int_{\Omega} x f d x=\int_{\Omega} x u_{f, \beta, \alpha} d x .
$$

Then the proof is finished by simply observing that for a function $g$ we have

$$
\begin{aligned}
\underset{v \text { affine }}{\operatorname{argmin}}\|g-v\|_{L^{2}(\Omega)}^{2} & =\underset{v=\lambda x+\mu}{\operatorname{argmin}}\|g-\lambda x-\mu\|_{L^{2}(\Omega)}^{2} \\
& =\underset{v=\lambda x+\mu}{\operatorname{argmin}} \frac{1}{2} \lambda^{2} b^{2}+\lambda b^{3}+b \mu^{2}-2 \lambda \int_{\Omega} x g d x-2 \mu \int_{\Omega} g d x
\end{aligned}
$$

which means that $g^{\star}$ depends only on the quantities $\int_{\Omega} g d x$ and $\int_{\Omega} x g d x$.

### 4.4.3 Even and odd functions

Before we proceed with the computation of exact solutions, we point out some facts concerning odd and even data functions. In particular, at the end of this section we prove that in some symmetric cases, TV and TGV regularisations coincide, given that $\alpha$ and $\beta$ satisfy a very simple condition. It is convenient for this section to assume that $\Omega$ is an interval of the type $(-L, L)$. We first prove the following two propositions, which essentially state that the symmetry of the data $f$ is inherited to the solutions $u$ and $v$ of the problems $\mathcal{P}$ and $\mathcal{P}^{\prime}$ respectively.

Proposition 4.4.8. Let $f \in \mathrm{BV}(-L, L)$ be an odd (even) function. Then the solution $v \in H_{0}^{2}(-L, L)$ to the problem $\mathcal{P}^{\prime}$ is also odd (even).

Proof. We prove the odd case, the even case is proved analogously. Suppose that $f(x)=$ $-f(-x)$ a.e.. We will show that $v(x)=-v(-x)$. Let $\hat{f}(x)=-f(-x)$ and $\hat{v}$ to be the solution to $\mathcal{P}^{\prime}$ with data function $\hat{f}$ and set $\tilde{v}(x)=-v(-x)$. Obviously

$$
\|v\|_{\infty} \leq \beta,\left\|v^{\prime}\right\|_{\infty} \leq \alpha \Longleftrightarrow\|\tilde{v}\|_{\infty} \leq \beta,\left\|\tilde{v}^{\prime}\right\|_{\infty} \leq \alpha
$$

Since $\tilde{v}(x)=-v(-x)$, we have $\tilde{v}^{\prime \prime}(x)=-v^{\prime \prime}(-x)$ a.e. and thus

$$
\begin{aligned}
\int_{-L}^{L} \hat{f}(x) \tilde{v}^{\prime \prime}(x) d x-\frac{1}{2} \int_{-L}^{L}\left(\tilde{v}^{\prime \prime}(x)\right)^{2} d x & \leq \int_{-L}^{L} \hat{f}(x) \hat{v}^{\prime \prime}(x) d x-\frac{1}{2} \int_{-L}^{L}\left(\hat{v}^{\prime \prime}(x)\right)^{2} d x \Longrightarrow \\
\int_{-L}^{L} f(x) v^{\prime \prime}(x) d x-\frac{1}{2} \int_{-L}^{L} v^{\prime \prime}(x)^{2} d x & \leq \int_{-L}^{L} f(x)\left(-\hat{v}^{\prime \prime}(-x)\right) d x-\frac{1}{2} \int_{-L}^{L}\left((-\hat{v}(-x))^{\prime \prime}\right)^{2} d x,
\end{aligned}
$$

thus $v(x)=-\hat{v}(-x)$ but since $\hat{f}=f$ we have that $\hat{v}=v$.
Proposition 4.4.9. Let $f \in \operatorname{BV}(-L, L)$ be an odd (even) function. Then the solution $u$ to the problem $\mathcal{P}$ is also odd (even).

Proof. Again we only prove the odd case as the even case can be proved in a similar fashion. Set $\hat{f}(x)=-f(-x), \hat{u}$ the solution of $\mathcal{P}$ with data function $\hat{f}$ and set $\tilde{u}(x)=-u(-x)$. One can easily notice from the rotational invariance of TGV that $\operatorname{TGV}_{\beta, \alpha}^{2}(u)=\operatorname{TGV}_{\beta . \alpha}^{2}(\tilde{u})$. We have

$$
\begin{aligned}
\frac{1}{2} \int_{-L}^{L}(\hat{u}(x)-\hat{f}(x))^{2} d x+\operatorname{TGV}_{\beta, \alpha}^{2}(\hat{u}) & \leq \frac{1}{2} \int_{-L}^{L}(\tilde{u}(x)-\hat{f}(x))^{2} d x+\operatorname{TGV}_{\beta, \alpha}^{2}(\tilde{u}) \\
& \Longrightarrow \\
\frac{1}{2} \int_{-L}^{L}(-\hat{u}(-x)-f(x))^{2} d x+\mathrm{TGV}_{\beta, \alpha}^{2}(-\hat{u}(-\cdot)) & \leq \frac{1}{2} \int_{-L}^{L}(u(x)-f(x))^{2} d x+\operatorname{TGV}_{\beta, \alpha}^{2}(u)
\end{aligned}
$$

Thus we have $u(x)=-\hat{u}(-x)$. Since $\hat{f}=f$ we have $\hat{u}=u$ and thus $u(x)=-u(-x)$.
We are going to prove that at least for even data functions $f$, if the ratio $\beta / \alpha$ of the $\mathrm{TGV}_{\beta, \alpha}^{2}$ parameters is large enough, then TGV regularisation is equivalent to TV regularisation with weight $\alpha$. We firstly need the following lemma concerning the total variation of even functions. It states that the total variation of an even function cannot be decreased by adding an affine function to it.

Lemma 4.4.10. Let $u \in \operatorname{BV}(-L, L)$ be an even function. Then for every $c \in \mathbb{R}$ we have

$$
\begin{equation*}
\|D u\|_{\mathcal{M}} \leq\|D u+c\|_{\mathcal{M}} \tag{4.35}
\end{equation*}
$$

Proof. We can assume without loss of generality that $c>0$. In order to show (4.35), it suffices to show that

$$
\begin{equation*}
\int_{(-L, L)}\left|u^{\prime}\right| d x \leq \int_{(-L, L)}\left|u^{\prime}+c\right| d x \tag{4.36}
\end{equation*}
$$

Since $u$ is even we have that $u^{\prime}$ is odd and thus up to null sets we have

$$
\begin{aligned}
& \left\{u^{\prime}>0\right\} \cap(-L, 0)=-\left\{u^{\prime}<0\right\} \cap(0, L), \\
& \left\{u^{\prime}<0\right\} \cap(-L, 0)=-\left\{u^{\prime}>0\right\} \cap(0, L) .
\end{aligned}
$$

Then we estimate

$$
\begin{aligned}
\int_{(-L, L)}\left|u^{\prime}\right| d x & =\int_{\left\{u^{\prime}>0\right\} \cap(-L, 0)} u^{\prime} d x-\int_{\left\{u^{\prime}<0\right\} \cap(0, L)} u^{\prime} d x+\int_{\left\{u^{\prime}>0\right\} \cap(0, L)} u^{\prime} d x-\int_{\left\{u^{\prime}<0\right\} \cap(-L, 0)} u^{\prime} d x \\
& =\int_{\left\{u^{\prime}>0\right\} \cap(-L, 0)} c+u^{\prime} d x-\int_{\left\{u^{\prime}<0\right\} \cap(0, L)} c+u^{\prime} d x+\int_{\left\{u^{\prime}>0\right\} \cap(0, L)} c+u^{\prime} d x-\int_{\left\{u^{\prime}<0\right\} \cap(-L, 0)} c+u^{\prime} d x \\
& \leq \int_{\left\{u^{\prime}>0\right\} \cap(-L, 0)} c+u^{\prime} d x+\int_{\left\{u^{\prime}<0\right\} \cap(0, L)}\left|c+u^{\prime}\right| d x+\int_{\left\{u^{\prime}>0\right\} \cap(0, L)} c+u^{\prime} d x+\int_{\left\{u^{\prime}<0\right\} \cap(-L, 0)}\left|c+u^{\prime}\right| d x
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{\left\{u^{\prime}=0\right\} \cap(-L, L)}|c| d x \\
= & \int_{(-L, L)}\left|u^{\prime}+c\right| d x
\end{aligned}
$$

Theorem 4.4.11. Let $f \in \mathrm{BV}(-L, L)$ be an even function. If

$$
\begin{equation*}
\frac{\beta}{\alpha} \geq L \tag{4.37}
\end{equation*}
$$

then the solution of the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ regularisation problem is the same with the solution of the following TV regularisation problem:

$$
\min _{u \in \operatorname{BV}(-L, L)} \frac{1}{2} \int_{L}^{L}(u-f)^{2} d x+\alpha \operatorname{TV}(u)
$$

Proof. Recall that for every $u \in W^{1,1}(-L, L)$ the following Poincaré inequality holds,

$$
\left\|u-u_{\Omega}\right\|_{L^{1}(-L, L)} \leq L\|\nabla u\|_{L^{1}(-L, L)}
$$

i.e., the Poincaré constant is equal to $L$, see for example [AFP00]. Using density arguments, we can prove that the same inequality holds for the space $\mathrm{BV}(-L, L)$ with the same constant, i.e., for every $u \in \operatorname{BV}(-L, L)$

$$
\begin{equation*}
\left\|u-u_{\Omega}\right\|_{L^{1}(-L, L)} \leq L\|D u\|_{\mathcal{M}} \tag{4.38}
\end{equation*}
$$

Since $f$ is even, from Proposition 4.4.9 we have that the solution of

$$
\begin{equation*}
\min _{u \in \operatorname{BV}(-L, L)} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\mathrm{TGV}_{\beta, \alpha}^{2}(u) \tag{4.39}
\end{equation*}
$$

is an even function as well. Thus, the problem (4.39) is equivalent to

$$
\begin{equation*}
\min _{\substack{u \in \mathrm{BV}(-L, L) \\ u \text { even }}} \frac{1}{2} \int_{-L}^{L}(u-f)^{2} d x+\operatorname{TGV}_{\beta, \alpha}^{2}(u) \tag{4.40}
\end{equation*}
$$

Similarly we can prove that the outcome of TV regularisation for even data, is even as well. Thus, it suffices to prove that for an even function $u$, we have $\operatorname{TGV}_{\beta, \alpha}^{2}(u)=\alpha \operatorname{TV}(u):=$ $\alpha\|D u\|_{\mathcal{M}}$, provided (4.37) holds. We calculate successively:
$\operatorname{TGV}_{\beta, \alpha}^{2}(u)=\min _{w \in \operatorname{BV}(\Omega)} \alpha\|D u-w\|_{M}+\beta\|D w\|_{\mathcal{M}}$

$$
\begin{array}{lr}
\leq \alpha\|D u\|_{\mathcal{M}} & \text { (choosing } w=0 \text { ), } \\
\leq \alpha\left\|D u-w_{\Omega}\right\|_{\mathcal{M}} & \forall w \in \operatorname{BV}(\Omega), \text { (from Lemma 4.4.10), } \\
\leq \alpha\|D u-w\|_{\mathcal{M}}+\alpha\left\|w-w_{\Omega}\right\|_{L^{1}(\Omega)} & \\
\leq \alpha\|D u-w\|_{\mathcal{M}}+\frac{\beta \alpha L}{\beta}\|D w\|_{\mathcal{M}} & \text { (Poincaré inequality), } \\
\leq \max \left\{1, \frac{a L}{\beta}\right\}\left(\alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}}\right) & \\
=\alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}} & \text { (since (4.37) holds). }
\end{array}
$$

Thus, we have proved above that

$$
\alpha\|D u\|_{\mathcal{M}} \leq \alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}} \quad \forall w \in \operatorname{BV}(\Omega)
$$

which implies that

$$
\begin{aligned}
\operatorname{TGV}_{\beta, \alpha}^{2}(u) & \leq \alpha\|D u\|_{\mathcal{M}} \\
& \leq \min _{w \in \operatorname{BV}(\Omega)} \alpha\|D u-w\|_{\mathcal{M}}+\beta\|D w\|_{\mathcal{M}} \\
& =\operatorname{TGV}_{\beta, \alpha}^{2}(u),
\end{aligned}
$$

and the proof is complete.
Let us emphasise the fact that the condition (4.37) is independent of the function $f$. Moreover, as we will see in Section 4.6.1 there exist simple examples of odd data functions (function $f_{\text {p.c. }}$ ) where the TGV and TV regularisations do not coincide for any choice of $\alpha$ and $\beta$. In Figure 4.3, we verify numerically the above result. Both TGV and TV minimisation problems are solved with the Chambolle-Pock primal dual method [CP11] as it is described in [Bre14].

### 4.5 A note on the relationship of TV and TGV in dimension two

In this section we want to point out that a version of Theorem 4.4.11 holds in dimension two as well, i.e., if the ratio $\beta / \alpha$ is large enough and the data function $f$ is symmetric enough then TV and TGV regularisations coincide. To do so, we first recall some results from the theory of functions of bounded deformation, see [TS80, Tem85]. We state them in dimension two but higher dimensional analogues also hold.

Proposition 4.5.1. Let $\Omega \subseteq \mathbb{R}^{2}$ be an open, bounded set with Lipschitz boundary. Then


Figure 4.3: Numerical verification of Theorem 4.4.11. Using the even function $f$ shown above as a data function and setting $\beta / \alpha \geq L$, the solutions of the $\mathrm{TGV}_{\beta, \alpha}^{2}$ and $\alpha$ TV regularisation problems coincide. If we decrease the ratio $\beta / \alpha$ violating condition (4.37), the two regularisations do not coincide any more with the TGV solution (red) being different than the TV one (blue).
for every function $w \in \operatorname{BD}(\Omega)$ there exists an element $r_{w} \in \operatorname{Ker\mathcal {E}}$ such that

$$
\begin{equation*}
\left\|w-r_{w}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} \leq C\|\mathcal{E} w\|_{\mathcal{M}} \tag{4.41}
\end{equation*}
$$

where the constant $C$ depends only on the domain $\Omega$. Note moreover that
$\operatorname{Ker\mathcal {E}}=\left\{r \in L^{1}\left(\Omega, \mathbb{R}^{2}\right): r(x)=A x+B, B \in \mathbb{R}^{2}, A \in \mathbb{R}^{2 \times 2}\right.$ is a skew symmetric matrix $\}$.

Recall that in dimension one the variable $w$ is a solution to an $L^{1}-\mathrm{TV}$ problem. In dimension two, $w$ is a solution to the following $L^{1}-\mathcal{E}$ problem:

$$
\begin{equation*}
w \in \underset{\tilde{w} \in \operatorname{BD}(\Omega)}{\operatorname{argmin}} \int_{\Omega}\left|D^{\alpha} u-\tilde{w}\right| d x+\frac{\beta}{\alpha}\|\mathcal{E} \tilde{w}\|_{\mathcal{M}} \tag{4.42}
\end{equation*}
$$

We are thus turning our attention to the more generic $L^{1}-\mathcal{E}$ problem

$$
\begin{equation*}
\min _{w \in \operatorname{BD}(\Omega)}\|f-w\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\|\mathcal{E} w\|_{\mathcal{M}}, \quad f \in L^{1}\left(\Omega, \mathbb{R}^{2}\right), \lambda>0 \tag{4.43}
\end{equation*}
$$

Notice that (4.43) does not have necessarily unique solutions as it is not strictly convex. The next theorem states that that if the parameter $\lambda$ is large enough then a solution $w$ of (4.43) belongs to $\operatorname{Ker\mathcal {E}}$. This is analogous to the $L^{1}-\mathrm{TV}$ problem, where for large enough value of the parameter $\lambda$ we have that the solution is constant, i.e., it belongs to the kernel
of TV.
Proposition 4.5.2. Let $\Omega \subseteq \mathbb{R}^{2}$ be an open, bounded set with Lipschitz boundary and let $f \in L^{1}\left(\Omega, \mathbb{R}^{2}\right)$. Then there exists a $\lambda^{*}>0$ such that for every $\lambda>\lambda^{*}$, if $w_{\lambda}$ is a solution of (4.43) with parameter $\lambda$ then

$$
w_{\lambda} \in \underset{w \in \operatorname{Ker} \mathcal{E}}{\operatorname{argmin}}\|f-w\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} .
$$

Proof. Since $w_{\lambda}$ is a solution of (4.43) we have that

$$
\begin{equation*}
\left\|f-w_{\lambda}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\left\|\mathcal{E} w_{\lambda}\right\|_{\mathcal{M}} \leq\|f\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} . \tag{4.44}
\end{equation*}
$$

From inequality (4.41) we get

$$
\begin{equation*}
\left\|f-w_{\lambda}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\frac{\lambda}{C}\left\|w_{\lambda}-r_{w_{\lambda}}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} \leq\|f\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} \tag{4.45}
\end{equation*}
$$

It is now easy to see that $W_{\lambda}:=w_{\lambda}-r_{w_{\lambda}}$ solves the following problem:

$$
\begin{equation*}
\min _{w \in \operatorname{BD}(\Omega)}\left\|\left(f-r_{w_{\lambda}}\right)-w\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\|\mathcal{E} w\|_{\mathcal{M}} \tag{4.46}
\end{equation*}
$$

Indeed, one has to check that

$$
\begin{aligned}
& \left\|\left(f-r_{w_{\lambda}}\right)-W_{\lambda}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\left\|\mathcal{E} W_{\lambda}\right\|_{\mathcal{M}} \leq\left\|\left(f-r_{w_{\lambda}}\right)-w\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\|\mathcal{E} w\|_{\mathcal{M}}, \forall w \in \operatorname{BD}(\Omega) \\
& \Longleftrightarrow \\
& \|\left(f-w_{\lambda}\left\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\right\| \mathcal{E} w_{\lambda}\left\|_{\mathcal{M}} \leq\right\| f-\left(w+r_{w_{\lambda}}\right)\left\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\right\| \mathcal{E}\left(w+r_{w_{\lambda}}\right) \|_{\mathcal{M}}, \forall w \in \operatorname{BD}(\Omega)\right. \\
& \Longleftrightarrow \\
& \|\left(f-w_{\lambda}\left\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\right\| \mathcal{E} w_{\lambda}\left\|_{\mathcal{M}} \leq\right\| f-w\left\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\lambda\right\| \mathcal{E} w \|_{\mathcal{M}}, \forall w \in \operatorname{BD}(\Omega),\right.
\end{aligned}
$$

with the last inequality being true since $w_{\lambda}$ is a solution of (4.43). Setting $F_{\lambda}:=f-r_{w_{\lambda}}$, using the fact that $W_{\lambda}$ solves (4.46) and the inequality $\left\|W_{\lambda}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} \leq C\left\|\mathcal{E} W_{\lambda}\right\|_{\mathcal{M}}$ we get

$$
\begin{equation*}
\left\|F_{\lambda}-W_{\lambda}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)}+\frac{\lambda}{C}\left\|W_{\lambda}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} \leq\left\|F_{\lambda}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} \tag{4.47}
\end{equation*}
$$

A simple application of triangle inequality in (4.47) yields that if $\lambda>C$, then we must have $W_{\lambda}=0$, i.e., $w_{\lambda}=r_{w_{\lambda}}$. We thus set $\lambda^{*}=C$ and it is obvious that if $\lambda>\lambda^{*}$ then

$$
w_{\lambda} \in \underset{w \in \operatorname{Ker} \mathcal{E}}{\operatorname{argmin}}\|f-w\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} .
$$

We are now ready to prove that under some symmetry assumptions for $\Omega$ and $f$ and for a large enough ratio $\beta / \alpha$, TV and TGV regularisations coincide in dimension two as
well. For simplicity we will assume that $\Omega$ is a square but other symmetric domains can be considered as well.

Theorem 4.5.3. Suppose that $\Omega \subseteq \mathbb{R}^{2}$ is a bounded square, centred at the origin. Let $f \in \operatorname{BV}(\Omega)$ satisfy the following symmetry properties
(i) $f$ is symmetric with respect to both $x$ and $y$ axis, i.e.,
$f\left(x_{1}, x_{2}\right)=f\left(-x_{1}, x_{2}\right), \quad f\left(x_{1}, x_{2}\right)=f\left(x_{1},-x_{2}\right), \quad$ for a.e. $\left(x_{1}, x_{2}\right) \in \Omega$.
(ii) $f$ is invariant under $\pi / 2$ rotations, i.e., $f\left(O_{\pi / 2} x\right)=f(x)$, where $O_{\pi / 2}$ denotes counterclockwise rotation by $\pi / 2$ degrees.

Then if $\beta / \alpha>C$, where $C$ is the constant appearing in (4.41), the solution of the $L^{2}-$ $\mathrm{TGV}_{\beta, \alpha}^{2}$ regularisation problem with data $f$ is the same with the solution of the following TV regularisation problem:

$$
\min _{u \in \operatorname{BV}(\Omega)} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\alpha \operatorname{TV}(u)
$$

Proof. Recall that the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ reads

$$
\begin{equation*}
\min _{\substack{u \in \operatorname{BV}(\Omega) \\ w \in \operatorname{BD}(\Omega)}} \frac{1}{2} \int_{\Omega}(u-f)^{2} d x+\alpha\|D u-w\|_{\mathcal{M}}+\beta\|\mathcal{E} w\|_{\mathcal{M}} \tag{4.50}
\end{equation*}
$$

where as we have mentioned the variable $w$ satisfies

$$
w \in \underset{w \in \operatorname{BD}(\Omega)}{\operatorname{argmin}} \int_{\Omega}\left|D^{\alpha} u-w\right| d x+\frac{\beta}{\alpha}\|\mathcal{E} w\|_{\mathcal{M}} .
$$

Since $\beta / \alpha>C$ is satisfied from Proposition 4.5.2 we have that $w$ is of the form $w(x)=$ $A x+B$ for some $B \in \mathbb{R}^{2}$ and a skew symmetric matrix $A$. Since $f$ satisfies the symmetry properties (4.48)-(4.49) from the rotational invariance of TGV we have the same holds for the solution $u$. That means that $D^{\alpha} u$ has the following properties

$$
\begin{gather*}
D^{\alpha} u(x)=-D^{\alpha} u(-x), \quad D_{1}^{\alpha} u\left(x_{1}, x_{2}\right)=D_{1}^{\alpha} u\left(x_{1},-x_{2}\right), \quad D_{2}^{\alpha} u\left(x_{1}, x_{2}\right)=D_{2}^{\alpha} u\left(-x_{1}, x_{2}\right)  \tag{4.51}\\
D_{1} u\left(O_{\pi / 2} x\right)=D_{2} u(x), \tag{4.52}
\end{gather*}
$$

for almost every $x=\left(x_{1}, x_{2}\right) \in \Omega$. Since $w$ satisfies

$$
w \in \underset{\tilde{w} \in \operatorname{Ker} \mathcal{E}}{\operatorname{argmin}}\left\|D^{\alpha} u-\tilde{w}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)},
$$

and $w$ is of the form $w(x)=A x+B$ it is easy to check (see Lemma A.2.3 in Appendix A)
that $w$ is zero.

In Figure 4.5 we provide two numerical examples that verify Theorem 4.5.3. There, we apply TV and TGV denoising to a characteristic function of a circle centred both at the origin, Figure 4.5.3(a), and away from it, Figure 4.5.3(f). Note that the symmetry properties (4.48)-(4.49) are satisfied for the first case. There, we observe that by choosing the ratio $\beta / \alpha$ large enough $\mathrm{TGV}_{\beta, \alpha}^{2}$ and $\alpha \mathrm{TV}$ regularisations produce the same results, Figures 4.5.3(b) and 4.5.3(c). However, TV and TGV do not coincide for small ratio $\beta / \alpha$, Figure $4.5 .3(\mathrm{~d})$. Finally note that when the symmetry is broken, Figure $4.5 .3(\mathrm{f})$, the TV and TGV solutions do not coincide even for large ratio $\beta / \alpha$, Figures 4.5.3(g) and 4.5.3(h).

### 4.6 Computation of exact solutions

In this section we compute exact solutions for the one dimensional $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ regularisation problem for several data functions $f$. In particular we calculate exact solutions for simple piecewise constant, piecewise affine and hat functions. We focus on the structure of the solutions and their relationship with the parameters $\alpha$ and $\beta$.

### 4.6.1 Piecewise constant function with a single jump

For convenience in the calculations, for this sections, $\Omega$ will be an interval of the form $(0,2 L)$. We define $f_{\text {p.c. }}$ to be a piecewise constant function with a single jump, i.e.,

$$
f_{\text {p.c. }}(x)= \begin{cases}0 & \text { if } x \in(0, L)  \tag{4.53}\\ h & \text { if } x \in[L, 2 L)\end{cases}
$$

for some $h>0$, see Figure 4.4.


Figure 4.4: Piecewise constant function $f_{\text {p.c. }}$ with a jump discontinuity at $x=L$.

In order to compute exact solutions for $f_{\text {p.c. }}$ our strategy is as follows: Firstly, we investigate what are the possible types of solutions, describing then in a qualitative way and then we calculate them explicitly.

(e) Corresponding middle row slices

(f) Original image, $200 \times 200$ pixels

(g) TV denoising, $\alpha=10$

(h) TGV denoising, $\alpha=10, \beta=10^{6}$

(i) Corresponding middle row slices

Figure 4.5: Illustration of the two dimensional TV-TGV equivalence for symmetric data when $\beta / \alpha$ is large enough. Notice that the equivalence does not hold once the symmetry is broken, Figures (f)-(i). The red lines to the original images indicate the slices in Figures (d) and (f).

Since after a simple translation $f_{\text {p.c. }}$ is an odd function, from Proposition 4.4.9 we have that the solution $u$ is symmetric with respect to the point $(L, h / 2)$. That is to say

$$
u(x)=-u(2 L-x)+h, \quad \forall x \in(L, 2 L)
$$

Thus, we only need to describe the solution in $(0, L)$. The following theorem states which kinds of solutions are allowed to occur.

Theorem 4.6.1. Let $u$ be the solution to the $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ regularisation problem with data $f_{\text {p.c. }}$. Then $u$ can only be of the following form on $(0, L)$ :

- There exists $0<x_{1}<L$ such that $u$ is strictly negative and affine in $\left(0, x_{1}\right)$ with $u\left(x_{1}\right)=0$.
- There exists potentially $0<x_{1} \leq \tilde{x}_{1}<L$ such that $u=0$ in $\left[x_{1}, \tilde{x}_{1}\right]$.
- $u>0$ in $\left(\tilde{x}_{1}, L\right)$ consisting of at most two affine parts of increasing gradient in $\left(\tilde{x}_{1}, x_{2}\right)$ and $\left(x_{2}, L\right)$ respectively with $\tilde{x}_{1}<x_{2}<L$. Moreover in the case $\tilde{x}_{1}=x_{1}, u$ has the same gradient in $\left(0, x_{1}\right)$ and $\left(x_{1}, x_{2}\right)$.

Note: In fact, as we will see later, $\tilde{x}_{1}$ must be equal to $x_{1}$, i.e., the allowed solutions are strictly negative in $\left(0, x_{1}\right)$ and strictly positive in $\left(x_{1}, L\right)$. However this is not obvious by simply interpreting the optimality conditions $\left(\mathrm{C}_{f}\right),\left(\mathrm{C}_{\alpha}\right)$ and $\left(\mathrm{C}_{\beta}\right)$ (which is how Theorem 4.6.1 is proved) but it is a result of subsequent calculations, see Proposition 4.6.2 and Propositions A.1.1-A.1.3 in Appendix A.

Proof of Theorem 4.6.1. Let us note first that from Propositions 4.4.2 and 4.4.3, we have that $u$ is continuous in $(0, L)$ with $u\left(L_{-}\right) \geq 0$. Also, from Proposition 4.4.4 we have that if $u<0$ on a set of the form $\left(0, x_{1}\right)$ then $u$ must be affine there. Moreover, Proposition 4.4.1 implies that there is no interval $(c, d) \subseteq(0, L)$ such that $u<0(u>0)$ in $(c, d)$ with $u\left(c_{+}\right)=u\left(d_{-}\right)=0$. Indeed, for the $u<0$ case, there would be a point $x \in(c, d)$ such that $u$ is affine on $(c, x)$ and $(x, d)$ with strictly negative and strictly positive gradient respectively on these intervals. But then $u^{\prime}$ would be increasing in an interval where $u^{u p}<\left(f_{\text {p.c. }}\right)_{\text {low }}$, which is a contradiction. We work similarly for the $u>0$ case. We conclude that $u$ can be strictly negative only in an interval of the type $(0, c), 0 \leq c \leq L$ and strictly positive only in an interval of the type $(d, L), 0 \leq d \leq L$, in the latter possibly consisting of two affine parts of increasing gradient. In particular, $u$ is increasing in $(0, L)$. The proof will be complete if we prove that the following situations cannot happen:
(i) $u>0$ in $(0, L)$.
(ii) $u=0$ in $\left(0, x_{1}\right), 0<x_{1}<L$ and $u>0$ in $\left(x_{1}, L\right)$.
(iii) $u=0$ in $(0, L)$.
(iv) $u<0$ in $\left(0, x_{1}\right), 0<x_{1}<L$ and $u=0$ in $\left(x_{1}, L\right)$.
(v) $u<0$ in $(0, L)$.

For (i) suppose that $u>0$ in $(0, L)$. By symmetry we have that $u<h$ in $(L, 2 L)$. This means from $\left(\mathrm{C}_{f}\right)$ that $v$ is strictly convex in $(0, L)$, strictly concave in $(L, 2 L)$ with $v\left(0_{+}\right)=v^{\prime}\left(0_{+}\right)=v\left(2 L_{-}\right)=v^{\prime}\left(2 l_{-}\right)=0$ something that cannon happen.

For (ii) suppose that there exists a point $0<x_{1}<L$ such that $u=0$ in $\left(0, x_{1}\right)$ and $u>0$ in $\left(x_{1}, L\right)$. Then from condition $\left(\mathrm{C}_{f}\right) v$ will be an affine function in $\left(0, x_{1}\right)$ but since $v \in H_{0}^{2}(0,2 L)$, we have $v\left(0_{+}\right)=v^{\prime}\left(0_{+}\right)=0$ and thus $v=0$ in $\left(0, x_{1}\right)$. Moreover $D u=0$ in $\left(0, x_{1}\right)$ forcing $w=0$ a.e. there as well, because otherwise from condition $\left(\mathrm{C}_{\alpha}\right)$ we would have that $\left|v^{\prime}\right|=\alpha$ on a set of positive measure in $\left(0, x_{1}\right)$. Now, since $u>0$ in $\left(x_{1}, L\right)$ (assume without loss of generality that $u$ is affine there) from Proposition 4.4.1 we have that $w=D u=c>0$ there, something that makes $w$ to have jump discontinuity at $x_{1}$ and thus from $\left(\mathrm{C}_{\beta}\right)$ we get that $v\left(x_{1}\right)=\beta$. However, this contradicts to the continuity of $v$.

For (iii) suppose that $u=0$ in $(0, L)$. Then by symmetry we have that $u=h$ in $(L, 2 L)$. Thus, from condition $\left(\mathrm{C}_{f}\right)$ again, we have that $v$ will be affine in those intervals and from its boundary conditions and continuity we get that $v=0$ in $(0, L)$. But since $u$ has a jump discontinuity at $x=L$, according to condition $\left(\mathrm{C}_{\alpha}\right)$, we must have $v^{\prime}(L)=-\alpha$, a contradiction.

For (iv) suppose that there exists a point $0<x_{1}<L$ such that $u<0$ in ( $0, x_{1}$ ) and $u=0$ in $\left(x_{1}, L\right)$. Then, from $\left(\mathrm{C}_{f}\right) v$ will be strictly convex and thus have a strictly increasing derivative in $\left(0, x_{1}\right)$. Since $v^{\prime}\left(0_{+}\right)=0$ we have that $v^{\prime}\left(x_{1}\right)>0$. Moreover again from $\left(\mathrm{C}_{f}\right)$, $v$ will be affine in $\left(x_{1}, L\right)$ something that forces $v(L)>0$. However, since after a simple translation $f_{\text {p.c. }}$ is an odd function and according to Proposition 4.4 .8 the same is true for the continuous function $v$, we must have $v(L)=0$. The case (v) is excluded in a similar way.

Finally, for the last statement of the proposition, suppose that $u<0$ in $\left(0, x_{1}\right), u>0$ in $\left(x_{1}, L\right)$ and suppose towards contradiction that the derivative of $u$ has a jump discontinuity at $x_{1}$. Since $D u=w$ in $\left(0, x_{1}\right)$ and $\left(x_{1}, L\right)$ this means that $w$ will have a jump discontinuity at $x_{1}$ and condition $\left(\mathrm{C}_{\beta}\right)$ imposes that $\left|v\left(x_{1}\right)\right|=\beta$. The case $v\left(x_{1}\right)=-\beta$ is impossible since $v$ is strictly increasing in $\left(0, x_{1}\right)$, and also if $v\left(x_{1}\right)=\beta$ from the fact that $v^{\prime}\left(x_{1}\right)>0$ and $v^{\prime}$ is continuous at $x_{1}$, we have that $v$ is increasing in $\left(x_{1}, x_{1}+\delta\right)$ for some $\delta>0$, thus $v\left(x_{1}+\delta\right)>\beta$, contradicting $\left(\mathrm{C}_{\beta}\right)$.

Notice how we take advantage of the symmetries of $u$ and $v$ in order to prove Theorem 4.6.1. It remains to rule out the possibility that $x_{1}<\tilde{x}_{1}$. In particular, we have to show
that the four following situations cannot occur ${ }^{1}$ :
(i) $u<0$ in $\left(0, x_{1}\right), u=0$ in $\left(x_{1}, \tilde{x}_{1}\right), u>0$ with one affine part in
(N-0-P1-J) $\left(\tilde{x}_{1}, L\right)$, jump discontinuity at $x=L$,
(ii) $u<0$ in $\left(0, x_{1}\right), u=0$ in $\left(x_{1}, \tilde{x}_{1}\right), u>0$ with two affine parts in
(N-0-P2-J)
$\left(\tilde{x}_{1}, L\right)$, jump discontinuity at $x=L$,
(iii) $u<0$ in $\left(0, x_{1}\right), u=0$ in $\left(x_{1}, \tilde{x}_{1}\right), u>0$ with one affine part in
(N-0-P1-C) $\left(\tilde{x}_{1}, L\right)$, continuous at $x=L$,
(iv) $u<0$ in $\left(0, x_{1}\right), u=0$ in $\left(x_{1}, \tilde{x}_{1}\right), u>0$ with two affine parts in $\left(\tilde{x}_{1}, L\right)$, continuous at $x=L$,
where $0<x_{1}<\tilde{x}_{1}<L$, see also Figure 4.6.


Figure 4.6: Not allowed type of solutions for the data function $f_{\text {p.c. }}$.

In the following we show that N-0-P1-J cannot occur. The exclusions of the cases N-0-P2-J, N-0-P1-C, N-0-P2-C are done in a similar way and they can be found in Appendix A.

Proposition 4.6.2. The case $N-0-P 1-J$ cannot occur.
Proof. Suppose that $u<0$ in $\left(0, x_{1}\right), u=0$ in $\left(x_{1}, \tilde{x}_{1}\right)$ and $u>0$ and affine in $\left(\tilde{x}_{1}, L\right)$ with $0<x_{1}<\tilde{x}_{1}<L$. We claim that in that case, $u^{\prime}$ is constant, say equal to $c>0$, in $\left(0, x_{1}\right) \cup\left(\tilde{x}_{1}, L\right), w=c$ in $(0, L)$ and $v$ is affine in $\left(x_{1}, \tilde{x}_{1}\right)$ with gradient equal to $\alpha$ there. Indeed, let $c$ be the value of the derivative of $u$ in $\left(0, x_{1}\right)$. We know already from Proposition 4.4.1 that $w=u^{\prime}$ there. Now, if $w \neq c$ on a set of positive measure in $\left(x_{1}, \tilde{x}_{1}\right)$, that will mean that $D w \neq 0$ somewhere in $\left(x_{1}, \tilde{x}_{1}\right)$ and thus from $\left(\mathrm{C}_{\beta}\right)$, $v$ must be $\pm \beta$ somewhere in $\left(x_{1}, \tilde{x}_{1}\right)$ and also $|v| \leq \beta$ there. But this is not possible since $v$ is strictly convex in $\left(0, x_{1}\right)$ with $v^{\prime}\left(0_{+}\right)=0$ and it is affine in $\left(x_{1}, \tilde{x}_{1}\right)$ and thus $v$ is strictly increasing in $\left(0, \tilde{x}_{1}\right)$. Moreover, $w=v^{\prime}=c$ in $\left(\tilde{x}_{1}, L\right)$ because otherwise $w$ would have a jump discontinuity at $\tilde{x}_{1}$, something that forces $v\left(\tilde{x}_{1}\right)=\beta$ but this cannot happen since

[^1]$v^{\prime}\left(\tilde{x}_{1}\right)>0$. Finally, since $D u-w=-c<0$ in $\left(x_{1}, \tilde{x}_{1}\right)$, from condition $\left(\mathrm{C}_{\alpha}\right)$ we have that $v^{\prime}=\alpha$ there.

Also note that since $u$ has a jump discontinuity at $x=L$, condition $\left(\mathrm{C}_{\alpha}\right)$ forces $v^{\prime}(L)=-\alpha$ and from the symmetry of $v$ we must have $v(L)=0$.

For convenience we set

$$
\ell_{1}=x_{1}>0, \quad \ell_{2}=\tilde{x}_{1}-x_{1}>0, \quad \ell_{3}=L-\tilde{x}_{1}>0 \quad \text { with } \quad \ell_{1}+\ell_{2}+\ell_{3}=L .
$$

and

$$
v_{1}=v\left\lfloor\left(0, x_{1}\right), \quad v_{2}=v\left\lfloor\left(x_{1}, \tilde{x}_{1}\right), \quad v_{3}=v\left\lfloor\left(\tilde{x}_{1}, L\right) .\right.\right.\right.
$$

Since $u$ is an affine function on $\left(0, x_{1}\right)$ we have that $v_{1}$ is a cubic function

$$
v_{1}(x)=a_{1} x^{3}+b_{1} x^{2}+c_{1} x+d_{1}, \quad x \in\left(0, x_{1}\right),
$$

that satisfies the conditions

$$
\begin{equation*}
v_{1}(0)=0, \quad v_{1}^{\prime}(0)=0, \quad v_{1}^{\prime}\left(\ell_{1}\right)=\alpha, \quad v_{1}^{\prime \prime}\left(\ell_{1}\right)=0 . \tag{4.54}
\end{equation*}
$$

Thus $v_{1}$ will have the form

$$
\begin{equation*}
v_{1}(x)=-\frac{\alpha}{3 \ell_{1}^{2}} x^{3}+\frac{\alpha}{\ell_{1}} x^{2}, \quad x \in\left(0, x_{1}\right) . \tag{4.55}
\end{equation*}
$$

Since $v_{2}$ is an affine function in $\left(x_{1}, x_{2}\right)$ with gradient $\alpha$ and $v$ is continuous at $x_{1}$, we have that $v_{2}$ will be of the form

$$
\begin{equation*}
v_{2}(x)=\alpha\left(x-\ell_{1}\right)+\frac{2 \alpha \ell_{1}}{3}, \quad x \in\left(x_{1}, \tilde{x}_{1}\right) . \tag{4.56}
\end{equation*}
$$

Since $u$ is a strictly positive affine function on $\left(\tilde{x}_{1}, L\right)$ (with the same gradient as in $\left(0, x_{1}\right)$ ), we have that $v_{3}$ must be a cubic function

$$
v_{3}(x)=a_{3} x^{3}+b_{3} x^{2}+c_{3} x+d_{3}, \quad x \in\left(\tilde{x}_{1}, L\right),
$$

that satisfies the following conditions at $\tilde{x}_{1}=\ell_{1}+\ell_{2}$ :

$$
\begin{equation*}
v_{3}\left(\ell_{1}+\ell_{2}\right)=\alpha \ell_{2}+\frac{2 \alpha \ell_{1}}{3}, \quad v_{3}^{\prime}\left(\ell_{1}+\ell_{2}\right)=\alpha, \quad v_{3}^{\prime \prime}\left(\ell_{1}+\ell_{2}\right)=0, \quad v_{3}^{\prime \prime \prime}\left(\ell_{1}+\ell_{2}\right)=-\frac{2 \alpha}{\ell_{1}^{2}}, \tag{4.57}
\end{equation*}
$$

and also the following conditions at $L=\ell_{1}+\ell_{2}+\ell_{3}$ :

$$
\begin{align*}
v_{3}\left(\ell_{1}+\ell_{2}+\ell_{3}\right) & =0  \tag{4.58}\\
v_{3}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right) & =-\alpha . \tag{4.59}
\end{align*}
$$

Conditions (4.57) give

$$
\begin{equation*}
v_{3}(x)=-\frac{\alpha}{3 \ell_{1}^{2}}\left(x-\ell_{1}-\ell_{2}\right)^{3}+\alpha\left(x-\ell_{1}-\ell_{2}\right)+\alpha \ell_{2}+\frac{2 \alpha \ell_{1}}{3}, \quad x \in\left(\tilde{x}_{1}, L\right) \tag{4.60}
\end{equation*}
$$

What is left is to find the relationship among $\ell_{1}, \ell_{2}$ and $\ell_{3}$. Condition (4.59) gives

$$
\begin{equation*}
\ell_{3}=\sqrt{2} \ell_{1} \tag{4.61}
\end{equation*}
$$

and the condition (4.58) together with (4.61) gives

$$
\begin{equation*}
\frac{2+\sqrt{2}}{3} \ell_{1}+\ell_{2}=0 \tag{4.62}
\end{equation*}
$$

which is a contradiction since both $\ell_{1}$ and $\ell_{2}$ are strictly positive. Thus, this kind of solution cannot occur.

From all the previous results, it follows that only the following situations can occur:
(i) $u<0$ in $\left(0, x_{1}\right), u>0$ with one affine part in $\left(x_{1}, L\right)$, jump discontinuity at $x=L$,
(ii) $u<0$ in $\left(0, x_{1}\right), u>0$ with two affine parts in $\left(x_{1}, L\right)$, jump discontinuity at $x=L$,
(iii) $u<0$ in $\left(0, x_{1}\right), u>0$ with one affine part in $\left(x_{1}, L\right)$, continuous at $x=L$,
(iv) $u<0$ in $\left(0, x_{1}\right), u>0$ with two affine parts in $\left(x_{1}, L\right)$, continuous at $x=L$,
where $0<x_{1}<L$. In Figure 4.7 we provide a qualitative description of how these four allowed solutions look like, along with a description of the corresponding variables $w$ and $v$. Notice that from Theorem 4.4.6, the solution of the type N-P1-C is in fact the $L^{2}$-linear regression of $f_{\text {p.c. }}$. Note finally that it can easily checked that the direction of the jump of $u$ at $x=L$, is the same with that of the data $f_{\mathrm{p} . \mathrm{c} .}$. Otherwise, from $\left(\mathrm{C}_{\alpha}\right)$ we would have that $v^{\prime}(L)=\alpha$ and that would lead again to contradictions. Our next step is to identify the combinations of the parameters $\alpha$ and $\beta$ that lead to each type of solution.

Proposition 4.6.3 (N-P1-J). The solution $u$ of the problem $\mathcal{P}$ with data function $f_{\text {p.c. }}$, is of the type N-P1-J, see Figure 4.7(a), if and only if $\alpha$ and $\beta$ satisfy the conditions

$$
\begin{equation*}
\frac{\beta}{\alpha} \geq \frac{4 L}{27} \quad \text { and } \quad \alpha<\frac{h L}{8} \tag{4.63}
\end{equation*}
$$



Figure 4.7: All the possible types of solution $u$ to the minimisation problem $\mathcal{P}$ for the data function $f_{\text {p.c. }}$. We also show the forms of the corresponding variables $w$ and $v$.

More specifically in that case:

$$
u(x)= \begin{cases}\frac{6 \alpha}{L^{2}} x-\frac{2 \alpha}{L}, & \text { if } x \in(0, L)  \tag{4.64}\\ \frac{6 \alpha}{L^{2}}(x-L)+h-\frac{4 \alpha}{L}, & \text { if } x \in(L, 2 L)\end{cases}
$$

i.e., $u$ has a jump discontinuity of size $h-8 \alpha / L$ at $x=L$.

Proof. It is easy to check that the solution $u$ will be of the type N-P1-J if and only if we can find a function $v$ in $[0, L]$ that satisfies the following conditions:
$v$ is a cubic polynomial, (from condition $\left(\mathrm{C}_{f}\right), v^{\prime \prime}=-u$ is an affine function),

$$
\begin{align*}
& v(0)=0, v^{\prime}(0)=0, \quad \text { (boundary conditions for } v \text { ), }  \tag{4.66}\\
& v(L)=0, \quad(v \text { is an odd function }),  \tag{4.67}\\
& v^{\prime}(L)=-\alpha, \quad\left(u \text { jumps at } L, \text { condition }\left(\mathrm{C}_{\alpha}\right)\right),  \tag{4.68}\\
& 0<-v^{\prime \prime}(L)<\frac{h}{2}, \quad(u \text { jumps at } L \& \text { symmetry }),  \tag{4.69}\\
& \left|v^{\prime}\right| \leq \alpha, \quad\left(\text { condition }\left(\mathrm{C}_{\alpha}\right)\right),  \tag{4.70}\\
& |v| \leq \beta, \quad\left(\text { condition }\left(\mathrm{C}_{\beta}\right)\right) .
\end{align*}
$$

It is now easy to check that the function

$$
v(x)=-\frac{\alpha}{L^{2}} x^{3}+\frac{\alpha}{L} x^{2}, \quad x \in[0, L]
$$

satisfies conditions (4.65)-(4.68) and also the condition (4.70). Observe that $v$ obtains its
maximum in $[0, L]$ at $x=2 L / 3$, with $v(2 L / 3)=4 \alpha L / 27$, thus (4.71) can be written as

$$
\frac{4 \alpha L}{27} \leq \beta
$$

Finally, condition (4.69) can be written as

$$
0<\frac{4 \alpha}{L}<\frac{h}{2}
$$

The last two inequalities form the two conditions in (4.63). Using the fact that $u=-v^{\prime \prime}$ in $(0, L)$ and taking advantage of the symmetry of $u$, we compute (4.64).

We note here that the computation of the above type of exact solution for $f_{\text {p.c. }}$ (for a fixed jump $h=2$ ) is also done in [Ben11] in order to indicate that $f_{\text {p.c. }}$ cannot be recovered by TGV regularisation up to a loss of contrast, as it is done in TV regularisation

We now proceed to the study of the case N-P2-J. As we will see, it is computationally inaccessible to find the exact conditions on $\alpha$ and $\beta$ that result to this kind of solution but we are able to provide some sufficient conditions that are not far away from being necessary as well.

Proposition 4.6.4 (N-P2-J). If $\alpha$ and $\beta$ satisfy the conditions

$$
\begin{equation*}
\frac{\beta}{\alpha}<\frac{4 L}{27} \quad \text { and } \quad \beta>\frac{4 \alpha^{2}}{3 h} \tag{4.72}
\end{equation*}
$$

then the solution $u$ of the problem $\mathcal{P}$ with data function $f_{\text {p.c. }}$ is of the type N-P2-J, see Figure 4.7(b). More specifically, there exist points $0<x_{1}<x_{2}<0$ with

$$
x_{1}=\frac{x_{2}}{2} \quad \text { and } \quad L-\frac{3 \beta}{\alpha}<x_{2}<L-\frac{9 \beta}{4 \alpha}
$$

such that $u<0$ and $u>0$ in $\left(0, x_{1}\right)$ and $\left(x_{1}, L\right)$ respectively with $u^{\prime}$ having a positive jump at $x_{2}$.

Proof. Again, it is easily verified that $u$ will be a solution of the type N-P2-J if and only if we can find $\ell_{1}>0, \ell_{2}>0$ with $\ell_{1}+\ell_{2}=L$ and two functions $v_{1}$, $v_{2}$ defined on $\left[0, \ell_{1}\right]$ and $\left[\ell_{1}, \ell_{1}+\ell_{2}\right]$ respectively, such that the following conditions are satisfied:

$$
\begin{align*}
v_{1}, v_{2} \text { are cubic polynomials, } & \left(\text { from condition }\left(\mathrm{C}_{f}\right)\right),  \tag{4.73}\\
v_{1}(0)=0, v_{1}^{\prime}(0)=0, & (\text { boundary conditions for } v),  \tag{4.74}\\
v_{1}\left(\ell_{1}\right)=\beta, v_{1}^{\prime}\left(\ell_{1}\right)=0, & \left(v \text { has a max at } \ell_{1}, \text { condition }\left(\mathrm{C}_{\alpha}\right)\right),  \tag{4.75}\\
v_{2}\left(\ell_{1}\right)=\beta, v_{2}^{\prime}\left(\ell_{1}\right)=0, v_{2}^{\prime \prime}\left(\ell_{1}\right)=v_{1}^{\prime \prime}\left(\ell_{1}\right), & \left(\text { continuity of } v, v^{\prime} \text { and } u\right),  \tag{4.76}\\
v_{2}^{\prime \prime}\left(\ell_{1}\right)<v_{1}^{\prime \prime \prime}\left(\ell_{1}\right), & \left(u^{\prime} \text { has a positive jump at } \ell_{1}\right)  \tag{4.77}\\
v_{2}(L)=0, & (v \text { is an odd function }), \tag{4.78}
\end{align*}
$$

$$
\begin{align*}
v_{2}^{\prime}(L)=-\alpha, & \left(u \text { jumps at } L, \text { condition }\left(\mathrm{C}_{\alpha}\right)\right)  \tag{4.79}\\
0<-v_{2}^{\prime \prime}(L)<\frac{h}{2}, & (u \text { jumps at } L \& \text { symmetry })  \tag{4.80}\\
\left|v_{i}^{\prime}\right| \leq \alpha, i=1,2, & \left(\text { condition }\left(\mathrm{C}_{\alpha}\right)\right)  \tag{4.81}\\
\left|v_{i}\right| \leq \beta, i=1,2, & \left(\text { condition }\left(\mathrm{C}_{\beta}\right)\right) \tag{4.82}
\end{align*}
$$

In that case $\ell_{1}=x_{2}$ and $\ell_{2}=L-\ell_{1}$. From conditions (4.73)-(4.75), we get that

$$
\begin{equation*}
v_{1}(x)=-\frac{2 \beta}{\ell_{1}^{3}} x^{3}+\frac{3 \beta}{\ell_{1}^{2}} x^{2}, \quad x \in\left[0, \ell_{1}\right] . \tag{4.83}
\end{equation*}
$$

One can easily check from the fact that $u=-v_{1}^{\prime \prime}$ in $\left(0, \ell_{1}\right)$, that $x_{1}=\ell_{1} / 2$. We can also check that condition (4.81) for $v_{2}$ is equivalent to

$$
\begin{equation*}
\frac{3 \beta}{2 \alpha} \leq \ell_{1} \tag{4.84}
\end{equation*}
$$

while condition (4.82) is also satisfied in that case. After some computations, we have that conditions $(4.76),(4.78),(4.79)$ give that $v_{2}$ will be of the form

$$
\begin{equation*}
v_{2}(x)=\left(\frac{2 \beta}{\ell_{1}^{2} \ell_{2}}-\frac{\alpha}{3 \ell_{2}^{2}}\right)\left(x-\ell_{1}\right)^{3}-\frac{3 \beta}{\ell_{1}^{2}}\left(x-\ell_{1}\right)^{2}+\beta . \tag{4.85}
\end{equation*}
$$

We also get the following relationship between $\ell_{1}$ and $\ell_{2}$ :

$$
\begin{equation*}
\gamma \ell_{2}^{2}+\ell_{2} \ell_{1}^{2}-\gamma \ell_{1}^{2}=0, \quad \text { with } \quad \gamma:=\frac{3 \beta}{\alpha} \tag{4.86}
\end{equation*}
$$

where one can check that $\ell_{2}<\gamma$ independently of the value of $\ell_{1}$. Notice now, that if the condition (4.77) is satisfied, then $v_{2}$ will be decreasing, with decreasing derivative as well something that would imply that conditions (4.81)-(4.82) hold for $v_{2}$. With the help of (4.85)-(4.86) and condition $\ell_{1}+\ell_{2}=L$, we get that condition (4.77) is equivalent to

$$
\begin{equation*}
\ell_{1}^{2}-2 L \ell_{1}+2 \gamma L<0 \tag{4.87}
\end{equation*}
$$

The inequality (4.87) is true if and only if

$$
\begin{equation*}
\gamma<\frac{L}{2} \quad \text { and } \quad L-\sqrt{L^{2}-2 \gamma L}<\ell_{1} \Longleftrightarrow \ell_{2}<\sqrt{L^{2}-2 \gamma L} \tag{4.88}
\end{equation*}
$$

From the fact that $\ell_{1}+\ell_{2}=L$ and (4.86) we get that $\ell_{2}$ is the unique solution of

$$
\begin{equation*}
\phi\left(\ell_{2}\right):=\sqrt{\frac{\gamma \ell_{2}^{2}}{\gamma-\ell_{2}}}+\ell_{2}-L=0 \tag{4.89}
\end{equation*}
$$

In view of (4.89) we have that $\ell_{2}=\sqrt{L^{2}-2 \gamma L}$ if and only if $\gamma=4 L / 9$. Since $\phi$ is strictly
increasing, one can check that (4.88) is equivalent to the very simple expression

$$
\begin{equation*}
\frac{\beta}{\alpha}<\frac{4 L}{27} \tag{4.90}
\end{equation*}
$$

Notice that in that case (4.84) is also satisfied. Finally, the last condition that has to be satisfied is (4.80). Using (4.85) and (4.86) it can be checked that it is equivalent to

$$
\begin{equation*}
\frac{4 \ell_{2}-2 \gamma}{\ell_{2}^{2}}<\frac{h}{2 \alpha} \tag{4.91}
\end{equation*}
$$

Ideally, one would like to obtain an explicit expression for $\ell_{2}$ from (4.89) and obtain an inequality involving $\alpha$ and $\beta$ using (4.91). However, this is practically impossible as one would have to solve a cubic equation for $\ell_{2}$. This is why we are giving some estimates instead. One can check that from (4.89) and (4.90) we can derive that

$$
\begin{equation*}
\frac{3}{4} \gamma<\ell_{2}<\gamma \tag{4.92}
\end{equation*}
$$

We have that the expression $\left(4 \ell_{2}-2 \gamma\right) / \ell_{2}^{2}$ in (4.91) is a strictly increasing function of $\ell_{2}$ provided that $\ell_{2}<\gamma$ which is true in our case. Thus, in order to satisfy (4.91) a sufficient (but not necessary) condition is

$$
\frac{4 \gamma-2 \gamma}{\gamma^{2}}<\frac{h}{2 \alpha} \Longleftrightarrow \beta>\frac{4 \alpha^{2}}{3 h}
$$

Remark: Let us also point out the following fact: Suppose that $\alpha^{*}$ and $\beta^{*}$ are such, so that conditions (4.72) hold, i.e., the solution is of the type N-P2-J. Then there exists a $0<c<\beta^{*}$ such that for every $\beta \leq c$ the condition (4.91) is violated, so we do not have this type of solution. Indeed from (4.91) and (4.92) we have that

$$
\frac{16}{9 \gamma}<\frac{4 \ell_{2}-2 \gamma}{\ell_{2}^{2}}<\frac{h}{2 \alpha}
$$

Thus keeping $\alpha$ fixed and choosing $\beta$ such that

$$
\begin{equation*}
\frac{16}{9 \gamma}>\frac{h}{2 \alpha} \Longleftrightarrow \beta<\frac{32 \alpha^{2}}{27 h} \tag{4.93}
\end{equation*}
$$

we cannot have the solution of the type N-P2-J any more.
We now turn our attention to the solution of the type N-P1-C. As we mentioned earlier, in that case $u$ is an affine function and thus also the $L^{2}$-linear regression of $f_{\text {p.c. }}$, see Theorem 4.4.6. In the same theorem we gave some thresholds for $\alpha$ and $\beta$ in the general case but we can be more explicit in this specific example.

Proposition 4.6.5 (N-P1-C). The solution $u$ of the problem $\mathcal{P}$ with data function $f_{\text {p.c. }}$ is of the type N-P1-C, see Figure 4.7(c), if and only if $\alpha$ and $\beta$ satisfy the conditions

$$
\begin{equation*}
\alpha \geq \frac{h L}{8} \quad \text { and } \quad \beta \geq \frac{h L^{2}}{54} . \tag{4.94}
\end{equation*}
$$

Moreover, in that case $u$ will be the $L^{2}$-linear regression of $f_{\text {p.c. }}$ and equal to

$$
\begin{equation*}
u(x)=\frac{3 h}{4 L} x-\frac{h}{4}, \quad x \in(0,2 L) . \tag{4.95}
\end{equation*}
$$

Proof. Again we can check that the solution will be of the type N-P1-C if and only if we can find a function $v$ defined on $[0, L]$ such that the following conditions hold:
$v$ is a cubic polynomial,

$$
\begin{align*}
v(0)=0, v^{\prime}(0) & =0,  \tag{4.97}\\
v(L) & =0,  \tag{4.98}\\
-v^{\prime \prime}(L) & =\frac{h}{2}, \quad\left(\text { condition }\left(\mathrm{C}_{f}\right), \text { continuity at L \& symmetry) },\right.  \tag{4.99}\\
\left|v^{\prime}\right| & \leq \alpha,  \tag{4.100}\\
|v| & \leq \beta .
\end{align*}
$$

We can easily check that conditions (4.96)-(4.99) give

$$
\begin{equation*}
v(x)=-\frac{h}{8 L} x^{3}+\frac{h}{8} x^{2}, \quad x \in[0, L] . \tag{4.102}
\end{equation*}
$$

Moreover, the maximum values of $|v|$ and $\left|v^{\prime}\right|$ are $\frac{h L^{2}}{54}$ and $\frac{h L}{8}$ respectively. Thus, conditions (4.100)-(4.101) will be satisfied if and only if (4.94) holds.

Finally, we investigate under which combinations of $\alpha$ and $\beta$ we have solutions of the type N-P2-C. As in the case N-P2-J, it is computationally inaccessible to provide explicit conditions, thus we provide again some sufficient but not necessary conditions.

Proposition 4.6.6 (N-P2-C). If $\alpha$ and $\beta$ satisfy the conditions

$$
\begin{equation*}
\beta<\frac{h L^{2}}{54} \quad \text { and } \quad \beta \leq \frac{4 L \alpha}{9}-\frac{L^{2}}{27} \text {, } \tag{4.103}
\end{equation*}
$$

then the solution $u$ of the problem $\mathcal{P}$ with data function $f_{\text {p.c. }}$ is of the type N-P2-C, see Figure 4.7(d), and $u^{\prime}$ has a positive jump at a point $x_{2}$ where $\frac{2 L}{3}<x_{2}<L$.

Proof. As in the N-P2-J case, $u$ will be a solution of the type N-P2-C if and only if we can find $\ell_{1}>0, \ell_{2}>0$ with $\ell_{1}+\ell_{2}=L$ and two functions $v_{1}, v_{2}$ defined on $\left[0, \ell_{1}\right]$ and
$\left[\ell_{1}, \ell_{1}+\ell_{2}\right]$ respectively, such that the following conditions are satisfied:
$v_{1}, v_{2}$ are cubic polynomials,
$v_{2}\left(\ell_{1}\right)=\beta, v_{2}^{\prime}\left(\ell_{1}\right)=0, v_{2}^{\prime \prime}\left(\ell_{1}\right)=v_{1}^{\prime \prime}\left(\ell_{1}\right)$,

$$
\begin{equation*}
v_{2}^{\prime \prime \prime}\left(\ell_{1}\right)<v_{1}^{\prime \prime \prime}\left(\ell_{1}\right) \tag{4.107}
\end{equation*}
$$

$$
\begin{equation*}
v_{2}(L)=0 \tag{4.108}
\end{equation*}
$$

$$
\begin{equation*}
-v^{\prime \prime}(L)=\frac{h}{2}, \quad\left(\left(\mathrm{C}_{f}\right), \text { continuity at L \& symmetry }\right) \tag{4.109}
\end{equation*}
$$

$$
\begin{equation*}
\left|v_{i}^{\prime}\right| \leq \alpha, i=1,2 \tag{4.110}
\end{equation*}
$$

$$
\begin{equation*}
\left|v_{i}\right| \leq \beta, i=1,2 \tag{4.111}
\end{equation*}
$$

Conditions (4.104)-(4.106) together with (4.111)-(4.112) yield

$$
\begin{equation*}
v_{1}(x)=-\frac{2 \beta}{\ell_{1}^{3}} x^{3}+\frac{3 \beta}{\ell_{1}^{2}} x^{2}, \quad x \in\left[0, \ell_{1}\right] \tag{4.113}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{3 \beta}{2 \alpha} \leq \ell_{1} \tag{4.114}
\end{equation*}
$$

Supposing that $v_{2}$ is of the form

$$
v_{2}(x)=a_{3}\left(x-\ell_{1}\right)^{3}+a_{2}\left(x-\ell_{1}\right)^{2}+a_{1}\left(x-\ell_{1}\right)+a_{0}, \quad x \in\left[\ell_{1}, \ell_{1}+\ell_{2}\right]
$$

conditions (4.107), (4.109), (4.110) give

$$
\begin{equation*}
v_{2}(x)=a_{3}\left(x-\ell_{1}\right)^{3}-\frac{3 \beta}{\ell_{1}^{2}}\left(x-\ell_{1}\right)^{2}+\beta, \quad x \in\left[\ell_{1}, \ell_{1}+\ell_{2}\right] \tag{4.115}
\end{equation*}
$$

and

$$
\begin{align*}
a_{3} \ell_{2}^{3}-\frac{3 \beta \ell_{2}^{2}}{\ell_{1}^{2}}+\beta & =0  \tag{4.116}\\
-6 a_{3} \ell_{2}+\frac{6 \beta}{\ell_{1}^{2}} & =\frac{h}{2} \tag{4.117}
\end{align*}
$$

One can check that conditions (4.107) and (4.110) impose $v_{2}^{\prime}$ to be decreasing, so in order to satisfy (4.111) and (4.112) it suffices to impose $\left|v_{2}^{\prime}\left(\ell_{1}+\ell_{2}\right)\right| \leq \alpha$, which, with the help of (4.115) and (4.117), is equivalent to

$$
\begin{equation*}
\frac{3 \beta \ell_{2}}{\ell_{1}^{2}}+\frac{h \ell_{2}}{4} \leq \alpha \tag{4.118}
\end{equation*}
$$

Moreover combining (4.116), (4.117) and the fact that $\ell_{1}+\ell_{2}=L$, we can get a relationship between $\ell_{1}$ and $\ell_{2}$ and an equation for $\ell_{1}$ :

$$
\begin{gather*}
\ell_{2}=\sqrt{\frac{12 \beta}{h+\frac{24 \beta}{\ell_{1}^{2}}}},  \tag{4.119}\\
\phi\left(\ell_{1}\right):=\ell_{1}+\sqrt{\frac{12 \beta}{h+\frac{24 \beta}{\ell_{1}^{2}}}}-L=0 . \tag{4.120}
\end{gather*}
$$

It is easy to see that the equation (4.120) has a unique solution in $(0, L)$ but one has to solve a quartic in order to express it explicitly. Thus, as in the case N-P2-J we give some estimates. Observe firstly that using (4.113), (4.115), (4.117) and (4.119) condition (4.108) is satisfied if and only if

$$
\begin{equation*}
\frac{18 \beta \ell_{1}}{\ell_{2}}-\frac{6 \beta \ell_{1}^{3}}{\ell_{2}^{3}}<-12 \beta \tag{4.121}
\end{equation*}
$$

which is satisfied if and only if $\ell_{2}<\frac{\ell_{1}}{2}$. However, from (4.119), this is true if and only if $\ell_{1}>\sqrt{\frac{24 \beta}{h}}$. From the fact that the function $\phi$ is strictly increasing, the last inequality is true if and only if

$$
\begin{equation*}
\beta<\frac{h L^{2}}{54} . \tag{4.122}
\end{equation*}
$$

It remains to identify some sufficient conditions for (4.118). Observe that under (4.122) we have $\phi(2 L / 3)<0$ and $\phi(L>0)$, which means that

$$
\begin{equation*}
\frac{2 L}{3}<\ell_{1}<L \quad \text { and } \quad 0<\ell_{2}<\frac{L}{3} \tag{4.123}
\end{equation*}
$$

Using (4.123), we find that a sufficient (but not necessary) condition for (4.118) is

$$
\begin{equation*}
\frac{3 \beta}{\left(\frac{2 L}{3}\right)^{2}} \frac{L}{3}+\frac{h L}{12}<\alpha \Longleftrightarrow \beta \leq \frac{4 L \alpha}{9}-\frac{L^{2} h}{27} \tag{4.124}
\end{equation*}
$$

We can easily verify that under (4.124) the condition (4.114) is satisfied as well.
We now summarise how the solutions of the problem $\mathcal{P}$ with data function $f_{\text {p.c. }}$ are affected by the different choices of the parameters $\alpha$ and $\beta$. In Figure 4.8 we have partitioned the set $\{\alpha>0, \beta>0\}$ into different areas that correspond to the four different possible solutions. These areas are:
(1) Blue colour: $\left\{\alpha<\frac{h L}{8}, \beta \geq \frac{4 L}{27} \alpha\right\}$, (necessary and sufficient condition), N-P1-J, see Figure 4.7(a).
(2) Purple colour: $\left\{\beta<\frac{4 L}{27} \alpha, \beta \geq \frac{36}{27 h} \alpha^{2}\right\}$, (sufficient condition), $\mathbf{N}$-P2-J, see Figure


Figure 4.8: Illustration of the four different types of solutions of $\mathcal{P}$ for the piecewise constant function $f_{\text {p.c. }}$ that result for different combinations of the parameters $\alpha$ and $\beta$.
4.7(b).
(3) Yellow colour: $\left\{\alpha \geq \frac{h L}{8}, \beta \geq \frac{h L^{2}}{54}\right\}$, (necessary and sufficient condition), N-P1-C, see Figure 4.7(c).
(4) Orange colour: $\left\{\beta \leq \frac{32}{27 h} \alpha^{2}, \beta<\frac{h L^{2}}{54}\right\}$, (sufficient condition), $\mathbf{N}-\mathbf{P} 2-\mathrm{C}$, see Figure 4.7(d).

Notice that according to Proposition 4.6.6 our initial sufficient conditions for the solution of the type N-P2-C to happen were $\beta<\frac{h L^{2}}{54}$ and $\beta \leq \frac{4 L}{9} \alpha-\frac{L^{2} h}{27}$. However, according to the remark after Proposition 4.6.4, page 140, when condition $\beta \leq \frac{32}{27 h} \alpha^{2}$ holds then the solution of the type N-P2-J cannot happen and since the conditions for N-P1-C and N-P2-C are necessary and sufficient we conclude that when $\beta \leq \frac{32}{27 h} \alpha^{2}$ holds (together with $\alpha \leq \frac{h L}{8}$ ) then the solution of the type N-P2-C occur. Notice that

$$
\left\{\alpha>0, \beta>0: \beta \leq \frac{4 L}{9} \alpha-\frac{L^{2} h}{27}, \alpha \leq \frac{h L}{8}\right\} \subseteq\left\{\alpha>0, \beta>0: \beta \leq \frac{32}{27 h} \alpha^{2}, \alpha \leq \frac{h L}{8}\right\}
$$

see Figure 4.8.
As we have mentioned, due to computational issues it is difficult to derive necessary
and sufficient conditions for the solutions of the type N-P2-J and N-P2-C. However, the estimates we have provided are not far away from being sharp as the unknown grey area in Figure 4.8, $\left\{\beta>\frac{32}{27 h} \alpha^{2}, \beta<\frac{36}{27 h} \alpha^{2}, \beta<\frac{4 L}{27} \alpha\right\}$ is relatively small.

### 4.6.2 Piecewise affine function with a single jump

In this section we choose the data function to be a simple piecewise affine function $f_{\text {p.a. }}$, defined as

$$
f_{\text {p.a. }}(x)= \begin{cases}\lambda(x-L) & \text { if } x \in(0, L),  \tag{4.125}\\ \lambda(x-L)+h & \text { if } x \in[L, 2 L),\end{cases}
$$

for some $h>0$ and $\lambda \in \mathbb{R}$, see also Figure 4.9.


Figure 4.9: Piecewise affine function $f_{\text {p.c. }}$ with a jump discontinuity at $x=L$.

Note that $f_{\text {p.c. }}$ is a special case of $f_{\text {p.a. }}$ where $\lambda=0$. However, we decided to treat the $f_{\text {p.c. }}$ case as a separate one since as the next proposition shows the solutions of $\mathcal{P}$ with data $f_{\text {p.a. }}$ can be obtained from the ones that correspond to $f_{\text {p.c. }}$. The latter ones are more easy to compute since $f_{\text {p.c. }}$ has a simpler form. The following Proposition essentially states that if an affine function is added to the data $f$ then the solution $u$ of $\mathcal{P}$ is also shifted by the same affine function.

Proposition 4.6.7. The function $u_{f_{\text {p.c. }}}$ is a solution to the minimisation problem $\mathcal{P}$ with data function $f_{\text {p.c. }}$ if and only if $u_{f_{\text {p.a. }}}$ is a solution to $\mathcal{P}$ with data function $f_{\text {p.a. }}$, where

$$
u_{f_{\text {p.a. }}}(x)=u_{f_{\text {p.c. }}}(x)+\lambda(x-L) .
$$

Proof. Suppose that $u_{f_{\text {p.c. }}}$ is a solution of $\mathcal{P}$ with data $f_{\text {p.c. }}$, for some combination of the parameters $\alpha$ and $\beta$ and let $v_{f_{\text {p.c. }}}, w_{f_{\text {p.c. }}}$ be the corresponding $v$ and $w$ variables. We will show that $u_{f_{\text {p.a. }}}(x)=u_{f_{\text {p.c. }}}(x)+\lambda(x-L)$ is a solution for data $f_{\text {p.a. }}$ for the same
combination of $\alpha$ and $\beta$ and vice versa. The optimality conditions $\left(\mathrm{C}_{f}\right),\left(\mathrm{C}_{\alpha}\right),\left(\mathrm{C}_{\beta}\right)$ read:

$$
\begin{aligned}
v_{f_{\text {p.c. }}}^{\prime \prime} & =f-u_{f_{\text {p.c. }}}, \\
-v_{f_{\text {p.c. }}}^{\prime} & \in \alpha \operatorname{Sgn}\left(D u_{f_{\text {p.c. }}}-w_{f_{\text {p.c. }}}\right), \\
v_{f_{\text {p.c. }}} & \in \beta \operatorname{Sgn}\left(D w_{f_{\text {p.c. }}}\right) .
\end{aligned}
$$

Observing that $f_{\text {p.a. }}(x)=f_{\text {p.c. }}(x)+\lambda(x-L)$ we set $v_{f_{\text {p.a. }}}=v_{f_{\text {p.c. }}}$ and $w_{f_{\text {p.a. }}}(x)=w_{f_{\text {p.c. }}}(x)+$ $\lambda$. Then we have

$$
v_{f_{\text {p.a. }}^{\prime}}^{\prime \prime}=v_{f_{\text {p.c. }}^{\prime}}^{\prime \prime}=f_{\text {p.c. } .}-u_{f_{\text {p.c. }}}=f_{\text {p.a. }}-u_{f_{\text {p.a. }}},
$$

and

$$
\begin{aligned}
-v_{f_{\text {p.a. }}^{\prime}}^{\prime} \in \alpha \operatorname{Sgn}\left(D u_{f_{\text {p.a. }}}-w_{f_{\text {p.a. }}}\right) & \Longleftrightarrow-v_{f_{\text {p.a. }}^{\prime}}^{\prime} \in \alpha \operatorname{Sgn}\left(D u_{f_{\text {p.c. }}}+\lambda-w_{f_{\text {p.c. }}}-\lambda\right) \\
& \Longleftrightarrow-v_{f_{\text {p.c. }}}^{\prime} \in \alpha \operatorname{Sgn}\left(D u_{f_{\text {p.c. }}}-w_{f_{\text {p.c. }}} .\right.
\end{aligned}
$$

Finally,

$$
v_{f_{\text {p.a. }}} \in \beta \operatorname{Sgn}\left(D w_{f_{\text {p.a. }}}\right) \Longleftrightarrow v_{f_{\text {p.a. }}} \in \beta \operatorname{Sgn}\left(D w_{f_{\text {p. . . }}}\right) \Longleftrightarrow v_{f_{\text {p.c. }}} \in \beta \operatorname{Sgn}\left(D w_{f_{\text {p.c. }}}\right),
$$

thus $\left(\mathrm{C}_{f}\right),\left(\mathrm{C}_{\alpha}\right),\left(\mathrm{C}_{\beta}\right)$ hold for $u_{f_{\text {p.a. }}}, v_{f_{\text {p.a. }}}$ and $w_{f_{\text {p.a. }}}$. We can similarly show that if $u_{f_{\text {p.a. }}}$ is a solution for data $f_{\text {p.a. }}$ then $u_{f_{\text {p.c. }}}(x)=u_{f_{\text {p.a. }}}(x)-\lambda(x-L)$ is a solution for data $f_{\text {p.c. }}$.

(a) Solution of the type N-P1-J.

(b) Solution of the type

(c) Solution of the type N-P1-C.

(d) Solution of the type N-P2-C.

Figure 4.10: All the possible types of solution $u$ to the minimisation problem $\mathcal{P}$ for the data function $f_{\text {p.a. }}$.

In Figure 4.10 we show all the possible type of solutions for the data $f_{\text {p.a. }}$. These solutions correspond to the same combinations of $\alpha$ and $\beta$ that are shown in Figure 4.8. One can observe here the capability of TGV to preserve piecewise affine structures. This is in contrast to TV regularisation which promotes piecewise constant reconstructions. In fact, one can easily check using the optimality conditions of the $L^{2}-\mathrm{TV}$ problem in Table 4.1 that all TV solutions have the form shown in Figure 4.11.


Figure 4.11: Type of solutions for the $L^{2}-\mathrm{TV}$ problem with data $f_{\mathrm{p} . \mathrm{a}}$.

### 4.6.3 Hat function

In this section we compute exact solutions for the hat function

$$
f_{\text {hat }}(x)=\lambda|x-L|-\lambda L,
$$

where $\lambda>0$, see Figure 4.12. The study of this case gives an insight about how TGV


Figure 4.12: The hat function $f_{\text {hat }}$.
affects local extrema. Note that since $f_{\text {hat }}$ is an even function, the solutions will be even as well. Working similarly as we did for the function $f_{\text {p.c. }}$, we conclude that the only types of solutions $u$ are the following ${ }^{2}$ :
(i) $u$ is constant in $\left(0, x_{1}\right)$, equal to $f_{\text {hat }}$ in $\left(x_{1}, x_{2}\right)$ and constant in $\left(x_{1}, L\right)$,
(ii) $u$ is affine in $\left(0, x_{1}\right)$, equal to $f_{\text {hat }}$ in $\left(x_{1}, x_{2}\right)$ and affine in $\left(x_{1}, L\right)$,
(iii) $u$ is constant in $(0, L)$,
(iv) $u$ is affine in $(0, L)$,
where $0<x_{1}<x_{2}<L$. In Figure 4.13 we show how these four types of solutions look like, along with the corresponding $w$ and $v$ variables. Notice that the solution of the type C is the $L^{2}$-linear regression of $f_{\text {hat }}$. Note also, that the solutions of the type C-E-C correspond to the TV solutions predicted by Theorem 4.4.11. We finally note that the

[^2]solution of the type A is also computed in [Ben11, Mül13, BBBM13] in order to indicate that $f_{\text {hat }}$ can be recovered by TGV regularisation up to a loss of contrast.


Figure 4.13: All the possible types of solution $u$ to the minimisation problem $\mathcal{P}$ for the data function $f_{\text {hat }}$. We also show the forms of the corresponding variables $w$ and $v$.

In the following, we investigate which combinations of the parameters $\alpha$ and $\beta$ correspond to each type of solution. Unlike the case with the function $f_{\text {p.c. }}$, here we are able to give necessary and sufficient conditions for all the types of solutions. We summarise our results in the following proposition.

Proposition 4.6.8. Consider the problem $\mathcal{P}$ with data function $f_{\text {hat }}$. Then we have the following four cases:
(i) The solution $u$ is of the type C-E-C, Figure 4.13(a), if and only if

$$
\begin{equation*}
\alpha<\frac{\lambda L^{2}}{8} \quad \text { and } \quad \beta \geq \alpha L-\frac{2 \alpha}{3} \sqrt{\frac{2 \alpha}{\lambda}} \tag{4.126}
\end{equation*}
$$

In that case

$$
u(x)= \begin{cases}-\sqrt{2 \alpha \lambda} & \text { if } x \in\left(0, \sqrt{\frac{2 \alpha}{\lambda}}\right) \\ -\lambda x & \text { if } x \in\left(\sqrt{\frac{2 \alpha}{\lambda}}, L-\sqrt{\frac{2 \alpha}{\lambda}}\right) \\ -\lambda L+\sqrt{2 \alpha \lambda} & \text { if } \left.x \in\left(L-\sqrt{\frac{2 \alpha}{\lambda}}\right), L\right)\end{cases}
$$

(ii) The solution $u$ is of the type A-E-A, Figure 4.13(b), if and only if

$$
\begin{equation*}
\beta>\frac{2 L \alpha}{3} \quad \text { and } \quad \beta<\alpha L-\frac{2 \alpha}{3} \sqrt{\frac{2 \alpha}{\lambda}} \tag{4.127}
\end{equation*}
$$

In that case

$$
u(x)= \begin{cases}-\mu x-\sqrt{2 \alpha(\lambda-\mu)} & \text { if } x \in\left(0, \frac{3}{2}\left(L-\frac{\beta}{\alpha}\right)\right) \\ -\lambda x & \text { if } x \in\left(\frac{3}{2}\left(L-\frac{\beta}{\alpha}\right), L-\frac{3}{2}\left(L-\frac{\beta}{\alpha}\right)\right) \\ -\mu x-(\lambda-\mu) L+2 \sqrt{2 \alpha(\lambda-\mu)} & \text { if } x \in\left(L-\frac{3}{2}\left(L-\frac{\beta}{\alpha}\right), L\right)\end{cases}
$$

with

$$
\mu=\lambda-\frac{8 \alpha}{9\left(L-\frac{\beta}{\alpha}\right)^{2}}
$$

(iii) The solution $u$ is of the type C, Figure 4.13(c), if and only if

$$
\begin{equation*}
\beta \geq \frac{\lambda L^{3}}{12} \quad \text { and } \quad \alpha \geq \frac{\lambda L^{2}}{8} \tag{4.128}
\end{equation*}
$$

In that case

$$
u(x)=\frac{\lambda L}{2}, \quad x \in(0,2 L)
$$

(iv) The solution $u$ is of the type A, Figure 4.13(d), if and only if

$$
\begin{equation*}
\beta<\frac{\lambda L^{3}}{12} \quad \text { and } \quad \beta \leq \frac{2 L \alpha}{3} \tag{4.129}
\end{equation*}
$$

In that case

$$
u(x)=\mu|x-L|-(\lambda L-t), \quad x \in(0,2 L)
$$

with

$$
\mu=\lambda-\frac{12 \beta}{L^{3}} \quad \text { and } \quad t=\frac{6 \beta}{L^{2}}
$$

Proof. (i) Since we are looking for solutions of the type C-E-C, we must find $0<x_{1}<x_{2}<$ $L$ such that $u=t$ for a constant $t$ in $\left(0, x_{1}\right), u=f_{\text {hat }}$ in $\left(x_{1}, x_{2}\right)$ and $u=-t-\lambda\left(x_{2}-x_{1}\right)$ in $\left(x_{2}, L\right)$. As far as the variable $w$ is concerned, we have that $w=D u=0$ in $\left(0, x_{1}\right) \cup\left(x_{2}, L\right)$. However since $u=f_{\text {hat }}$ in $\left(x_{1}, x_{2}\right)$, we have that $v$ is affine in that interval, thus it cannot have an extremum there. Thus, condition $\left(\mathrm{C}_{\beta}\right)$ forces $w=0$ in $\left(x_{1}, x_{2}\right)$ as well and $\left(\mathrm{C}_{\alpha}\right)$ forces $v^{\prime}=\alpha$ there. We conclude that the solution $u$ will be of the type C-E-C if and only if we can find $0<x_{1}<x_{2}<L$ and a function $v$ with the following properties:

$$
\begin{equation*}
v \text { and } v^{\prime} \text { are continuous, } \quad\left(v \in H_{0}^{2}\right), \tag{4.130}
\end{equation*}
$$

$v$ is a cubic polynomial on $\left(0, x_{1}\right)$ and $\left(x_{2}, L\right), \quad\left(\right.$ condition $\left.\left(\mathrm{C}_{f}\right)\right)$,
$v(0)=0, v^{\prime}(0)=0, \quad$ (boundary conditions for $v$ ),
$v$ is affine and $v^{\prime}=\alpha$ on $\left(x_{1}, x_{2}\right), \quad$ (as explained above),

$$
\begin{equation*}
v^{\prime}(L)=0, \quad(v \text { is an even function }) \tag{4.133}
\end{equation*}
$$

$$
\begin{align*}
|v| & \leq \beta, \quad\left(\text { condition }\left(\mathrm{C}_{\beta}\right)\right)  \tag{4.135}\\
\left|v^{\prime}\right| & \leq \alpha, \quad\left(\text { condition }\left(\mathrm{C}_{\alpha}\right)\right) \tag{4.136}
\end{align*}
$$

After some computations we find that

$$
\begin{gathered}
x_{1}=L-x_{2}=\sqrt{\frac{2 \alpha}{\lambda}}, \quad t=\sqrt{2 \alpha \lambda} \\
v(x)= \begin{cases}-\frac{\lambda}{6} x^{3}+\sqrt{\frac{\alpha \lambda}{2}} x^{2} & \text { if } x \in\left(0, \sqrt{\frac{2 \alpha}{\lambda}}\right) \\
\alpha\left(x-x_{1}\right)+\frac{\lambda x_{1}^{2}}{3} & \text { if } x \in\left(\sqrt{\frac{2 \alpha}{\lambda}}, L-\sqrt{\frac{2 \alpha}{\lambda}}\right), \\
-\frac{\lambda}{6}\left(x+x_{1}-L\right)^{3}+\alpha\left(x+x_{1}-L\right) \\
+\alpha\left(L-2 x_{1}\right)+\frac{\lambda x_{1}^{3}}{3} & \text { if } x \in\left(L-\sqrt{\frac{2 \alpha}{\lambda}}, L\right)\end{cases}
\end{gathered}
$$

From the equation $v^{\prime \prime}=f_{\text {hat }}-u$ we can get an expression for $u$. Moreover $x_{1}<x_{2}$ holds if and only if

$$
\alpha<\frac{\lambda L^{2}}{8}
$$

Finally one can check that (4.136) holds and in order to satisfy (4.135), since $v$ is increasing in $(0, L)$, it suffices to have $v(L) \leq \beta$ something that translates to

$$
\beta \geq \alpha L-\frac{2 \alpha}{3} \sqrt{\frac{2 \alpha}{\lambda}}
$$

(ii) The proof follows essentially the proof of (i). Here we are looking for solutions of the type $u=-\mu x-t$ instead of $u=t$ on ( $0, x_{1}$ ). In addition to the conditions (4.130)-(4.136) for $v$ here we also have

$$
\begin{equation*}
v(L)=\beta, \quad\left(\text { condition }\left(\mathrm{C}_{\beta}\right)\right) \tag{4.137}
\end{equation*}
$$

because $w$ makes a positive jump at $x=L$, see also Figure 4.13(b). Again after some computations we find

$$
\begin{gathered}
x_{1}=L-x_{2}=\sqrt{\frac{2 \alpha}{\lambda-\mu}}, \quad t=\sqrt{2 \alpha(\lambda-\mu)} \\
v(x)= \begin{cases}-\frac{\lambda-\mu}{6} x^{3}+\sqrt{\frac{\alpha(\lambda-\mu)}{2}} x^{2} & \text { if } x \in\left(0, \sqrt{\frac{2 \alpha}{\lambda-\mu}}\right) \\
\alpha\left(x-x_{1}\right)+\frac{(\lambda-\mu) x_{1}^{2}}{3} & \text { if } x \in\left(\sqrt{\frac{2 \alpha}{\lambda-\mu}}, L-\sqrt{\frac{2 \alpha}{\lambda-\mu}}\right), \\
-\frac{\lambda-\mu}{6}\left(x+x_{1}-L\right)^{3}+\alpha\left(x+x_{1}-L\right) \\
+\alpha\left(L-2 x_{1}\right)+\frac{(\lambda-\mu) x_{1}^{3}}{3} & \text { if } x \in\left(L-\sqrt{\frac{2 \alpha}{\lambda-\mu}}, L\right) .\end{cases}
\end{gathered}
$$

Again one can check that $\left|v^{\prime}\right|<\alpha$. Moreover the condition $v(L)=\beta$ gives

$$
\begin{equation*}
\alpha L-\frac{2 \alpha}{3} \sqrt{\frac{2 \alpha}{\lambda--\mu}}=\beta \Longleftrightarrow \mu=\lambda-\frac{8 \alpha}{9\left(L-\frac{\beta}{\alpha}\right)^{2}} . \tag{4.138}
\end{equation*}
$$

Since we are looking into cases where $0<\mu<\lambda$ we must have $\sqrt{\frac{2 \alpha}{\lambda-\mu}}>\sqrt{\frac{2 \alpha}{\lambda}}$ and using (4.138) this translates to

$$
\begin{equation*}
\beta<\alpha L-\frac{2 \alpha}{3} \sqrt{\frac{2 \alpha}{\lambda}} \tag{4.139}
\end{equation*}
$$

Finally, it is easily checked that in order to impose $x_{1}<x_{2}$, we must have

$$
\begin{equation*}
\beta>\frac{2 L \alpha}{3} . \tag{4.140}
\end{equation*}
$$

(iii) In this case, we are looking for solutions of the type $u=-t, t>0$. The function $v$ will be a cubic polynomial that satisfy the conditions:

$$
v(0)=0, \quad v^{\prime}(0)=0, \quad v^{\prime}(L)=0, \quad v^{\prime \prime}=h+t, \quad|v| \leq \beta, \quad\left|v^{\prime}\right| \leq \alpha
$$

We easily compute

$$
t=\frac{\lambda L}{2}, \quad v(x)=-\frac{\lambda}{6} x^{3}+\frac{1}{2} t x^{2}, \quad x \in(0, L) .
$$

We can also check that the conditions $|v| \leq \beta,\left|v^{\prime}\right| \leq \alpha$ are equivalent to

$$
\beta \geq \frac{\lambda L^{3}}{12}, \quad \alpha \geq \frac{\lambda L^{2}}{8},
$$

respectively.
(iv) The proof is similar to (iii). We are looking for a solution of the type $u(x)=-\mu x-t$, $x \in(0, L), 0<\mu<\lambda$ and $t>0$. As before, the function $v$ will be a cubic polynomial satisfying the conditions:

$$
v(0)=0, \quad v^{\prime}(0)=0, \quad v(L)=\beta, \quad v^{\prime}(L)=0, \quad v^{\prime \prime}=h+t, \quad|v| \leq \beta, \quad\left|v^{\prime}\right| \leq \alpha
$$

We get that

$$
v(x)=-\frac{\lambda-\mu}{6} x^{3}+\frac{t}{2} x^{2}, \quad x \in(0, L), \quad \text { with } \quad t=\frac{6 \beta}{L^{2}}, \quad \mu=\lambda-\frac{12 \beta}{L^{3}} .
$$

Thus $0<\mu<\lambda$ is equivalent to

$$
\beta<\frac{\lambda L^{3}}{12} .
$$

Finally, we check easily that $|v| \leq \beta$ holds and $\left|v^{\prime}\right| \leq \alpha$ is equivalent to

$$
\beta \leq \frac{2 L \alpha}{3}
$$



Figure 4.14: Illustration of the four different types of solutions of $\mathcal{P}$ for the hat function $f_{\text {hat }}$ that result for different combinations of the parameters $\alpha$ and $\beta$.

As we did for the function $f_{\text {p.c. }}$ we summarise how the solutions of the problem $\mathcal{P}$ with data $f_{\text {hat }}$ are determined by $\alpha$ and $\beta$. In Figure 4.14 we have partitioned again the set $\{\alpha>0, \beta>0\}$ into different areas that correspond to the four different possible solutions. We note again that in contrast to the cases of the functions $f_{\text {p.c. }}$ and $f_{\text {p.a. }}$, here we provide both necessary and sufficient conditions for all the four different types of solutions. The corresponding areas are:
(1) Blue colour: $\left\{\alpha<\frac{\lambda L^{2}}{8}, \beta \geq \alpha L-\frac{2 \alpha}{3} \sqrt{\frac{2 \alpha}{\lambda}}\right\}$, C-E-C, see Figure 4.13(a).
(2) Purple colour: $\left\{\beta>\frac{2 L \alpha}{3}, \beta<\alpha L-\frac{2 \alpha}{3} \sqrt{\frac{2 \alpha}{\lambda}}\right\}$, A-E-A, see Figure 4.13(b).
(3) Yellow colour: $\left\{\alpha \geq \frac{\lambda L^{2}}{8}, \beta \geq \frac{\lambda L^{3}}{12}\right\}$, C, see Figure 4.13(c).
(4) Orange colour: $\left\{\beta<\frac{\lambda L^{3}}{12}, \beta \leq \frac{2 L \alpha}{3}\right\}$, A, see Figure 4.13(d).

### 4.6.4 Numerical experiments

In this final section, we compare our theoretical results with numerical ones obtained by solving the discrete version of $\mathcal{P}$ with the primal-dual algorithm of Chambolle-Pock, [CP11]. A description of the algorithm for TGV minimisation can be found in [Bre14]. We also compute some numerical results with the presence of Gaussian noise that show that TGV regularisation is quite robust for noisy data. Let us note here that even though some sensitivity analysis can be done [BV11], it is not an easy task to prove that the corresponding solutions of $\mathcal{P}$ with clean and corrupted data have the same structure provided the noise is sufficiently small. Some relevant work has been done in [BB13] in terms of ground states of regularisation functionals.

In Figure 4.15, we plot the exact and the numerical solutions of $\mathcal{P}$ using the function $f_{\text {p.c. }}$ as a data function. We choose the parameters $\alpha$ and $\beta$ so that we have the solution of the type N-P1-J. We observe that for clean data, the exact and the numerical solutions coincide, see Figure 4.15(a). Moreover, even under the presence of noise, the numerical solution is not far away from the corresponding solution without the noise, Figure 4.15(b).

We observe similar results in Figures 4.16 and 4.17 where we choose the parameters so that we have solutions of the type N-P2-J and N-P1-C respectively.

In Figure 4.18 we use the function $f_{\text {hat }}$ as a data function. Again, without the presence of noise, the exact solution agrees with the numerical one, Figure 4.18(a). However, when noise is added, even though the numerical solution is close to the one that corresponds to the clean data, some staircasing is observed, Figure 4.18(b). This is not surprising as with these combinations of $\alpha$ and $\beta$, TGV behaves like TV as it was shown in Theorem 4.4.11.

In Figure 4.19 the parameters are chosen so that the solution of the type A-E-A occurs. In the clean data case we have agreement between the exact and the numerical solution, Figure 4.19(a), but in the noisy case a kind of "affine" staircasing effect appears in the area where the exact solution equals with the data, see detail of Figure 4.19(b).

Finally, in Figure 4.20, the parameters are chosen so the solution of the type A occurs. Again, the numerical solution agrees with the exact one and deviates from it slightly in the presence of noise, while no staircasing of any kind appears this time.


Figure 4.15: Piecewise constant function $f_{\text {p.c. }}$. The parameters $\alpha$ and $\beta$ satisfy the conditions (4.63), thus the solution is of the type N-P1-J.


Figure 4.16: Piecewise constant function $f_{\text {p.c. }}$. The parameters $\alpha$ and $\beta$ satisfy the conditions (4.72), thus the solution is of the type N-P2-J.


Figure 4.17: Piecewise constant function $f_{\text {p.c. }}$. The parameters $\alpha$ and $\beta$ satisfy the conditions (4.94), thus the solution is of the type N-P1-C ( $L^{2}$-linear regression).

(a) Clean data, the numerical solution agrees with the exact one.

(b) Noisy data, appearance of staircasing effect.

Figure 4.18: Hat function $f_{\text {hat }}$. The parameters $\alpha$ and $\beta$ satisfy the conditions (4.126), thus the solution is of the type C-E-C.

(a) Clean data, the numerical solution agrees with the exact one.

(b) Noisy data, appearance of an "affine" staircasing effect.

Figure 4.19: Hat function $f_{\text {hat }}$. The parameters $\alpha$ and $\beta$ satisfy the conditions (4.127), thus the solution is of the type A-E-A.


Figure 4.20: Hat function $f_{\text {hat }}$. The parameters $\alpha$ and $\beta$ satisfy the conditions (4.129), thus the solution is of the type A.

## Chapter 5

## Non-local Hessian: Localisation results, characterisation of higher order Sobolev and BV spaces and applications

### 5.1 Introduction

In this chapter we are concerned with two different forms of non-local Hessian functionals. For the first formulation (explicit formulation) we prove its localisation to the classical Hessian as the non-locality vanishes and we use it to characterise some higher order Sobolev and BV spaces. The second formulation (implicit formulation) that we introduce, is better tuned for use in variational problems in imaging. We provide some numerical examples for image denoising where we show that the model is capable of outperforming TGV as far as the restoration of piecewise affine data is concerned.

## Explicit formulation

We are initially interested in studying the following non-local Hessian functional (explicit formulation):

$$
\begin{equation*}
\mathcal{H}_{n} u(x)=\frac{d(d+2)}{2} \int_{\mathbb{R}^{N}} \frac{d^{2} u(x, y)}{|x-y|^{2}} \frac{\left((x-y) \otimes(x-y)-\frac{|x-y|^{2}}{d+2} I_{d}\right)}{|x-y|^{2}} \rho_{n}(x-y) d y, \quad x \in \mathbb{R}^{d} \tag{5.1}
\end{equation*}
$$

with

$$
d^{2} u(x, y):=u(y)-2 u(x)+u(x+(x-y))
$$
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see Figure 5.1, where here $I_{d}$ is the $d \times d$ identity matrix and $\rho_{n}$ is a sequence of $L^{1}\left(\mathbb{R}^{d}\right)$ radial functions, i.e., $\rho_{n}(x)=\rho_{n}(|x|)$, that satisfy the properties

$$
\begin{equation*}
\rho_{n} \geq 0, \quad \int_{\mathbb{R}^{d}} \rho_{n} d x=1, \quad \lim _{n \rightarrow \infty} \int_{|x|>\delta} \rho_{n} d x=0, \quad \forall \delta>0 \tag{5.2}
\end{equation*}
$$

This means that eventually all the mass of $\rho_{n}$ is concentrating to the origin, leading finally to the localisation of (5.1).


Figure 5.1: Configuration of the second order finite difference scheme $d^{2} u(x, y)=u(y)-$ $2 u(x)+u(x+(x-y))$.

As we have already mentioned in the introduction, analogous first order non-local functionals have been introduced and studied in the literature. More particularly, Bourgain, Brezis and Mironescu [BBM01] examined functionals of the type

$$
\begin{equation*}
\int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{p}}{|x-y|^{p}} \rho_{n}(x-y) d x d y \tag{5.3}
\end{equation*}
$$

where $\Omega$ is a smooth bounded domain in $\mathbb{R}^{d}$ and $1 \leq p<\infty$. They characterised $W^{1, p}(\Omega)$ and $\operatorname{BV}(\Omega)$ by proving that,

$$
\begin{aligned}
u \in W^{1, p}(\Omega) & \Longleftrightarrow u \in L^{p}(\Omega) \text { and } \liminf _{n \rightarrow \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|^{p}}{|x-y|^{p}} \rho_{n}(x-y) d x d y<\infty, p>1, \\
u \in \operatorname{BV}(\Omega) & \Longleftrightarrow u \in L^{1}(\Omega) \text { and } \liminf _{n \rightarrow \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x)-u(y)|}{|x-y|} \rho_{n}(x-y) d x d y<\infty, p=1 .
\end{aligned}
$$

Ponce in [Pon04] derived similar characterisations by studying functionals of the type

$$
\begin{equation*}
\int_{\Omega} \int_{\Omega} \omega\left(\frac{|u(x)-u(y)|}{|x-y|}\right) \rho_{\epsilon}(x-y) d x d y \tag{5.4}
\end{equation*}
$$

where $\omega$ is a continuous function and $\rho_{\epsilon}$ are not necessarily radial. Analogous were the results by Gobbino and Mora in [GM01].

Mengesha and Spector in [MS13] introduced the following non-local gradient operator:

$$
\begin{equation*}
\mathcal{G}_{n} u(x)=d \int_{\Omega} \frac{u(x)-u(y)}{|x-y|} \frac{x-y}{|x-y|} \rho_{n}(x-y) d y, \quad x \in \Omega . \tag{5.5}
\end{equation*}
$$

Functional (5.5) is defined rigorously as a distribution. The authors proved the localisation of the functionals (5.5) to their classical analogue, $\nabla u$, in the topology that corresponds to the regularity of the function $u$ and they obtained yet another characterisation of the spaces $W^{1, p}(\Omega)$ and $\operatorname{BV}(\Omega)$ :

$$
\begin{aligned}
u \in W^{1, p}(\Omega) & \Longleftrightarrow u \in L^{p}(\Omega) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{G}_{n} u\right\|_{L^{p}(\Omega)}<\infty,
\end{aligned} \quad p>1 .
$$

In this chapter, we prove the localisation of functional (5.1) to the classical Hessian $\nabla^{2} u$ in various topologies and we obtain some novel characterisations of the spaces $W^{2, p}\left(\mathbb{R}^{d}\right)$ and $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$. In summary, we prove the following localisations:

$$
\begin{array}{llr}
\text { if } u \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}\right) & \Longrightarrow \mathcal{H}_{n} u \rightarrow \nabla^{2} u & \text { uniformly, } \\
\text { if } u \in W^{2, p}\left(\mathbb{R}^{d}\right) & \Longrightarrow \mathcal{H}_{n} u \rightarrow \nabla^{2} u \quad \text { in } L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right), & 1 \leq p<\infty, \\
\text { if } u \in \mathrm{BV}^{2}\left(\mathbb{R}^{d}\right) & \Longrightarrow \mathcal{H}_{n} u \mathcal{L}^{d} \rightarrow D^{2} u & \text { weakly}
\end{array}
$$

We also prove the following derivative-free characterisations of $W^{2, p}\left(\mathbb{R}^{d}\right)$ and $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$ in the spirit of [BBM01] and [MS13]:

$$
\begin{align*}
& u \in W^{2, p}\left(\mathbb{R}^{d}\right) \Longleftrightarrow u \in L^{p}\left(\mathbb{R}^{d}\right) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{H}_{n} u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}<\infty, \quad p>1,  \tag{5.6}\\
& u \in \operatorname{BV}^{2}\left(\mathbb{R}^{d}\right) \Longleftrightarrow u \in L^{1}\left(\mathbb{R}^{d}\right) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{H}_{n} u\right\|_{L^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}<\infty, \quad p=1 . \tag{5.7}
\end{align*}
$$

We must note here that the results in [MS13] hold for the vector value case as well, that is to say one can define a form of non-local Hessian as

$$
\begin{equation*}
\mathcal{G}_{n}(\nabla u)(x)=d \int_{\Omega} \frac{\nabla u(x)-\nabla u(y)}{|x-y|} \otimes \frac{x-y}{|x-y|} \rho_{n}(x-y) d y, \tag{5.8}
\end{equation*}
$$

and obtain a straitforward characterisation of $W^{2, p}\left(\mathbb{R}^{d}\right)$ and $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$ :

$$
\begin{align*}
u \in W^{2, p}\left(\mathbb{R}^{d}\right) & \Longleftrightarrow u \in W^{1, p}\left(\mathbb{R}^{d}\right) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{G}_{n} \nabla u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}<\infty, p>1  \tag{5.9}\\
u \in \operatorname{BV}^{2}\left(\mathbb{R}^{d}\right) & \Longleftrightarrow u \in W^{1,1}\left(\mathbb{R}^{d}\right) \quad \text { and } \quad \liminf _{n \rightarrow \infty}\left\|\mathcal{G}_{n} \nabla u\right\|_{L^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}<\infty, p=1 \tag{5.10}
\end{align*}
$$

However the advantage of the characterisations (5.6)-(5.7) over (5.9)-(5.10) is that they
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are derivative-free and require the function $u$ to belong to an $L^{p}$ space instead of $W^{1, p}$.

## Implicit formulation

We then proceed to the definition of the implicit formulation of a non-local Hessian functional, see Definition 5.7.1. The non-local Hessian $\mathcal{H}_{\sigma_{x}} u(x)$ of a function $u$ at a point $x$, is defined implicitly through a minimisation problem. We note that in this formulation the weighting function $\sigma_{x}$ is not necessarily radial and depends heavily on the point $x$. It is constructed in such a way (by solving a weighted Eikonal equation) so that when $x$ lies near an edge, points across the edge are weighted with small or zero weight something that eventually leads to an edge preservation scheme.

We solve the corresponding regularisation problem for the case of image denoising, where we observe that the model is able to recover to a very large degree piecewise affine data, outperforming TGV.

### 5.1.1 Organisation of the chapter

In Section 5.2 we prove the localisation of the sequence $\left(\mathcal{H}_{n} u\right)_{n \in \mathbb{N}}$ to the classical Hessian $\nabla^{2} u$ for smooth, compactly supported functions $u$. This localisation occurs in the uniform topology.

In Section 5.3, after proving that $\mathcal{H}_{n} u$ is well defined for functions $u \in W^{2, p}\left(\mathbb{R}^{d}\right)$, we show that $\left(\mathcal{H}_{n} u\right)_{n \in \mathbb{N}}$ localises to the second order weak derivative $\nabla^{2} u$.

A second order non-local integration by parts formula is shown in Section 5.4 where also a second order non-local divergence is introduced. This formula is an essential tool for proving the localisation of $\left(\mathcal{H}_{n} u\right)_{n \in \mathbb{N}}$ for the $\mathrm{BV}^{2}$ case as well as for the non-local characterisation of $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$.

In Section 5.6 we derive the non-local characterisations of $W^{2, p}\left(\mathbb{R}^{d}\right)$ and $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$, after redefining the non-local Hessian functional as a distribution.

Finally, in Section 5.7 we introduce the implicit formulation of non-local Hessian and we provide some numerical examples in image denoising.

### 5.2 Localisation - The smooth case

Our target for this section is to show that at least for sufficiently smooth functions $u$, the sequence $\left(\mathcal{H}_{n} u\right)_{n \in \mathbb{N}}$ converges to the classical Hessian $\nabla^{2} u$ uniformly. We first need the following lemma:

Lemma 5.2.1. Let $c_{n}^{i, j}(x)$ be the following quantities for $i, j=1, \ldots, d$ :

$$
c_{n}^{i, j}(x)=(A(d))_{i, j} \int_{\mathbb{R}^{d}} \frac{\left(x_{i}-y_{i}\right)^{2}\left(x_{j}-y_{j}\right)^{2}}{|x-y|^{4}} \rho_{n}(x-y) d y
$$

where

$$
(A(d))_{i, j}= \begin{cases}d^{2}+2 d & \text { if } \quad i \neq j \\ \frac{d^{2}+2 d}{3} & \text { if } \quad i=j\end{cases}
$$

Then $c_{n}^{i, j}=1$ for every $n \in \mathbb{N}$ and $i, j=1, \ldots, d$.
Proof. The proof follows directly from Lemma A.2.2 in Appendix A.
We are now ready to prove the localisation of $\mathcal{H}_{n} u$ to $\nabla^{2} u$ for sufficiently smooth functions:

Theorem 5.2.2. Suppose that $u \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}\right)$. Then

$$
\mathcal{H}_{n} u \rightarrow \nabla^{2} u, \quad \text { uniformly as } n \rightarrow \infty .
$$

Proof. Note first that by using the mean value theorem for one dimensional restrictions of $u$ we have

$$
\begin{equation*}
d^{2} u(x, y)=(x-y)^{T}\left(\int_{0}^{1} \int_{0}^{1} \nabla^{2} u(x+(t+s-1)(y-x)) d s d t\right)(x-y) \tag{5.11}
\end{equation*}
$$

Define now the following quantity for $\delta>0$ :

$$
\begin{equation*}
Q_{\delta} u(x)=\left|\int_{B(x, \delta)} \frac{d^{2} u(x, y)-(x-y)^{T} \nabla^{2} u(x)(x-y)}{|x-y|^{2}} \frac{(x-y) \otimes(x-y)}{|x-y|^{2}} \rho_{n}(x-y) d y\right| . \tag{5.12}
\end{equation*}
$$

We claim that we can make $Q_{\delta} u(x)$ as small as possible, independently of $x$, by choosing sufficiently small $\delta>0$. Indeed, given $\epsilon>0$, using the uniform continuity of the partial derivatives of $u$, we can choose $\delta>0$ such that for every $i, j=1, \ldots, d$ we have

$$
\left|\frac{\partial u}{\partial x_{i} \partial_{x_{j}}}(x)-\frac{\partial u}{\partial x_{i} \partial_{x_{j}}}(y)\right|<\epsilon, \quad \text { whenever }|x-y|<\delta .
$$

Using (5.11) we can estimate

$$
\begin{align*}
Q_{\delta} u(x) & =\left|\int_{B(x, \delta)} \frac{d^{2} u(x, y)-(x-y)^{T} \nabla^{2} u(x)(x-y)}{|x-y|^{2}} \frac{(x-y) \otimes(x-y)}{|x-y|^{2}} \rho_{n}(x-y) d y\right| \\
& =\left|\int_{B(0, \delta)} \frac{z^{T}\left(\int_{0}^{1} \int_{0}^{1} \nabla^{2} u(x+(1-s-t) z)-\nabla^{2} u(x) d s d t\right) z}{|z|^{2}} \frac{z \otimes z}{|z|^{2}} \rho_{n}(z) d z\right| \\
& \leq d \int_{B(0, \delta)} \frac{|x-y| \epsilon|z|}{|z|^{2}} \frac{|z||z|}{|z|^{2}} \rho_{n}(z) d z \\
& \leq \epsilon d . \tag{5.13}
\end{align*}
$$
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On the other hand we have that $Q_{\delta} u(x)$ is also equal to

$$
\begin{align*}
Q_{\delta} u(x)= & \left\lvert\, \int_{B(x, \delta)} \frac{d^{2} u(x, y)}{|x-y|^{2}} \frac{(x-y) \otimes(x-y)}{|x-y|^{2}} \rho_{n}(x-y) d y\right. \\
& \left.-\underbrace{\int_{B(x, \delta)} \frac{(x-y)^{T} \nabla^{2} u(x)(x-y)}{|x-y|^{2}} \frac{(x-y) \otimes(x-y)}{|x-y|^{2}} \rho_{n}(x-y) d y}_{C} \right\rvert\, \tag{5.14}
\end{align*}
$$

where $C$ is an $d \times d$ matrix whose $\left(i_{0}, j_{0}\right)$-th element is equal to

$$
\begin{equation*}
C\left(i_{0}, j_{0}\right)=\sum_{i, j=1}^{d} \frac{\partial u}{\partial x_{i} \partial x_{j}}(x) \int_{B(0, \delta)} \frac{z_{i} z_{j} z_{i_{0}} z_{j_{0}}}{|z|^{4}} \rho_{n}(z) d z . \tag{5.15}
\end{equation*}
$$

However due to radial symmetry we have that the following integrals vanish:

$$
\begin{aligned}
& \mathbf{i}_{0}=\mathbf{j}_{\mathbf{0}}: \int_{B(0, \delta)} \frac{z_{i} z_{j_{0}}^{3}}{|z|^{4}} \rho_{n}(z) d z=0, \quad \text { for } i \neq j_{0}, \\
& \mathbf{i}_{\mathbf{0}}=\mathbf{j}_{\mathbf{0}}: \int_{B(0, \delta)} \frac{\frac{z_{i} z_{j} z_{j_{0}}^{2}}{|z|^{4}} \rho_{n}(z) d z=0, \quad \text { for } i \neq j_{0}, j \neq j_{0}, i \neq j,}{\mathbf{i}_{\mathbf{0}} \neq \mathbf{j}_{0}: \int_{B(0, \delta)} \frac{z_{i} z_{j} z_{i_{0}} z_{j_{0}}}{|z|^{4}} \rho_{n}(z) d z=0, \quad \text { for } i \neq i_{0}, j \neq j_{0} .}
\end{aligned}
$$

This means that when $i_{0} \neq j_{0}$, the only integrals that are not zero in (5.15) correspond to the cases $i=i_{0}, j=j_{0}$ or $i=j_{0}, j=i_{0}$. Thus, using also the symmetry of the mixed derivatives, we have that

$$
\begin{equation*}
C\left(i_{0}, j_{0}\right)=2 \frac{\partial u}{\partial x_{i_{0}} \partial x_{j_{0}}}(x) \int_{B(0, \delta)} \frac{z_{i_{0}}^{2} z_{j_{0}}^{2}}{|z|^{4}} \rho_{n}(z) d z, \quad i_{0} \neq j_{0} \tag{5.16}
\end{equation*}
$$

Now, when $i_{0}=j_{0}$ we have that the only integrals that are not zero in (5.15) correspond to the case $i=j$. This means that

$$
\begin{equation*}
C\left(i_{0}, j_{0}\right)=\sum_{i=1}^{d} \frac{\partial^{2} u}{\partial x_{i}^{2}}(x) \int_{B(0, \delta)} \frac{z_{i}^{2} z_{i_{0}}^{2}}{|z|^{4}} \rho_{n}(z) d z, \quad i_{0}=j_{0} \tag{5.17}
\end{equation*}
$$

We now proceed to the final steps of the proof. Since $c_{n}^{i, j}=1$, in order to prove the theorem it suffices to prove that

$$
\left|\mathcal{H}_{n} u-c_{n} \times \nabla^{2} u\right| \rightarrow 0, \quad \text { uniformly as } n \rightarrow \infty .
$$

where here " $x$ " denotes pointwise multiplication between matrices. We prove that the above quantity converges to zero uniformly, component-wise, i.e., $\left|\left(\mathcal{H}_{n} u-c_{n} \times \nabla^{2} u\right)_{\left(i_{0}, j_{0}\right)}\right| \rightarrow$

0 by considering two cases $i_{0} \neq j_{0}$ and $i_{0}=j_{0}$.
Case $\mathbf{i}_{\mathbf{0}} \neq \mathbf{j}_{\mathbf{0}}$ : Combining, (5.13), (5.14) and (5.16) we have that for every $\epsilon>0$ there exists a $\delta>0$ such that

$$
\begin{equation*}
\left|\int_{B(0, \delta)} \frac{d^{2} u(x, x+z)}{|z|^{2}} \frac{z_{i_{0}} z_{j_{0}}}{|z|^{2}} \rho_{n}(z) d z-2 \frac{\partial u}{\partial x_{i_{0}} \partial x_{j_{0}}}(x) \int_{B(0, \delta)} \frac{z_{i_{0}}^{2} z_{j_{0}}^{2}}{|z|^{4}} \rho_{n}(z) d z\right| \leq \epsilon . \tag{5.18}
\end{equation*}
$$

Using (5.18), we have for large enough $n$

$$
\begin{aligned}
\left|\left(\mathcal{H}_{n} u-c_{n} \times \nabla^{2} u\right)_{\left(i_{0}, j_{0}\right)}\right|= & \left\lvert\, \frac{d(d+2)}{2} \int_{\mathbb{R}^{d}} \frac{d^{2} u(x, y)}{|x-y|^{2}} \frac{\left(x_{i_{0}}-y_{i_{0}}\right)\left(x_{j_{0}}-y_{j_{0}}\right)}{|x-y|^{2}} \rho_{n}(x-y) d y\right. \\
& \left.-\frac{\partial u}{\partial x_{i_{0}} \partial x_{j_{0}}}(x) d(d+2) \int_{\mathbb{R}^{d}} \frac{z_{i_{0}}^{2} z_{j_{0}}^{2}}{|z|^{4}} \rho_{n}(z) d z \right\rvert\, \\
\leq & \frac{d(d+2)}{2} \epsilon+\frac{d(d+2)}{2}\left|\int_{|z| \geq \delta} \frac{d^{2} u(x, x+z)}{|z|^{2}} \frac{z_{i_{0}} z_{j_{0}}}{|z|^{2}} \rho_{n}(z) d z\right| \\
& +\frac{d(d+2)}{2}\left|\frac{\partial u}{\partial x_{i} \partial x_{j}}(x)\right|\left|\int_{|z| \geq \delta} \frac{z_{i_{0}}^{2} z_{j_{0}}^{2}}{|z|^{4}} \rho_{n}(z) d z\right| \\
\leq & \frac{d(d+2)}{2} \epsilon+\frac{d(d+2)}{2} \frac{4\|u\|_{\infty}}{\delta^{2}} \int_{|z| \geq \delta} \rho_{n}(z) d z \\
& +\frac{d(d+2)}{2}\left\|\nabla^{2} u\right\|_{\infty} \int_{|z| \geq \delta} \rho_{n}(z) d z \\
< & d(d+2) \epsilon .
\end{aligned}
$$

Case $\mathbf{i}_{0}=\mathbf{j}_{0}$ :
This case is technically more difficult. Note that we cannot follow the corresponding proof for the $i_{0} \neq j_{0}$ case as all the pure second derivatives appear in (5.17). However we can take advantage of the fact that $\frac{\partial^{2} u}{\partial x_{i_{0}}^{2}}(x)$ appears with different weight than $\frac{\partial^{2} u}{\partial x_{i}^{2}}(x)$, for $i \neq i_{0}$. Note that this is the reason for the correction $\frac{|x-y|^{2}}{d+2}$ in the diagonal elements of the non-local Hessian $\mathcal{H}_{n} u$. As before, combining, (5.13), (5.14) and (5.17) we have that for every $\epsilon>0$ there exists a $\delta>0$ such that

$$
\begin{equation*}
\left|\int_{B(0, \delta)} \frac{d^{2} u(x, x+z)}{|z|^{2}} \frac{z_{i_{0}}^{2}}{|z|^{2}} \rho_{n}(z) d z-\sum_{i=1}^{d} \frac{\partial^{2} u}{\partial x_{i}^{2}}(x) \int_{B(0, \delta)} \frac{z_{i}^{2} z_{i_{0}}^{2}}{|z|^{4}} \rho_{n}(z) d z\right| \leq \epsilon . \tag{5.19}
\end{equation*}
$$

By considering the inequality (5.19) for every $i \neq i_{0}$ and summing over all $i \neq i_{0}$ we get

$$
\begin{equation*}
\left|\sum_{\substack{i=1 \\ i \neq i_{0}}}^{d} \int_{B(0, \delta)} \frac{d^{2} u(x, x+z)}{|z|^{2}} \frac{z_{i}^{2}}{|z|^{2}} \rho_{n}(z) d z-\sum_{\substack{i=1 \\ i \neq i_{0}}}^{d} \sum_{j=1}^{d} \frac{\partial^{2} u}{\partial x_{j}^{2}}(x) \int_{B(0, \delta)} \frac{z_{j}^{2} z_{i}^{2}}{|z|^{4}} \rho_{n}(z) d z\right| \leq(d-1) \epsilon . \tag{5.20}
\end{equation*}
$$
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Observe now that using Lemma 5.2.1, the second term in the lefthand side of (5.20) can be written as follows:

$$
\begin{align*}
\sum_{\substack{i=1 \\
i \neq i_{0}}}^{d} \sum_{j=1}^{d} \frac{\partial^{2} u}{\partial x_{j}^{2}}(x) \int_{B(0, \delta)} \frac{z_{j}^{2} z_{i}^{2}}{|z|^{4}} \rho_{n}(z) d z= & (d-1) \frac{\partial^{2} u}{\partial x_{i_{0}}^{2}}(x) \int_{B(0, \delta)} \underbrace{\frac{z_{i}^{2} z_{i_{0}}^{2}}{|z|^{4}} \rho_{n}(z) d z}_{i \neq i_{0}} \\
& +\sum_{\substack{i=1 \\
i \neq i_{0}}}^{d} \frac{\partial^{2} u}{\partial x_{i}^{2}}(x) \int_{B(0, \delta)} \frac{z_{i}^{4}}{|z|^{4}} \rho_{n}(z) d z \\
& +\sum_{\substack{i=1 \\
i \neq i_{0}}}^{d}(d-2) \frac{\partial^{2} u}{\partial x_{i}^{2}}(x) \int_{B(0, \delta)} \underbrace{\frac{z_{j}^{2} z_{i}^{2}}{|z|^{4}}}_{j \neq i} \rho_{n}(z) d z \\
= & \frac{d-1}{3} \frac{\partial^{2} u}{\partial x_{i_{0}}^{2}}(x) \int_{B(0, \delta)} \frac{z_{i_{0}}^{4}}{|z|^{4}} \rho_{n}(z) d x \\
& +\sum_{\substack{i=1 \\
i \neq i_{0}}}^{d}(d+1) \frac{\partial^{2} u}{\partial x_{i}^{2}}(x) \int_{B(0, \delta)} \underbrace{\frac{z_{j}^{2} z_{i}^{2}}{|z|^{4}} \rho_{n}(z) d z}_{j \neq i} \tag{5.21}
\end{align*}
$$

Now, (5.20) combined with (5.21) give

$$
\begin{align*}
& \left\lvert\, \frac{1}{d+1} \sum_{\substack{i=1 \\
i \neq i_{0}}}^{d} \int_{B(0, \delta)} \frac{d^{2} u(x, x+z)}{|z|^{2}} \frac{z_{i}^{2}}{|z|^{2}} \rho_{n}(z) d z\right.  \tag{5.22}\\
& \left.-\frac{d-1}{3(d+1)} \frac{\partial^{2} u}{\partial x_{i_{0}}^{2}}(x) \int_{B(0, \delta)} \frac{z_{i_{0}}^{4}}{|z|^{4}} \rho_{n}(z) d x-\sum_{\substack{i=1 \\
i \neq i_{0}}}^{d} \frac{\partial^{2} u}{\partial x_{i}^{2}}(x) \int_{B(0, \delta)} \frac{z_{i_{0}}^{2} z_{i}^{2}}{|z|^{4}} \rho_{n}(z) d z \right\rvert\, \leq \frac{d-1}{d+1} \epsilon .
\end{align*}
$$

Using (5.19), (5.22) and the triangle inequality we can now vanish the terms $\frac{\partial^{2} u}{\partial x_{i}^{2}}(x)$, for $i \neq i_{0}$ :

$$
\begin{align*}
& \left\lvert\, \int_{B(0, \delta)} \frac{d^{2} u(x, x+z)}{|z|^{2}} \frac{z_{i_{0}}^{2}-\frac{1}{d+1} \sum_{\substack{i=1 \\
i \neq i_{0}}}^{d} z_{i}^{2}}{|z|^{2}} \rho_{n}(z) d y\right. \\
& \left.-\frac{2 d+4}{3(d+1)} \frac{\partial^{2} u}{\partial x_{i_{0}}^{2}}(x) \int_{B(z, \delta)} \frac{z_{i_{0}}^{4}}{|z|^{4}} \rho_{n}(z) d z \right\rvert\, \leq \frac{2 d}{d+1} \epsilon . \tag{5.23}
\end{align*}
$$

which is equivalent to

$$
\left\lvert\, \frac{d(d+2)}{2} \int_{B(0, \delta)} \frac{d^{2} u(x, x+z)}{|z|^{2}} \frac{z_{i_{0}}^{2}-\frac{1}{d+2}|z|^{2}}{|z|^{2}} \rho_{n}(z) d z\right.
$$

$$
\begin{equation*}
\left.-\frac{\partial^{2} u}{\partial x_{i_{0}}^{2}}(x)(A(d))_{i_{0}, j_{0}} \int_{B(0, \delta)} \frac{z_{i_{0}}^{4}}{|z|^{4}} \rho_{n}(z) d z \right\rvert\, \leq d^{2} \epsilon \tag{5.24}
\end{equation*}
$$

Notice that the last inequality (5.24) corresponds to inequality (5.18) for the $i_{0} \neq j_{0}$ case. Using (5.24) we can now finish the proof in a similar fashion. For large enough $n$ we have

$$
\begin{aligned}
\left|\left(\mathcal{H}_{n} u-c_{n} \times \nabla^{2} u\right)_{\left(i_{0}, i_{0}\right)}\right|= & \left\lvert\, \frac{d(d+2)}{2} \int_{\mathbb{R}^{d}} \frac{d^{2} u(x, y)}{|y-x|^{2}} \frac{\left(y_{i_{0}}-x_{i_{0}}\right)^{2}-\frac{1}{d+2}|y-x|^{2}}{|y-x|^{2}} \rho_{n}(x-y) d y\right. \\
& \left.-\frac{\partial^{2} u}{\partial x_{i_{0}}^{2}}(x)(A(d))_{i_{0}, j_{0}} \int_{\mathbb{R}^{d}} \frac{z_{i_{0}}^{4}}{|z|^{4}} \rho_{n}(z) d z \right\rvert\, \\
\leq & d^{2} \epsilon+\frac{d(d+2)}{2} \int_{|z| \geq \delta} \frac{\left|d^{2} u(x, x+z)\right|}{|z|^{2}}\left|\frac{z_{i_{0}}^{2}-\frac{1}{d+2}|z|^{2}}{|z|^{2}}\right| \rho_{n}(z) d z \\
& +\left|\frac{\partial^{2} u}{\partial x_{i_{0}}^{2}}(x)\right|(A(d))_{i_{0}, j_{0}} \int_{|z| \geq \delta} \underbrace{\frac{z_{i_{0}}^{4}}{|z|^{4}} \rho_{n}(z) d z}_{\leq 1} \\
\leq & d^{2} \epsilon+\frac{d(d+2)}{2} \frac{4\|u\|_{\infty}}{\delta^{2}} \int_{|z| \geq \delta} \rho_{n}(z) d z \\
& +\left\|\nabla^{2} u\right\|_{\infty}(A(d))_{i_{0}, j_{0}} \int_{|z| \geq \delta} \rho_{n}(z) d z \\
\leq & 2 d^{2} \epsilon
\end{aligned}
$$

This completes the proof of the Theorem.

### 5.3 Localisation - The $W^{2, p}\left(\mathbb{R}^{d}\right)$ case

The objective of this section is to show that if $u \in W^{2, p}\left(\mathbb{R}^{d}\right), 1 \leq p<\infty$ then the non-local Hessian $\mathcal{H}_{n} u$ converges to $\nabla^{2} u$ in $L^{p}$. The first step is to show that in that case, $\mathcal{H}_{n} u$ is indeed an $L^{p}$ function. This follows from the estimate in the following lemma.

Lemma 5.3.1. Suppose that $u \in W^{2, p}\left(\mathbb{R}^{d}\right)$, where $1 \leq p<\infty$. Then $\mathcal{H}_{n} u \in L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ with

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u(x)\right|^{p} d x \leq M\left\|\nabla^{2} u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}^{p} \tag{5.25}
\end{equation*}
$$

where the constant $M$ depends only on $d$ and $p$.
Proof. Recall, see [Bre83], that there exists a constant $M=M(p, d)$ such that for every $v \in W^{1, p}\left(\mathbb{R}^{d}\right)$

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}|v(x-y)-v(x)|^{p} d x \leq M|y|^{p}\|\nabla v\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)}^{p} \tag{5.26}
\end{equation*}
$$

We first prove the result for functions $v \in \mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right) \cap W^{2, p}\left(\mathbb{R}^{d}\right)$ and then we complete the
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proof using a density argument. Using (5.26), Hölder's and Jensen's inequality, equation (5.11) as well as Fubini's theorem we have the following successive estimates (the constant is always denoted with $M$ and everytime it depends only on $d$ and $p$ ):

$$
\begin{align*}
& \int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} v(x)\right|_{\mathbb{R}^{d x d}}^{p} d x \\
& =\left(\frac{d(d+2)}{2}\right)^{p} \int_{\mathbb{R}^{d}}\left|\int_{\mathbb{R}^{d}} \frac{d^{2} v(x, y)}{|x-y|^{2}} \frac{\left((x-y) \otimes(x-y)-\frac{|x-y|^{2}}{d+2} I_{d}\right)}{|x-y|^{2}} \rho_{n}(x-y) d y\right|^{p} d x \\
& \leq M \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \frac{\left|d^{2} v(x, y)\right|}{|x-y|^{2}} \rho_{n}(x-y) d y\right)^{p} d x \\
& \leq M \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \frac{\left|d^{2} v(x, y)\right|^{p}}{|x-y|^{2 p}} \rho_{n}(x-y) d y\right)(\underbrace{\int_{\mathbb{R}^{d}} \rho(x-y) d y}_{=1})^{p / p^{\prime}} d x  \tag{5.27}\\
& \leq M \int_{\mathbb{R}^{d}}\left(\left.\int_{\mathbb{R}^{d}}\right|_{0} ^{\left|\int_{0}^{1} \nabla v(x+t(y-x))-\nabla v(x+(t-1)(y-x)) d t\right|^{p}|x-y|^{p}} \rho_{n}(x-y) d y\right) d x \\
& |x-y|^{2 p} \\
& \leq M \int_{\mathbb{R}^{d}}(\int_{\mathbb{R}^{d}} \underbrace{1}_{0}|\nabla v(x+t(y-x))-\nabla v(x+(t-1)(y-x))|^{p} d t \\
& |x-y|^{p} \\
& \left.\rho_{n}(x-y) d y\right) d x \\
& \leq M \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left(\int_{0}^{1} \int_{0}^{1}\left|\nabla^{2} v(x+(t+s-1)(y-x))\right|^{p} d s d t\right) \rho_{n}(x-y) d y\right) d x \\
& =M \int_{0}^{1} \int_{0}^{1} \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left(\left|\nabla^{2} v(x+(t+s-1)(y-x))\right|^{p}\right) \rho_{n}(x-y) d y\right) d x d s d t \\
& =M \int_{0}^{1} \int_{0}^{1} \int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left(\left|\nabla^{2} v(x+(t+s-1) \xi)\right|^{p}\right) \rho_{n}(\xi) d \xi\right) d x d s d t, \\
& =M \int_{0}^{1} \int_{0}^{1} \int_{\mathbb{R}^{d}}\left(\rho_{n}(\xi) \int_{\mathbb{R}^{d}}\left(\left|\nabla^{2} v(x+(t+s-1) \xi)\right|^{p}\right) d x\right) d \xi d s d t, \\
& =M \int_{0}^{1} \int_{0}^{1} \int_{\mathbb{R}^{d}} \rho_{n}(\xi)\left\|\nabla^{2} v\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d x d}\right)}^{p} d \xi d s d t \\
& =M\left\|\nabla^{2} v\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}^{p}
\end{align*}
$$

Consider now a sequence $\left(v_{k}\right)_{k \in \mathbb{N}}$ in $\mathcal{C}^{\infty}\left(\mathbb{R}^{d}\right) \cap W^{2, p}\left(\mathbb{R}^{d}\right)$ approximating $u$ in $W^{2, p}\left(\mathbb{R}^{d}\right)$. We already have from above that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \frac{\left|d^{2} v_{k}(x, y)\right|^{p}}{|x-y|^{2 p}} \rho_{n}(x-y) d y\right) d x \leq M\left\|\nabla^{2} v_{k}\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}, \quad \forall k \in \mathbb{N} \tag{5.28}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}} \frac{\left|d^{2} v_{k}(x, x+z)\right|^{p}}{|z|^{2 p}} \rho_{n}(z) d z\right) d x \leq M\left\|\nabla^{2} v_{k}\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}, \quad \forall k \in \mathbb{N} . \tag{5.29}
\end{equation*}
$$

Since $v_{k}$ converges to $u$ in $L^{p}\left(\mathbb{R}^{d}\right)$ we have that there exists a subsequence $\left(v_{k_{\ell}}\right)_{\ell \in \mathbb{N}}$ con-
verging to $u$ almost everywhere. From an application of Fatou's lemma we get that for every $x \in \mathbb{R}^{d}$

$$
\underbrace{\int_{\mathbb{R}^{d}} \frac{\left.\mid d^{2} u(x, x+z)\right)\left.\right|^{p}}{|z|^{2 p}} \rho_{n}(z) d z}_{F(x)} \leq M \liminf _{\ell \rightarrow \infty} \underbrace{\int_{\mathbb{R}^{d}} \frac{\left|d^{2} v_{k_{\ell}}(x, x+z)\right|^{p}}{|z|^{2 p}} \rho_{n}(z) d z}_{F_{k_{\ell}}(x)}
$$

Applying one more time Fatou's Lemma to $\left(F_{k_{\ell}}\right)_{\ell \in \mathbb{N}}$ and $F$ we get that

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{\left.\mid d^{2} u(x, x+z)\right)\left.\right|^{p}}{|z|^{2 p}} \rho_{n}(z) d z d x & \leq M \liminf _{\ell \rightarrow \infty} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d}} \frac{\left.\mid d^{2} v_{k_{\ell}}(x, x+z)\right)\left.\right|^{p}}{|z|^{2 p}} \rho_{n}(z) d z d x \\
& \leq M \liminf _{\ell \rightarrow \infty}\left\|\nabla^{2} v_{k_{\ell}}\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} \\
& =M\left\|\nabla^{2} u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} .
\end{aligned}
$$

From the last inequality and the fact that (5.27) holds for $W^{2, p}$ functions as well, the proof is complete.

We now have the necessary tools to prove the localisation for $W^{2, p}$ functions.
Theorem 5.3.2. Let $1 \leq p<\infty$. Then for every $u \in W^{2, p}\left(\mathbb{R}^{d}\right)$ we have that

$$
\mathcal{H}_{n} u \rightarrow \nabla^{2} u \quad \text { in } L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right) \quad \text { as } n \rightarrow \infty
$$

Proof. We notice first that the result holds for functions $v \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}\right)$. In order to see that observe that it suffices to show that for every $\epsilon>0$, there exists a constant $L>1$ such that

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \int_{B(0, L r)^{c}}\left|\mathcal{H}_{n} v(x)\right|^{p} d x \leq \epsilon \tag{5.30}
\end{equation*}
$$

where $B(0, r)$ is a ball containing the support of $v$. In that case we can estimate as follows

$$
\begin{equation*}
\int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} v(x)-\nabla^{2} v(x)\right|^{p} d x \leq \int_{B(0, L r)}\left|\mathcal{H}_{n} v(x)-\nabla^{2} v(x)\right|^{p} d x+\epsilon, \tag{5.31}
\end{equation*}
$$

and using Theorem 5.2.2 we derive

$$
\limsup _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} v(x)-\nabla^{2} v(x)\right|^{p} d x \leq \epsilon
$$

from where the result follows since $\epsilon$ is arbitrary. In order to get (5.30) we apply Jensen's inequality with respect to the measure $\rho_{n} \mathcal{L}^{d}$

$$
\int_{B(0, L r)}\left|\mathcal{H}_{n} v(x)\right|^{p} d x \leq \int_{B(0, L r)^{c}} \int_{\mathbb{R}^{d}} \frac{|v(y)-2 v(x)+v(x+(x-y))|^{p}}{|x-y|^{2 p}} \rho_{n}(x-y) d y d x
$$
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$$
\begin{aligned}
= & \int_{B(0, L r)^{c}} \int_{B(0, r)} \frac{|v(y)|^{p}}{|x-y|^{2 p}} \rho_{n}(x-y) d y d x \\
& +\int_{B(0, L r)^{c}} \int_{\{y: x+(x+y) \in B(0, r)\}} \frac{|v(x+(x-y))|^{p}}{|x-y|^{2 p}} \rho_{n}(x-y) d y d x
\end{aligned}
$$

Letting $z=x+(x-y)$, we obtain

$$
\begin{aligned}
& \int_{B(0, L r)^{c}} \int_{\{y: x+(x+y) \in B(0, r)\}} \frac{|v(x+(x-y))|^{p}}{|x-y|^{p}} \rho_{n}(x-y) d y d x= \\
& \int_{B(0, L r)^{c}} \int_{B(0, r)} \frac{|v(z)|^{p}}{|z-x|^{2 p}} \rho_{n}(z-x) d z d x
\end{aligned}
$$

and therefore by the symmetry of $\rho_{n}$ we have

$$
\begin{aligned}
\int_{B(0, L r)^{c}}\left|\mathcal{H}_{n} v(x)\right|^{p} d x & \leq 2 \int_{B(0, L r)^{c}} \int_{B(0, r)} \frac{|v(y)|^{p}}{|x-y|^{2 p}} \rho_{n}(x-y) d y d x \\
& \leq \frac{2}{(L-1)^{2 p}} \int_{B(0, L r)^{c}} \int_{B(0, r)}|v(y)|^{p} \rho_{n}(x-y) d y d x \\
& \leq \frac{2}{(L-1)^{2 p}}\left\|\rho_{n}\right\|_{L^{1}\left(\mathbb{R}^{d}\right)}\|v\|_{L^{p}\left(\mathbb{R}^{d}\right)^{2}}^{p}
\end{aligned}
$$

Thus (5.30) follows by choosing $L$ to be large enough.
We use now the fact that that $\mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ and hence $\mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}\right)$ is dense in $W^{2, p}\left(\mathbb{R}^{d}\right)$, see for example [Bre83]. Let $\epsilon>0$, then from density we have that there exists a function $v \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}\right)$ such that

$$
\left\|\nabla^{2} u-\nabla^{2} v\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} \leq \epsilon
$$

Thus using also Lemma 5.3 .1 we have

$$
\begin{aligned}
\left\|\mathcal{H}_{n} u-\nabla^{2} u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} \leq & \left\|\mathcal{H}_{n} u-\mathcal{H}_{n} v\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}+\left\|\mathcal{H}_{n} v-\nabla^{2} v\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} \\
& +\left\|\nabla^{2} v-\nabla^{2} u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} \\
\leq & C \epsilon+\left\|\mathcal{H}_{n} v-\nabla^{2} v\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}+\epsilon
\end{aligned}
$$

Taking limits as $n \rightarrow \infty$ we get

$$
\limsup _{n \rightarrow \infty}\left\|\mathcal{H}_{n} u-\nabla^{2} u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} \leq(C+1) \epsilon
$$

and thus we conclude that

$$
\lim _{n \rightarrow \infty}\left\|\mathcal{H}_{n} u-\nabla^{2} u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}=0
$$

### 5.4 Second order non-local integration by parts

Before we proceed to the localisation of $\mathcal{H}_{n}$ for the $\mathrm{BV}^{2}$ case we first need to introduce a second order non-local integration by parts formula which is an essential tool for the proofs of the next section.

We define the second order non-local divergence of a function $\phi=\left(\phi_{i j}\right)_{i, j=1}^{d}$ as

$$
\begin{equation*}
\mathcal{D}_{n}^{2} \phi(x)=\frac{d(d+2)}{2} \int_{\mathbb{R}^{d}} \frac{d^{2} \phi(x, y)}{|x-y|^{2}} \cdot \frac{\left((x-y) \otimes(x-y)-\frac{|x-y|^{2}}{d+2} I_{d}\right)}{|x-y|^{2}} \rho_{n}(x-y) d y \tag{5.32}
\end{equation*}
$$

where here $A \cdot B=\sum_{i, j=1}^{d} A_{i j} B_{i j}$ for two $d \times d$ matrices $A$ and $B$. Notice that (5.32) is well defined for $\phi \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$.

Theorem 5.4.1 (Second order non-local integration by parts formula). Suppose that $u \in L^{p}\left(\mathbb{R}^{d}\right), 1 \leq p<\infty, \frac{\left|\alpha^{2} u(x, y)\right|}{|x-y|^{2}} \rho_{n}(x-y) \in L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right)$ and let $\phi \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$. Then

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \mathcal{H}_{\rho} u(x) \cdot \phi(x) d x=\int_{\mathbb{R}^{d}} u(x) \mathcal{D}_{\rho}^{2} \phi(x) d x \tag{5.33}
\end{equation*}
$$

Proof. The proof is very similar with the corresponding proof in [MS13]. Using Fubini's and dominated convergence theorem we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} \mathcal{H}_{\rho} u(x) \phi(x) d x \\
& =\frac{d(d+2)}{2} \lim _{\epsilon \rightarrow 0} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d} \backslash B(x, \epsilon)} \frac{d^{2} u(x, y)}{|x-y|^{2}} \frac{\left((x-y) \otimes(x-y)-\frac{|x-y|^{2}}{d+2} I_{d}\right)}{|x-y|^{2}} \rho(x-y) \cdot \phi(x) d y d x \\
& =\frac{d(d+2)}{2} \lim _{\epsilon \rightarrow 0} \int_{D_{\epsilon}^{d}} \frac{d^{2} u(x, y)}{|x-y|^{2}} \frac{\left((x-y) \otimes(x-y)-\frac{|x-y|^{2}}{d+2} I_{d}\right)}{|x-y|^{2}} \rho(x-y) \cdot \phi(x) d\left(\mathcal{L}^{d}\right)^{2}(x, y),
\end{aligned}
$$

where $D_{\epsilon}^{d}:=\mathbb{R}^{d} \times \mathbb{R}^{d} \backslash\{|x-y|<\epsilon\}$. Similarly we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} u(x) \mathcal{D}_{\rho}^{2} \phi(x) d x \\
& =\frac{d(d+2)}{2} \lim _{\epsilon \rightarrow 0} \int_{\mathbb{R}^{d}} \int_{\mathbb{R}^{d} \backslash B(x, \epsilon)} u(x) \sum_{i, j=1}^{d} \frac{d^{2} \phi_{i j}(x, y)}{|x-y|^{2}} \frac{\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)-\delta_{i j} \frac{|x-y|^{2}}{d+2}}{|x-y|^{2}} \rho(x-y) d y d x \\
& =\frac{d(d+2)}{2} \lim _{\epsilon \rightarrow 0} \int_{D_{\epsilon}^{d}} u(x) \sum_{i, j=1}^{d} \frac{d^{2} \phi_{i j}(x, y)}{|x-y|^{2}} \frac{\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)-\delta_{i j} \frac{|x-y|^{2}}{d+2}}{|x-y|^{2}} \rho(x-y) d\left(\mathcal{L}^{d}\right)^{2}(x, y),
\end{aligned}
$$

where, for notational convenience, we used the standard convention

$$
\delta_{i j}= \begin{cases}1 & \text { if } \quad i=j \\ 0 & \text { if } \quad i \neq j\end{cases}
$$
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Thus, it suffices to show that for every $i, j$ and $\epsilon>0$ we have

$$
\begin{align*}
& \int_{D_{\epsilon}^{d}} \frac{d^{2} u(x, y)}{|x-y|^{2}} \frac{\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)-\delta_{i j} \frac{|x-y|^{2}}{d+2}}{|x-y|^{2}} \rho(x-y) \phi_{i j}(x) d\left(\mathcal{L}^{d}\right)^{2}(x, y)= \\
& \int_{D_{\epsilon}^{d}} u(x) \frac{d^{2} \phi_{i j}(x, y)}{|x-y|^{2}} \frac{\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)-\delta_{i j} \frac{|x-y|^{2}}{d+2}}{|x-y|^{2}} \rho(x-y) d\left(\mathcal{L}^{d}\right)^{2}(x, y) . \tag{5.34}
\end{align*}
$$

In order to show (5.34), it suffices to prove

$$
\begin{align*}
& \int_{D_{\epsilon}^{d}} \frac{u(y) \phi_{i j}(x)}{|x-y|^{2}} \frac{\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)-\delta_{i j} \frac{|x-y|^{2}}{d+2}}{|x-y|^{2}} \rho(x-y) d\left(\mathcal{L}^{d}\right)^{2}(x, y)= \\
& \int_{D_{\epsilon}^{d}} \frac{u(x) \phi_{i j}(y)}{|x-y|^{2}} \frac{\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)-\delta_{i j} \frac{|x-y|^{2}}{d+2}}{|x-y|^{2}} \rho(x-y) d\left(\mathcal{L}^{d}\right)^{2}(x, y), \tag{5.35}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{D_{\epsilon}^{d}} \frac{u(x+(x-y)) \phi_{i j}(x)}{|x-y|^{2}} \frac{\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)-\delta_{i j} \frac{|x-y|^{2}}{d+2}}{|x-y|^{2}} \rho(x-y) d\left(\mathcal{L}^{d}\right)^{2}(x, y)= \\
& \int_{D_{\epsilon}^{d}} \frac{u(x) \phi_{i j}(x+(x-y))}{|x-y|^{2}} \frac{\left(x_{i}-y_{i}\right)\left(x_{j}-y_{j}\right)-\delta_{i j} \frac{|x-y|^{2}}{N+2}}{|x-y|^{2}} \rho(x-y) d\left(\mathcal{L}^{d}\right)^{2}(x, y) . \tag{5.36}
\end{align*}
$$

Equation (5.35) can be easily showed by alternating $x$ and $y$ and using the symmetry of the domain. Finally equation (5.36) can be proved by employing the substitution $u=2 x-y$, $v=3 x-2 y$, noting that $x-y=v-u$ and that the determinant of the Jacobian of this substitution is -1 .

The following lemma shows the convergence of the second order non-local divergence to the continuous analogue $\operatorname{div}^{2} \phi$, where $\phi \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ and

$$
\operatorname{div}^{2} \phi:=\sum_{i, j=1}^{d} \frac{\partial \phi_{i j}}{\partial x_{i} \partial x_{j}} .
$$

Lemma 5.4.2. Let $\phi \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$. Then for every $1 \leq p \leq \infty$ we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\mathcal{D}_{n}^{2} \phi-\operatorname{div}^{2} \phi\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}=0 \tag{5.37}
\end{equation*}
$$

Proof. The convergence for $p=\infty$, follows immediately from Theorem 5.2.2 and it also holds for $1 \leq p<\infty$ from Theorem 5.3.2.

### 5.5 Localisation - The $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$ case

In this section we prove that for functions $u \in \mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$ the sequence $\mathcal{H}_{n}$ localises to $D^{2} u$ weakly* in the sense of measures as $n$ tends to infinity. In order to show that, we first need to prove that the non-local Hessian is well defined for $\mathrm{BV}^{2}$ functions. We do that in the following lemma.

Lemma 5.5.1. Suppose that $u \in \operatorname{BV}^{2}\left(\mathbb{R}^{d}\right)$. Then $\mathcal{H}_{n} u \in L^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ with

$$
\begin{equation*}
\int_{\mathbb{R}^{N}}\left|\mathcal{H}_{n} u(x)\right| d x \leq M\left|D^{2} u\right|\left(\mathbb{R}^{d}\right), \tag{5.38}
\end{equation*}
$$

where the constant $M$ depends only on $d$.
Proof. Let $\left(u_{k}\right)_{k \in \mathbb{N}}$ be a sequence of functions in $C^{\infty}\left(\mathbb{R}^{d}\right)$ that converges strictly to $u$ in $\operatorname{BV}^{2}\left(\mathbb{R}^{d}\right)$. From the same calculations as in the proof of Lemma 5.3.1 we have for every $k \in \mathbb{N}$

$$
\int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u_{k}(x)\right| d x \leq M\left\|\nabla^{2} u_{k}\right\|_{L^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} .
$$

Using Fatou's Lemma in a similar way as in Lemma 5.3.1 we get

$$
\begin{aligned}
\int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u(x)\right| d x & \leq M \liminf _{k \rightarrow \infty}\left|D^{2} u_{k}\right|\left(\mathbb{R}^{d}\right) \\
& =\left|D^{2} u\right|\left(\mathbb{R}^{d}\right) .
\end{aligned}
$$

We can now proceed to the proof of the localisation result for $\mathrm{BV}^{2}$ functions. We define $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ to be the sequence of $\mathbb{R}^{d \times d_{-}}$valued finite Radon measures with $\mu_{n}:=\mathcal{H}_{n} u \mathcal{L}^{d}$.

Theorem 5.5.2. Let $u \in \mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$. Then

$$
\mu_{n} \rightarrow D^{2} u, \quad \text { weakly* in measures, }
$$

i.e., for every $\phi \in \mathcal{C}_{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathbb{R}^{d}} \mathcal{H}_{n} u(x) \cdot \phi(x) d x=\int_{\mathbb{R}^{d}} \phi(x) d D^{2} u \tag{5.39}
\end{equation*}
$$

Proof. Since $\mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ is dense in $\mathcal{C}_{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ it suffices to prove (5.39) for every $\psi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$. Indeed, suppose we have done this, let $\epsilon>0$ and let $\phi \in \mathcal{C}_{0}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ and $\psi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ such that $\|\phi-\psi\|_{\infty}<\epsilon$. Then, using also the estimate (5.38), we
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have

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{d}} \mathcal{H}_{n}(x) \cdot \phi(x) d x-\int_{\mathbb{R}^{d}} \phi(x) d D^{2} u\right| \leq & \left|\int_{\mathbb{R}^{d}} \mathcal{H}_{n}(x) \cdot(\phi(x)-\psi(x)) d x\right| \\
& +\left|\int_{\mathbb{R}^{d}} \mathcal{H}_{n}(x) \cdot \psi(x) d x-\int_{\mathbb{R}^{d}} \psi(x) d D^{2} u\right| \\
& +\left|\int_{\mathbb{R}^{d}}(\phi(x)-\psi(x)) d D^{2} u\right| \\
\leq & \epsilon \int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u(x)\right| d x \\
& +\left|\int_{\mathbb{R}^{d}} \mathcal{H}_{n}(x) \cdot \psi(x) d x-\int_{\mathbb{R}^{d}} \psi(x) d D^{2} u\right| \\
& +\epsilon\left|D^{2} u\right|\left(\mathbb{R}^{d}\right) \\
\leq & M \epsilon\left|D^{2} u\right|\left(\mathbb{R}^{d}\right) \\
& +\left|\int_{\mathbb{R}^{d}} \mathcal{H}_{n}(x) \cdot \psi(x) d x-\int_{\mathbb{R}^{d}} \psi(x) d D^{2} u\right| \\
& +\epsilon\left|D^{2} u\right|\left(\mathbb{R}^{d}\right) .
\end{aligned}
$$

Taking the limit $n \rightarrow \infty$ from both sides of the above inequality we get

$$
\limsup _{n \rightarrow \infty}\left|\int_{\mathbb{R}^{d}} \mathcal{H}_{n}(x) \cdot \phi(x) d x-\int_{\mathbb{R}^{d}} \phi(x) d D^{2} u\right| \leq \tilde{M} \epsilon,
$$

for a constant $\tilde{M}$ and since $\epsilon$ is arbitrary we have (5.39). We thus proceed to prove (5.39) for compactly supported smooth functions. From the estimate (5.38) we have that $\left(\left|\mu_{n}\right|\right)_{n \in \mathbb{N}}$ is bounded, thus there exists a subsequence $\left(\mu_{n_{k}}\right)_{k \in \mathbb{N}}$ and a $\mathbb{R}^{d \times d_{-}}$-valued Radon measure $\mu$ such that $\mu_{n_{k}}$ converges to $\mu$ weakly*. This means that for every $\psi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ we have

$$
\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} \mathcal{H}_{n_{k}}(x) \cdot \psi(x) d x=\int_{\mathbb{R}^{d}} \psi(x) \cdot d \mu .
$$

On the other hand from the integration by parts formula (5.33) and Lemma 5.4.2 we get

$$
\begin{aligned}
\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} \mathcal{H}_{n_{k}}(x) \cdot \psi(x) d x & =\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} u(x) \mathcal{D}_{n_{k}}^{2} \psi(x) d x \\
& =\int_{\mathbb{R}^{d}} u(x) \operatorname{div}^{2} \psi(x) d x \\
& =\int_{\mathbb{R}^{d}} \psi(x) \cdot d D^{2} u .
\end{aligned}
$$

This means that $\mu=D^{2} u$. Observe now that since we actually deduce that every subsequence of $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ has a further subsequence that converges to $D^{2} u$ weakly*, then the initial sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ converges to $D^{2} u$ weakly*.

Let us note here that in the case $d=1$, we can also prove strict convergence of the
measures $\mu_{n}$ to $D^{2} u$, that is, in addition to (5.39) we also have

$$
\left|\mu_{n}\right|(\mathbb{R}) \rightarrow\left|D^{2} u\right|(\mathbb{R}) .
$$

Theorem 5.5.3. Let $d=1$. Then the sequence $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ converges to $D^{2} u$ strictly as measures, i.e,

$$
\begin{equation*}
\mu_{n} \rightarrow D^{2} u, \quad \text { weakly* in measures, } \tag{5.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mu_{n}\right|(\mathbb{R}) \rightarrow\left|D^{2} u\right|(\mathbb{R}) . \tag{5.41}
\end{equation*}
$$

Proof. The weak* convergence was proved in Theorem 5.5.2. Since the total variation norm is lower semicontinuous with respect to the weak* convergence, we also have

$$
\begin{equation*}
\left|D^{2} u\right|(\mathbb{R}) \leq \liminf _{n \rightarrow \infty}\left|\mu_{n}\right|(\mathbb{R}) \tag{5.42}
\end{equation*}
$$

Thus it suffices to show that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\mu_{n}\right|(\mathbb{R}) \leq\left|D^{2} u\right|(\mathbb{R}) \tag{5.43}
\end{equation*}
$$

Note that in dimension one, the non-local Hessian formula is written as

$$
\begin{equation*}
\mathcal{H}_{n} u(x)=\int_{\mathbb{R}} \frac{u(y)-2 u(x)+u(x+(x-y))}{|x-y|^{2}} \rho_{n}(x-y) d y . \tag{5.44}
\end{equation*}
$$

Following the proof of Lemma 5.3.1, we can easily verify that for $v \in \mathcal{C}^{\infty}(\mathbb{R}) \cap \mathrm{BV}^{2}(\mathbb{R})$ we have

$$
\int_{\mathbb{R}}\left|\mathcal{H}_{n} v(x)\right| d x \leq\left\|\nabla^{2} v\right\|_{L^{1}(\mathbb{R})},
$$

i.e., the constant $M$ that appears in the estimate (5.25) is equal to one. Using Fatou's Lemma and the $\mathrm{BV}^{2}$ strict approximation of $u$ by smooth functions we get that

$$
\left|\mu_{n}\right|(\mathbb{R})=\int_{\mathbb{R}}\left|\mathcal{H}_{n} u(x)\right| d x \leq\left|D^{2} u\right|(\mathbb{R}),
$$

from where (5.43) follows straightforwardly.

### 5.6 Non-local characterisation of $W^{2, p}\left(\mathbb{R}^{d}\right)$ and $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$

Characterisation of Sobolev and BV spaces in terms of non-local, derivative-free energies has been done so far only in the first order case, see [BBM01, Pon04, Men12, MS13]. Here we characterise the spaces $W^{2, p}\left(\mathbb{R}^{N}\right), 1<p<\infty$ and $\operatorname{BV}^{2}\left(\mathbb{R}^{N}\right)$ using our definition of non-local Hessian. For that we need to define the non-local Hessian as a distribution. Note that so far we have used the non-local Hessian operator $\mathcal{H}_{n}$ for regular enough functions so
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that formula (5.1) is well-defined. Indeed, the estimates (5.25) and (5.38) show that (5.1) is well defined for $W^{2, p}\left(\mathbb{R}^{d}\right), 1 \leq p<\infty$, and $\operatorname{BV}^{2}\left(\mathbb{R}^{d}\right)$ functions. One can easily check that it is also well defined for $W^{2, \infty}\left(\mathbb{R}^{d}\right)$ functions. Moreover, it is very easy to check that if $u \in \mathcal{C}_{c}^{2}\left(\mathbb{R}^{d}\right)$ then the following estimate hold

$$
\begin{equation*}
\left|\mathcal{H}_{n} u(x)\right| \leq \frac{d^{2}(d+2)}{2}\left\|\nabla^{2} u\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}, \quad \forall x \in \mathbb{R}^{d} . \tag{5.45}
\end{equation*}
$$

In fact as the proof of Theorem 5.4.1 shows, a sufficient condition for the well-posedness of (5.1) is

$$
\begin{equation*}
\frac{\left|d^{2} u(x, y)\right|}{|x-y|^{2}} \rho_{n}(x-y) \in L^{1}\left(\mathbb{R}^{d} \times \mathbb{R}^{d}\right) \tag{5.46}
\end{equation*}
$$

and in that case we have that $\mathcal{H}_{n} u \in L^{1}\left(\mathbb{R}^{d}\right)$. However, we define $\mathcal{H}_{n}$ as a distribution, extending thus the definition for arbitrary $L^{p}$ functions $1 \leq p<\infty$.

Definition 5.6.1 (Distributional definition of non-local Hessian). Let $u \in L^{p}\left(\mathbb{R}^{d}\right)$ for some $p \in[1, \infty)$. We define the distributional non-local Hessian $\mathfrak{H}_{n} u$ as

$$
\begin{equation*}
\left\langle\mathfrak{H}_{n} u, \phi\right\rangle=\int_{\mathbb{R}^{d}} u(x) \mathcal{D}_{n}^{2} \phi(x) d x, \quad \forall \phi \in \mathcal{C}_{c}^{2}\left(\Omega, \mathbb{R}^{d \times d}\right) . \tag{5.47}
\end{equation*}
$$

Observe that since $\phi \in W^{2, p}\left(\mathbb{R}^{d}\right)$ for every $p \in[1, \infty]$, estimates (5.25) and (5.45) imply that $\mathcal{D}_{n}^{2} \phi \in L^{p}\left(\mathbb{R}^{d}\right)$ for every $p \in[1, \infty]$ and that (5.47) is well defined from Hölder's inequality. Note also that $\mathfrak{H}_{n} u$ is indeed a distribution. In order to see that observe that if $u \in L^{1}\left(\mathbb{R}^{d}\right)$ then estimate (5.45) gives

$$
\begin{equation*}
\left\langle\mathfrak{H}_{n} u, \phi\right\rangle \leq M\|u\|_{L^{1}\left(\mathbb{R}^{d}\right)}\left\|\nabla^{2} \phi\right\|_{\infty}, \tag{5.48}
\end{equation*}
$$

where $M$ depends only on $d$. If $u \in L^{p}\left(\mathbb{R}^{d}\right)$ with $1<p<\infty$ then from the estimate 5.3.1 and the fact that $\nabla^{2} \phi$ is of compact support we have

$$
\begin{equation*}
\left\langle\mathfrak{H}_{n} u, \phi\right\rangle \leq M\|u\|_{L^{p}\left(\mathbb{R}^{d}\right)}\left\|\nabla^{2} \phi\right\|_{L^{q}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)} \leq M\|u\|_{L^{p}\left(\mathbb{R}^{d}\right)}\left\|\nabla^{2} \phi\right\|_{\infty}, \tag{5.49}
\end{equation*}
$$

where $1 / p+1 / q=1$ and the constant $M$ depends only on $p$ and $d$. Finally, the integration by parts formula (5.33) shows that if (5.46) holds (for example in the case of $W^{2, p}\left(\mathbb{R}^{d}\right)$, $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$ and $\mathcal{C}_{c}^{2}\left(\Omega, \mathbb{R}^{d \times d}\right)$ functions) then the distribution $\mathfrak{H}_{n} u$ can be represented by the function $\mathcal{H}_{n} u$. We are now ready to prove our characterisations.

Theorem 5.6.2. Let $u \in L^{p}\left(\mathbb{R}^{d}\right)$ for some $1<p<\infty$. Then

$$
\begin{equation*}
u \in W^{2, p}\left(\mathbb{R}^{d}\right) \quad \Longleftrightarrow \quad \mathfrak{H}_{n} u \in L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right) \forall n \in \mathbb{N} \text { and } \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u(x)\right|^{p} d x<\infty \tag{5.50}
\end{equation*}
$$

Let $u \in L^{1}\left(\mathbb{R}^{d}\right)$. Then

$$
\begin{equation*}
u \in \mathrm{BV}^{2}\left(\mathbb{R}^{d}\right) \quad \Longleftrightarrow \quad \mathfrak{H}_{n} u \in L^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right) \forall n \in \mathbb{N} \text { and } \liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u(x)\right| d x<\infty \tag{5.51}
\end{equation*}
$$

Proof. Firstly, we prove (5.50). Suppose that $u \in W^{2, p}\left(\mathbb{R}^{d}\right)$. Then, Lemma 5.3.1 gives

$$
\liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u(x)\right|^{p} d x \leq M\left\|\nabla^{2} u\right\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{p}<\infty .
$$

Suppose now conversely that

$$
\liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u(x)\right|^{p} d x<\infty
$$

This means that up to a subsequence, $\mathcal{H}_{n} u$ is bounded in $L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$, thus there exists a subsequence $\left(\mathcal{H}_{n_{k}} u\right)_{k \in \mathbb{N}}$ and $v \in L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ such that $\mathcal{H}_{n_{k}} u \rightarrow v$ weakly in $L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$. Thus, using the definition of $L^{p}$ weak convergence together with the non-local integration by parts formula and Lemma 5.4.2, we have for every $\psi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$,

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} v(x) \cdot \psi(x) d x & =\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} \mathcal{H}_{n_{k}} u(x) \cdot \psi(x) d x \\
& =\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} u(x) \mathcal{D}_{n_{k}}^{2} \psi(x) d x \\
& =\int_{\mathbb{R}^{d}} u(x) \operatorname{div}^{2} \psi(x) d x,
\end{aligned}
$$

something that shows that $v=\nabla^{2} u \in L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ is the second order weak derivative of $u$. Now since the second order distributional derivative is a function, the same is true for the first distributional derivatives and they belong to $L^{p}$ and thus $u \in W^{2, p}\left(\mathbb{R}^{d}\right)$. This is a consequence of the Gagliardo-Nirenberg interpolation inequality [Nir59]

$$
\begin{equation*}
\|\nabla u\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)} \leq C\left\|\nabla^{2} u\right\|_{L^{p}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}^{\frac{1}{2}}\|u\|_{L^{p}\left(\mathbb{R}^{d}\right)}^{\frac{1}{2}}, \tag{5.52}
\end{equation*}
$$

where the constant C depends only on $d$.
We now proceed in proving (5.51). Again supposing that $u \in \mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$ we have that Lemma 5.5.1 gives us

$$
\liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{d}}\left|\mathcal{H}_{n} u(x)\right| d x \leq C\left|D^{2} u\right|\left(\mathbb{R}^{d}\right) .
$$

Suppose now that

$$
\liminf _{n \rightarrow \infty} \int_{\mathbb{R}^{N}}\left|\mathcal{H}_{n} u(x)\right| d x<\infty .
$$

Considering again the measures $\mu_{n}=\mathcal{H}_{n} u \mathcal{L}^{d}$ we have that there exists a subsequence
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$\left(\mu_{n_{k}}\right)_{k \in \mathbb{N}}$ and a finite Radon measure $\mu$ such that $\mu_{n_{k}} \rightarrow \mu$ weakly*. Then for every $\psi \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ we have, similarly as before,

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \psi \cdot d \mu & =\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} \mathcal{H}_{n_{k}} u(x) \cdot \psi(x) d x \\
& =\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{d}} u(x) D_{n_{k}}^{2} \psi(x) d x \\
& =\int_{\mathbb{R}^{d}} u(x) \operatorname{div}^{2} \psi(x) d x,
\end{aligned}
$$

something that shows that $\mu=D^{2} u$. Thus, $u \in \operatorname{BV}^{2}\left(\mathbb{R}^{d}\right)$, since if the second order distributional derivative is a finite Radon measure then the first order one is an $L^{1}$ function. This again due to a special form of the Gagliardo-Nirenberg interpolation inequality for $W^{2,1}$ functions this time. In order to see that, notice first that from [TS80] we have first that $D u \in L_{l o c}^{1}\left(\mathbb{R}^{d}\right)$. Fix an $\Omega \Subset \mathbb{R}^{d}$, then we have that $u\left\lfloor\Omega \in \operatorname{BV}^{2}(\Omega)\right.$. From Theorem 3.3 .7 we can find a sequence $\left(u_{n}\right)_{n \in \mathbb{N}} \in W^{2,1}(\Omega)$ that converges to $u\left\lfloor\Omega\right.$ strictly in $\operatorname{BV}^{2}(\Omega)$. From the definition of strict convergence together with the lower semicontinuity of total variation with respect to the strong $L^{1}$ convergence we have

$$
\begin{aligned}
\| \nabla\left(u\lfloor\Omega) \|_{L^{1}(\Omega)}\right. & \leq \liminf _{n \rightarrow \infty}\left\|\nabla u_{n}\right\|_{L^{1}(\Omega)} \\
& \leq \liminf _{n \rightarrow \infty} C\left\|\nabla^{2} u_{n}\right\|_{L^{1}\left(\Omega, \mathbb{R}^{d \times d}\right)}^{\frac{1}{2}}\left\|u_{n}\right\|_{L^{1}(\Omega)}^{\frac{1}{2}} \\
& =C \| \nabla^{2}\left(u \lfloor \Omega ) \| _ { L ^ { 1 } ( \Omega , \mathbb { R } ^ { d \times d } ) } ^ { \frac { 1 } { 2 } } \| u \left\lfloor\Omega \|_{L^{1}(\Omega)}^{\frac{1}{2}}\right.\right. \\
& \leq C\left\|\nabla^{2} u\right\|_{L^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}^{\frac{1}{2}}\|u\|_{L^{1}\left(\mathbb{R}^{d}\right)}^{\frac{1}{2}},
\end{aligned}
$$

from where we deduce that $\nabla u \in L^{1}\left(\mathbb{R}^{d}\right)$ with

$$
\|\nabla u\|_{L^{1}\left(\mathbb{R}^{d}\right)} \leq C\left\|\nabla^{2} u\right\|_{L^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)}^{\frac{1}{2}}\|u\|_{L^{1}\left(\mathbb{R}^{d}\right)}^{\frac{1}{2}}
$$

and hence $u \in \mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$.

### 5.7 An alternative non-local Hessian approach and an application to image denoising

In the previous sections we saw that the explicit formulation of non-local Hessian defined in (5.1) has some good analytical properties, i.e., the sequence $\left(\mathcal{H}_{n} u\right)_{n \in \mathbb{N}}$ converges to the local analogue $\nabla^{2} u$ as the non-locality vanishes. It also led to novel non-local characterisations of the spaces $W^{2, p}\left(\mathbb{R}^{d}\right)$ and $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$. However the formulation (5.1) is not so convenient for implementation in variational problems in imaging. One reason is that it cannot be defined straightforwardly for functions $u: \Omega \rightarrow \mathbb{R}$, where $\Omega$ is a bounded do-
main as the point $x+(x-y)$ does not necessarily belong to $\Omega$ whenever $x \in \Omega$. Moreover, the radial symmetry of the weighting functions $\rho_{n}$ is in practice not desirable for imaging purposes. For example, given that a point $x$ of an image $u$ lies next to an edge, we would like to have the freedom to define a form of non-local Hessian of $u$ at $x$ using a weighting function that puts more weight on points that lie on the same side of $x$, see Figure 5.2. That would eventually lead to an edge preservation regularisation model.


Figure 5.2: Radially symmetric weighting function versus a weighting function aware of discontinuities.

To that scope we define an implicit formulation of a non-local Hessian $\mathcal{H}_{\sigma_{x}} u(x)$ and non-local gradient $\mathcal{G}_{\sigma_{x}} u(x)$ of a function $u$ at a point $x$ with a weighting function $\sigma_{x}$ as follows:

Definition 5.7.1 (Implicit definition of non-local Hessian). Let $\Omega \subseteq \mathbb{R}^{d}$ be an open bounded domain and $u \in L^{2}(\Omega)$. We define $\mathcal{G}_{\sigma_{x}} u(x)$ and $\mathcal{H}_{\sigma_{x}} u(x)$ to be the non-local gradient and Hessian respectively, of $u$ at a point $x \in \Omega$ with a positive weight function $\sigma_{x} \in L^{\infty}(\Omega \backslash\{x\})$ as the minimisers of

$$
\begin{equation*}
\left(\mathcal{H}_{\sigma_{x}} u(x), \mathcal{G}_{\sigma_{x}} u(x)\right):=\underset{\mathcal{H}^{\prime} \in \mathbb{R}^{d \times d}, \mathcal{G}^{\prime} \in \mathbb{R}^{d}}{\operatorname{argmin}} \frac{1}{2} \int_{\Omega-\{x\}} R_{u, \mathcal{G}^{\prime}, \mathcal{H}^{\prime}}(x, z)^{2} \sigma_{x}(z) d z, \tag{5.53}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{u, \mathcal{G}^{\prime}, \mathcal{H}^{\prime}}(x, z)=u(x+z)-u(x)-G^{\top \top} z-\frac{1}{2} z^{\top} H^{\prime} z . \tag{5.54}
\end{equation*}
$$

The idea behind Definition 5.7.1 is that at a given point $x$, we choose $\mathcal{H}_{\sigma_{x}} u(x)$ and $\mathcal{G}_{\sigma_{x}} u(x)$ so that the remaining values of $u$ best fit a quadratic model with gradient $\mathcal{G}_{\sigma_{x}} u(x)$ and Hessian $\mathcal{H}_{\sigma_{x}} u(x)$ located at $x$.

In this section we work with the discretised version of (5.53)-(5.54) in dimension 2, i.e., the integral in (5.53) is interpreted as a sum and $\Omega$ as an $N \times M$ grid. We can now

Non-local Hessian: Localisation results, characterisation of higher order Sobolev and BV spaces and applications
define the corresponding non-local Hessian regularised minimisation problems as follows:
$\overline{\underline{\boldsymbol{L}^{s}-\mathcal{H} \text { regularisation }}}$
$\min _{u \in \mathbb{R}^{N \times M}} \frac{1}{s}\|u-f\|_{s}^{s}+\alpha\left\|\mathcal{H}_{\sigma} u\right\|_{1}, \quad \alpha>0, \quad s=1,2$,
subject to
$\left(\mathcal{H}_{\sigma_{x}} u(x), \mathcal{G}_{\sigma_{x}} u(x)\right)=\underset{\mathcal{H}^{\prime} \in \mathbb{R}^{2 \times 2}, \mathcal{G}^{\prime} \in \mathbb{R}^{2}}{\operatorname{argmin}} \frac{1}{2} \int_{\Omega-\{x\}} R_{u, \mathcal{G}^{\prime}, \mathcal{H}^{\prime}}(x, z)^{2} \sigma_{x}(z) d z$,
$R_{u, \mathcal{G}^{\prime}, \mathcal{H}}(x, z)=u(x+z)-u(x)-G^{\prime \top} z-\frac{1}{2} z^{\top} H^{\prime} z$.

Note that the optimality conditions of the quadratic minimisation problem (5.56)(5.57) are linear. Thus essentially, problem (5.55)-(5.57) is an optimisation problem with convex objective and linear constraints. We can solve this problem for instance, using CVX in MATLAB, a package for specifying and solving convex programs [GB14, GB08].

Our next concern is how to choose the weighting function $\sigma_{x}$ at a point $x$. As we have discussed previously ideally this function has to be chosen in a way such that points that lie across an edge have low or zero weights. We do that by defining first a positive cost function $c_{x}: \Omega \rightarrow \mathbb{R}$, where $c_{x}(y)$ must be high when we cannot move from $x$ to $y$ without passing from points with large gradient (edge). A function like that can be defined by solving a weighted Eikonal equation

$$
\begin{equation*}
\left\|\nabla c_{x}\right\|_{2}=\phi(\nabla f), \quad c_{x}(x)=0 \tag{5.58}
\end{equation*}
$$

where $\phi(\nabla f)=\|\nabla f\|_{2}^{2}+\epsilon$, for a small $\epsilon>0$. Equation (5.58) can be solved efficiently using a fast marching method [Set99, OF03]. Defining $c_{x}$ as above we have that $c_{x}(y)$ is high if $x$ and $y$ are separated by a strong edge.

For efficiency in the numerical implementation we do not use all the points $y \in \Omega$ for the formulation of $\mathcal{H}_{\sigma_{x}} u(x)$ but only those $K$ ones with the shortest distance $c_{x}(y)$ to $x$. That is to say, we sort the neighbours of $x, y_{1}, y_{2}, \ldots$ such that $c_{x}\left(y_{1}\right) \leq c_{x}\left(y_{2}\right), \ldots, c_{x}\left(y_{K}\right) \leq \ldots$ and we define the weighting function $\sigma_{x}$ we follows:

$$
\sigma_{x}\left(y_{i}\right)= \begin{cases}\frac{1}{\left(c_{x}\left(y_{i}\right)\right)^{2}} & \text { if } i \leq K,  \tag{5.59}\\ 0, & \text { if } i>K\end{cases}
$$

This number $K$ can be predefined and for our numerical implementations we use $K=12$, while we also set $\epsilon=0.01$.


Figure 5.3: Denoising example for Gaussian noise of variance 0.005 .

(a) Clean image

(d) TGV denoised image, $\mathrm{SSIM}=0.9249, \mathrm{PSNR}=33.29$

(b) Noisy image, $\mathrm{SSIM}=0.3261 . \mathrm{PSNR}=22.82$

(e) $L^{2}-\mathcal{H}$ denoised image, $\mathrm{SSIM}=0.9262, \mathrm{PSNR}=34.39$

(c) TV denoised image, $\mathrm{SSIM}=0.8979, \mathrm{PSNR}=31.82$

(f) $L^{1}-\mathcal{H}$ denoised image, $\mathrm{SSIM}=0.9766, \mathrm{PSNR}=35.97$

Figure 5.4: Corresponding middle row slices for the results of Figure 5.3.
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Figure 5.3 depicts a denoising example for the same synthetic example we used in Section 3.6 (Gaussian noise of variance 0.005). In Figure 5.4 we show the corresponding middle row slices. We observe that the $L^{2}$ fidelity based, non-local Hessian denoised image, is of higher quality then the TGV denoised one, as this is confirmed by both PSNR and SSIM quality measures, see Figure 5.3(e). Notice however that we can achieve a far better result using the $L^{1}$ norm in the fidelity term, Figure 5.3(f), despite the fact that the noise is Gaussian. This is because this special selection of the weights $\sigma_{x}$ allows for a use of a quite high regularisation parameter, ( $\alpha=1.2$ in that example), while still preserving the edges. In the same time the $L^{1}$ fidelity term is capable of preserving the contrast better than the $L^{2}$ case, compare the slices in Figures 5.4(e) and 5.4(f).

## Chapter 6

## Conclusions

Higher order variational regularisation methods have been an active field of research among the mathematical imaging community. These kind of methods have been proposed to tackle both classical and modern image processing tasks. The high quality of the reconstructions make them appealing for a variety of real world applications. In the same time, novel mathematical techniques are developed, aimed to implement these methods as well as to analyse their properties. We provide here a short summary about how the present thesis contributed to this field and we give some directions for future research work.

In Chapter 3 we introduced a combined first and second order method for image restoration. After a rigorous analysis of the well-posedness of the model, we applied the method for image denoising, deblurring and inpainting, providing also an online userfriendly implementation for the latter task in IPOL's website. The simplicity of the model combined with the split Bregman algorithm leads to a very efficient implementation, indicating the suitability of the method as a fast pre-processing technique that approaches the state of the art results as far as restoration quality in concerned. We think that a fully automatisation of the method, i.e., automatic selection of the optimal parameters $\alpha$ and $\beta$, is a usefull research direction that will enhance further the applicability of the method. Among other techniques, this optimal parameter learning can be achieved for instance through bilevel optimisation approaches [DlRS12, KP13, CDIRS14].

In Chapter 4 we contributed to the analysis of the second order total generalised variation model, a state of the art higher order regulariser, focusing mainly in the one dimensional case. We exhibited results concerning the structure of solutions of the $L^{2}-$ TGV problem as well as the relationship of TV and TGV both in dimension one and two. We computed exact solutions for simple data functions, providing further insights into the regularising mechanism of TGV. A future research direction involves extension of these results in higher dimensions and investigation of the analytical properties of the model for other imaging tasks, e.g., deblurring. Identifying ground states for TGV in the spirit of [BB13] is another possibility.

Finally in Chapter 5 we introduced and analysed a non-local Hessian functional. As the non-locality vanishes, we proved the convergence of the non-local Hessian of a function $u$ to the continuous analogue with respect to the natural topology that corresponds to the regularity of $u$. This analysis led to novel characterisations of some higher order Sobolev and BV spaces, namely, $W^{2, p}\left(\mathbb{R}^{d}\right)$ and $\mathrm{BV}^{2}\left(\mathbb{R}^{d}\right)$. Defining a non-local Hessian in an alternative, implicit way, resulted in a model that can be easily handled numerically for image processing purposes. We gave a flavour of this application in image denoising, showing that the model is capable of obtaining true piecewise affine reconstructions, being in that sense, superior to TGV. Future work involves the investigation of the application of the method to other imaging tasks as well as a study of the relationship between the explicit and the implicit formulation of the non-local Hessian functional.

## Appendix A

## A. 1 Exclusion of the cases N-0-P2-J, N-0-P1-C, N-0-P2-C

In Section 4.6.1 we mentioned that solutions of the type N-0-P1-J, N-0-P2-J, N-0-P1-C and N-0-P2-C cannot occur when we consider the one dimensional $L^{2}-\mathrm{TGV}_{\beta, \alpha}^{2}$ minimisation problem with data $f_{\text {p.c. }}$. In Proposition 4.6.2 we proved that fact for solutions of the type N-0-P1-J. Here, we do the same for the cases N-0-P2-J, N-0-P1-C and N-0-P2-C in Propositions A.1.1, A.1.2 and A.1.3 respectively.

Proposition A.1.1. The case N-0-P2-J cannot occur.
Proof. Suppose that there exist points $0<x_{1}<\tilde{x}_{1}<x_{2}<L$ such that $u<0$ in $\left(0, x_{1}\right)$, $u=0$ in $\left(x_{1}, \tilde{x}_{1}\right)$ and $u>0$ in $\left(\tilde{x}_{1}, L\right)$. Suppose further that $u^{\prime}$ has a positive jump at $x_{2}$ and $u$ has a jump discontinuity at $x=L$. Similarly to the proof of Proposition 4.6.2 we can show that the gradient of $u$ in $\left(0, x_{1}\right)$ and in $\left(\tilde{x}_{1}, x_{2}\right)$ is the same, say equal to $c$, and that $w=c$ in $\left(0, x_{2}\right)$. As in Proposition 4.6.2 we set

$$
\ell_{1}=x_{1}, \quad \ell_{2}=\tilde{x}_{1}-x_{1}, \quad \ell_{3}=x_{2}-\tilde{x}_{1}, \quad \ell_{4}=L-x_{3} \quad \text { with } \quad \ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}=L,
$$

and

$$
v_{1}=v\left\lfloor\left(0, x_{1}\right), \quad v_{2}=v\left\lfloor\left(x_{1}, \tilde{x}_{1}\right), \quad v_{3}=\left\lfloor\left(\tilde{x}_{1}, x_{2}\right), \quad v_{4}=\left\lfloor\left(x_{2}, L\right) .\right.\right.\right.\right.
$$

As in Proposition 4.6.2 we have

$$
\begin{gather*}
v_{1}(x)=-\frac{\alpha}{3 \ell_{1}^{2}} x^{3}+\frac{\alpha}{\ell_{1}} x^{2}, \quad x \in\left(0, x_{1}\right),  \tag{A.1}\\
v_{2}(x)=\alpha\left(x-\ell_{1}\right)+\frac{2 \alpha \ell_{1}}{3}, \quad x \in\left(x_{1}, \tilde{x}_{1}\right),  \tag{A.2}\\
v_{3}(x)=-\frac{\alpha}{3 \ell_{1}^{2}}\left(x-\ell_{1}-\ell_{2}\right)^{3}+\alpha\left(x-\ell_{1}-\ell_{2}\right)+\alpha \ell_{2}+\frac{2 \alpha \ell_{1}}{3}, \quad x \in\left(\tilde{x}_{1}, x_{2}\right) . \tag{A.3}
\end{gather*}
$$

Now the extra conditions for $v_{3}$ are

$$
\begin{equation*}
v_{3}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=0, \tag{A.4}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{3}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=\beta . \tag{A.5}
\end{equation*}
$$

Condition (A.4) gives

$$
\begin{equation*}
\ell_{3}=\ell_{1}, \tag{A.6}
\end{equation*}
$$

while condition (A.5) in combination with (A.6) gives

$$
\begin{equation*}
\frac{4}{3} \ell_{1}+\ell_{2}=\frac{\beta}{\alpha} \tag{A.7}
\end{equation*}
$$

The function $v_{4}$ will be also a cubic function

$$
v_{4}(x)=a_{4} x^{3}+b_{4} x^{2}+c_{4} x+d_{4}, \quad x \in\left(x_{2}, L\right) .
$$

We have $v_{4}$ must satisfy the conditions at $x=\ell_{1}+\ell_{2}+\ell_{3}$ :

$$
\begin{equation*}
v_{4}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=\beta, \quad v_{4}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=0, \quad v_{4}^{\prime \prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=v_{3}^{\prime \prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=-\frac{2 \alpha}{\ell_{1}} \tag{A.8}
\end{equation*}
$$

from which we get that

$$
\begin{equation*}
v_{4}=\alpha_{4}\left(x-\ell_{1}-\ell_{2}-\ell_{3}\right)^{3}-\frac{\alpha}{\ell_{1}}\left(x-\ell_{1}-\ell_{2}-\ell_{3}\right)^{2}+\beta, \tag{A.9}
\end{equation*}
$$

plus the following conditions on $x=\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}$ :

$$
\begin{equation*}
v_{4}\left(\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}\right)=0, \quad v_{4}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}\right)=-\alpha, \tag{A.10}
\end{equation*}
$$

from which, in combination with (A.9) we get

$$
\begin{align*}
a_{4} \ell_{4}^{3}-\frac{\alpha}{\ell_{1}} \ell_{4}^{2}+\beta & =0,  \tag{A.11}\\
3 a_{4} \ell_{4}^{2}-\frac{2 \alpha}{\ell_{1}} \ell_{4} & =-\alpha . \tag{A.12}
\end{align*}
$$

Multiplying (A.12) by $\ell_{4}$ and using (A.11) we end up to

$$
\begin{equation*}
\ell_{4}^{2}+\ell_{1} \ell_{4}-\gamma \ell_{1}=0 \tag{A.13}
\end{equation*}
$$

where we define

$$
\gamma:=3 \frac{\beta}{\alpha} .
$$

Solving (A.13) with respect to $\ell_{4}$ we get the (positive solution):

$$
\begin{equation*}
\ell_{4}=\frac{\sqrt{\ell_{1}^{2}+4 \gamma \ell_{1}}-\ell_{1}}{2} \tag{A.14}
\end{equation*}
$$

We now use the fact that $\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}=L$ in combination with (A.6), (A.7) and (A.14) and we get

$$
\begin{equation*}
\frac{\sqrt{\ell_{1}^{2}+4 \gamma \ell_{1}}}{2}=L-\frac{\gamma}{3}-\frac{\ell_{1}}{6} . \tag{A.15}
\end{equation*}
$$

Squaring up both sides of (A.15) after a bit of algebra we end up to the following quadratic equation for $\ell_{1}$

$$
\begin{equation*}
2 \ell_{1}^{2}+\ell_{1}(8 \gamma+3 L)-(3 L-\gamma)^{2}=0 \tag{A.16}
\end{equation*}
$$

whose only possible positive root is

$$
\begin{equation*}
\ell_{1}=\frac{3 \sqrt{9 L^{2}+8 \gamma^{2}}-(8 \gamma+3 L)}{4} \tag{A.17}
\end{equation*}
$$

However we must make sure that $\ell_{2}>0$ thus from (A.7) we must impose

$$
\begin{equation*}
0<\ell_{1}<\gamma / 4 \tag{A.18}
\end{equation*}
$$

We claim now that the condition $\left|v_{4}^{\prime}\right| \leq \alpha$ is violated. Notice firstly that $a_{4}>0$. Indeed from (A.12) we have that $a_{4}>0$ if and only if $\ell_{4}>\ell_{1} / 2$ and using (A.14) that is if and only if $\ell_{1}<\frac{4}{3} \gamma$ which is true from (A.18). Using that and the fact that $v_{4}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=0$, $v_{4}^{\prime}(L)=-\alpha$ if $v_{4}^{\prime \prime}(x)=0$ for some $x \in\left(\ell_{1}+\ell_{2}+\ell_{3}, L\right)$ then $v_{4}^{\prime}(x)<v_{4}^{\prime}(L)=-\alpha$ and we are done. Indeed we have that $v_{4}^{\prime \prime}$ vanishes at $x_{0}=\ell_{1}+\ell_{2}+\ell_{3}+\frac{\alpha}{3 a_{4} \ell_{1}}$ and we have that $x_{0}<L$ if and only if $\ell_{4}>\ell_{1}$ which again from (A.14) that is if and only if $\ell_{1}<\frac{\gamma}{2}$ which is true from (A.18).

We conclude that neither this type of solution is possible.

Proposition A.1.2. The case N-0-P1-C cannot occur.
Proof. Suppose that there exist points $0<x_{1}<\tilde{x}_{1}<L$ such that $u<0$ in $\left(0, x_{1}\right), u=0$ in $\left(x_{1}, \tilde{x}_{1}\right)$ and $u>0$ in $\left(\tilde{x}_{1}, L\right)$. Suppose further that $u^{\prime}$ is constant in $\left(\tilde{x}_{1}, L\right)$ and $u$ is continuous at $x=L$. Similarly to the proof of Propositions 4.6.2 and A.1.1 we can show that the gradient of $u$ in $\left(0, x_{1}\right)$ and in $\left(\tilde{x}_{1}, L\right)$ is the same, say equal to $c$, and that $w=c$ in $(0, L)$. Note that due to symmetry we have that condition $u(L)=h / 2$ holds. As in the Propositions 4.6.2 and A.1.1 we have that, setting $\ell_{1}=x_{1}, \ell_{2}=\tilde{x}_{1}-x_{1}, \ell_{3}=L-\tilde{x}_{1}$,

$$
\begin{equation*}
v_{1}(x)=-\frac{\alpha}{3 \ell_{1}^{2}} x^{3}+\frac{\alpha}{\ell_{1}} x^{2}, \quad x \in\left(0, x_{1}\right) \tag{A.19}
\end{equation*}
$$

$$
\begin{gather*}
v_{2}(x)=\alpha\left(x-\ell_{1}\right)+\frac{2 \alpha \ell_{1}}{3}, \quad x \in\left(x_{1}, \tilde{x}_{1}\right),  \tag{A.20}\\
v_{3}(x)=-\frac{\alpha}{3 \ell_{1}^{2}}\left(x-\ell_{1}-\ell_{2}\right)^{3}+\alpha\left(x-\ell_{1}-\ell_{2}\right)+\alpha \ell_{2}+\frac{2 \alpha \ell_{1}}{3}, \quad x \in\left(\tilde{x}_{1}, L\right), \tag{A.21}
\end{gather*}
$$

and $v_{3}$ has the following conditions on $x=L=\ell_{1}+\ell_{2}+\ell_{3}$ :

$$
\begin{gather*}
v_{3}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=0 \Longleftrightarrow-\frac{\ell_{3}^{3}}{3 \ell_{1}^{2}}+\ell_{3}+\ell_{2}+\frac{2 \ell_{1}}{3}=0  \tag{A.22}\\
\left|v_{3}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)\right| \leq \alpha \Longleftrightarrow 0 \leq \frac{\ell_{3}^{2}}{\ell_{1}^{2}} \leq 2  \tag{A.23}\\
-v_{3}^{\prime \prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=\frac{h}{2} \Longleftrightarrow \ell_{1}^{2}=\frac{4 \alpha \ell_{3}}{h} \tag{A.24}
\end{gather*}
$$

Combining (A.23) and (A.24) we get

$$
\begin{equation*}
0 \leq \ell_{3} \leq \frac{8 \alpha}{h} \tag{A.25}
\end{equation*}
$$

Moreover combining (A.22) and (A.24) we get

$$
\begin{equation*}
\frac{-h \ell_{3}^{2}}{12 \alpha}+\ell_{3}+\ell_{2}+\frac{2 \ell_{1}}{3}=0 \tag{A.26}
\end{equation*}
$$

However one can easily check that the term $\frac{-h \ell_{3}^{2}}{12 \alpha}+\ell_{3}$ is positive if and only if $0 \leq \ell_{3} \leq \frac{12 \alpha}{h}$, which is the case from condition (A.25) thus (A.26) forms a contradiction.

We conclude that neither this solution can happen.
Proposition A.1.3. The case N-0-P2-C cannot occur.
Proof. Suppose that there exist points $0<x_{1}<\tilde{x}_{1}<x_{2}<L$ such that $u<0$ in $\left(0, x_{1}\right)$, $u=0$ in $\left(x_{1}, \tilde{x}_{1}\right)$ and $u>0$ in $\left(\tilde{x}_{1}, L\right)$. Suppose further that $u^{\prime}$ has a positive jump at $x_{2}$ and $u$ is continuous at $x=L$. As in the previous cases we have

$$
\begin{gather*}
v_{1}(x)=-\frac{\alpha}{3 \ell_{1}^{2}} x^{3}+\frac{\alpha}{\ell_{1}} x^{2}, \quad x \in\left(0, x_{1}\right)  \tag{A.27}\\
v_{2}(x)=\alpha\left(x-\ell_{1}\right)+\frac{2 \alpha \ell_{1}}{3}, \quad x \in\left(x_{1}, \tilde{x}_{1}\right)  \tag{A.28}\\
v_{3}(x)=-\frac{\alpha}{3 \ell_{1}^{2}}\left(x-\ell_{1}-\ell_{2}\right)^{3}+\alpha\left(x-\ell_{1}-\ell_{2}\right)+\alpha \ell_{2}+\frac{2 \alpha \ell_{1}}{3}, \quad x \in\left(\tilde{x}_{1}, x_{2}\right), \tag{A.29}
\end{gather*}
$$

with $v_{3}$ having the following conditions

$$
\begin{gather*}
v_{3}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=0 \Longleftrightarrow \ell_{3}=\ell_{1},  \tag{А.30}\\
v_{3}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=\beta \Longleftrightarrow \frac{4}{3} \ell_{1}+\ell_{2}=\frac{\beta}{\alpha} . \tag{A.31}
\end{gather*}
$$

Finally as before, $v_{4}$ will be of the form

$$
\begin{equation*}
v_{4}=a_{4}\left(x-\ell_{1}-\ell_{2}-\ell_{3}\right)^{3}-\frac{\alpha}{\ell_{1}}\left(x-\ell_{1}-\ell_{2}-\ell_{3}\right)^{2}+\beta, \quad x \in\left(x_{2}, L\right), \tag{А.32}
\end{equation*}
$$

with the following conditions on $x=L=\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}$ :

$$
\begin{align*}
& v_{4}\left(\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}\right)=0 \Longleftrightarrow a_{4} \ell_{4}^{3}-\frac{\alpha \ell_{4}^{2}}{\ell_{1}}+\beta=0  \tag{А.33}\\
& \left|v_{4}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}\right)\right| \leq \alpha \Longleftrightarrow\left|3 a_{4} \ell_{4}^{2}-\frac{2 \alpha \ell_{4}}{\ell_{1}}\right| \leq \alpha  \tag{A.34}\\
& -v_{4}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}\right)=\frac{h}{2} \Longleftrightarrow-6 a_{4} \ell_{4}+\frac{2 \alpha}{\ell_{1}}=\frac{h}{2} \tag{A.35}
\end{align*}
$$

Combining (A.34) and (A.35) we end up to

$$
\begin{equation*}
\frac{\ell_{4}}{\ell_{1}}+\frac{h \ell_{4}}{4 \alpha} \leq 1 \tag{A.36}
\end{equation*}
$$

which in particular implies that

$$
\begin{equation*}
\ell_{4}<\ell_{1} . \tag{А.37}
\end{equation*}
$$

Observe now that because of the fact that $\ell_{2}>0$ from (A.31) we get that $\ell_{1}<\gamma / 4$. But now, since $v_{4}\left(\ell_{1}+\ell_{2}+\ell_{3}\right)=\beta$, $v_{4}\left(\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}\right)=0$, from the mean value theorem and the fact that the derivative of $v_{4}$ is decreasing we have that

$$
\begin{equation*}
v_{4}^{\prime}\left(\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}\right)<-\frac{\beta}{\ell_{4}} \tag{A.38}
\end{equation*}
$$

Moreover

$$
\ell_{4}<\ell_{1}<\frac{\gamma}{4} \Rightarrow-\frac{\beta}{\ell_{4}}<-\frac{4 \alpha}{3}<-\alpha,
$$

and thus from (A.38) we have that $v_{4}^{\prime}(L)<-\alpha$, which is a contradiction.
Thus neither this kind of solution is possible.

## A. 2 Some useful Lemmas

The following lemma (pointed out by Luca Calatroni) was used in the proof of Theorem 3.5.1.

Lemma A. 2.1 (Kronecker's lemma). Suppose that $\left(a_{n}\right)_{n \in \mathbb{N}}$ and $\left(b_{n}\right)_{n \in \mathbb{N}}$ are two sequences of real numbers such that $\sum_{n=1}^{\infty} a_{n}<\infty$ and $0<b_{1} \leq b_{2} \leq \ldots$ with $b_{n} \rightarrow \infty$. Then

$$
\frac{1}{b_{n}} \sum_{k=1}^{n} b_{k} a_{k} \rightarrow 0, \quad \text { as } n \rightarrow \infty .
$$

In particular, if $\left(c_{n}\right)_{n \in \mathbb{N}}$ is a decreasing positive real sequence such that $\sum_{n=1}^{\infty} c_{n}^{2}<\infty$, then

$$
c_{n} \sum_{k=1}^{n} c_{k} \rightarrow 0, \quad \text { as } n \rightarrow \infty
$$

The following Lemma was used in the proof of Lemma 5.2.1.
Lemma A.2.2. Let $d \geq 2$. Then for every $i, j=1, \ldots, d$ with $i \neq j$ and for every $R>0$ we have

$$
\begin{equation*}
\int_{|z|<R} \frac{z_{i}^{2} z_{j}^{2}}{|z|^{4}} \rho_{n}(z) d z=\frac{1}{3} \int_{|z|<R} \frac{z_{i}^{4}}{|z|^{4}} \rho_{n}(z) d z . \tag{A.39}
\end{equation*}
$$

In particular this means that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \frac{z_{i}^{2} z_{j}^{2}}{|z|^{4}} \rho_{n}(z) d z=\frac{1}{3} \int_{\mathbb{R}^{d}} \frac{z_{i}^{4}}{|z|^{4}} \rho_{n}(z) d z, \tag{A.40}
\end{equation*}
$$

and

$$
\int_{\mathbb{R}^{d}} \frac{z_{i}^{2} z_{j}^{2}}{|z|^{4}} \rho_{n}(z) d z= \begin{cases}\frac{1}{N(N+2)} & \text { if } i \neq j,  \tag{A.41}\\ \frac{3}{N(N+2)} & \text { if } i=j .\end{cases}
$$

Proof. Note first that due to symmetry, it suffices to prove (A.39) for $i=1$ and $j=2$. We will consider three different cases depending on whether $d=2, d=3$ or $d>3$.
$\mathbf{d}=$ 2. Employing the transformation $z_{1}=r \cos \theta, z_{2}=r \sin \theta$, we have that

$$
\begin{aligned}
\int_{|z|<R} \frac{z_{1}^{2} z_{2}^{2}}{|z|^{4}} \rho_{n}(z) d z & =\int_{r=0}^{R} r \hat{\rho}_{n}(r) d r \int_{0}^{2 \pi} \cos ^{2} \theta \sin ^{2} \theta d \theta=\frac{\pi}{4} \int_{r=0}^{R} r \hat{\rho}_{n}(r) d r, \\
\int_{|z|<R} \frac{z_{1}^{4}}{|z|^{4}} \rho_{n}(z) d z & =\int_{r=0}^{R} r \hat{\rho}_{n}(r) d r \int_{0}^{2 \pi} \cos ^{4} \theta d \theta=\frac{3 \pi}{4} \int_{r=0}^{R} r \hat{\rho}_{n}(r) d r,
\end{aligned}
$$

and thus, (A.39) holds.
$\mathbf{d}=\mathbf{3}$ : Here we employ the substitution $z_{1}=r \cos \theta_{1}, z_{2}=r \sin \theta_{1} \cos \theta_{2}$. Taking into account that the determinant of Jacobian of this substitution is $r^{2} \sin \theta_{1}$ we have that

$$
\begin{aligned}
\int_{|z|<R} \frac{z_{1}^{2} z_{2}^{2}}{|z|^{4}} \rho_{n}(z) d z & =\int_{r=0}^{R} r^{2} \hat{\rho}_{n}(r) d r \int_{0}^{\pi} \cos ^{2} \theta_{1} \sin ^{3} \theta_{1} d \theta_{1} \int_{\theta_{2}=0}^{2 \pi} \cos ^{2} \theta_{2} d \theta_{2} \\
& =\frac{4 \pi}{15} \int_{r=0}^{R} r^{2} \hat{\rho}_{n}(r) d r, \\
\int_{|z|<R} \frac{z_{1}^{4}}{|z|^{4}} \rho_{n}(z) d z & =\int_{r=0}^{R} r^{2} \hat{\rho}_{n}(r) d r \int_{0}^{\pi} \cos ^{4} \theta_{1} \sin \theta_{1} d \theta_{1} \int_{0}^{2 \pi} d \theta_{2} \\
& =\frac{4 \pi}{5} \int_{r=0}^{R} r^{2} \hat{\rho}_{n}(r) d r,
\end{aligned}
$$

hence, (A.39) holds again
d $>$ 3: For this case, we employ the hyperspherical coordinate transformation:

$$
\begin{aligned}
z_{1} & =r \cos \theta_{1}, \\
z_{2} & =r \sin \theta_{1} \cos \theta_{2}, \\
z_{3} & =r \sin \theta_{1} \sin \theta_{2} \cos \theta_{3}, \\
& \vdots \\
z_{d-1} & =r \sin \theta_{1} \ldots \sin \theta_{d-2} \cos \theta_{d-1}, \\
z_{d} & =r \sin \theta_{1} \ldots \sin \theta_{d-2} \sin \theta_{d-1} .
\end{aligned}
$$

Here $\theta_{1}, \theta_{2}, \ldots, \theta_{d-2}$ range over $[0, \pi)$ while $\theta_{d-1}$ ranges over $[0,2 \pi)$. The determinant of the Jacobian of theis transformation is $r^{d-1} \sin ^{d-2} \theta_{1} \sin ^{d-3} \theta_{2} \ldots \sin \theta_{d-2}$, thus we can calculate

$$
\begin{aligned}
\int_{|z|<R} \frac{z_{1}^{2} z_{2}^{2}}{|z|^{4}} \rho_{n}(z) d z= & \underbrace{\int_{0}^{R} r^{d-1} \hat{\rho}_{n}(r) d r \int_{0}^{\pi} \sin ^{d-4} \theta_{3} d \theta_{3} \cdots \int_{0}^{\pi} \sin \theta_{d-2} d \theta_{d-2} \int_{0}^{2 \pi} d \theta_{d-1}}_{C} \\
& \cdot \int_{0}^{\pi} \cos ^{2} \theta_{1} \sin ^{d} \theta_{1} d \theta_{1} \int_{0}^{\pi} \cos ^{2} \theta_{2} \sin ^{d-3} \theta_{2} d \theta_{2} \\
= & C \frac{\pi \Gamma\left(\frac{d}{2}-1\right)}{4 \Gamma\left(\frac{d}{2}+2\right)}, \\
\int_{|z|<R} \frac{z_{1}^{4}}{|z|^{4}} \rho_{n}(z) d z= & \underbrace{\int_{0}^{R} r^{d-1} \hat{\rho}_{n}(r) d r \int_{0}^{\pi} \sin ^{d-4} \theta_{3} d \theta_{3} \cdots \int_{0}^{\pi} \sin \theta_{d-2} d \theta_{d-2} \int_{0}^{2 \pi} d \theta_{d-1}} \\
& \cdot \int_{0}^{\pi} \cos ^{4} \theta_{1} \sin ^{d-2} \theta_{1} d \theta_{1} \int_{0}^{\pi} \sin ^{d-3} \theta_{2} d \theta_{2} \\
= & C \frac{3 \pi \Gamma\left(\frac{d}{2}-1\right)}{4 \Gamma\left(\frac{d}{2}+2\right)} .
\end{aligned}
$$

Hence, (A.39) holds in this case as well and the proof is complete.
Finally, the following lemma was used in the proof of Theorem 4.5.3.
Lemma A.2.3. Let $\Omega$ be a square centred at the origin and suppose that $f=\left(f_{1}, f_{2}\right) \in$ $L^{1}\left(\Omega, \mathbb{R}^{2}\right)$ satisfies the symmetry properties

$$
\begin{gather*}
f(x)=-f(-x), \quad f_{1}\left(x_{1}, x_{2}\right)=f\left(x_{1},-x_{2}\right), \quad f_{2}\left(x_{1}, x_{2}\right)=f_{2}\left(-x_{1}, x_{2}\right),  \tag{A.42}\\
f_{1}\left(O_{\pi / 2} x\right)=f_{2}(x), \tag{A.43}
\end{gather*}
$$

for almost every $x=\left(x_{1}, x_{2}\right) \in \Omega$. Then the minimisation problem

$$
\begin{equation*}
\min _{w \in \operatorname{Ker} \mathcal{E}}\|f-w\|_{L^{1}\left(\Omega, \mathbb{R}^{2}\right)} \tag{A.44}
\end{equation*}
$$

admits $w=0$, as a solution.
Proof. Since
$\operatorname{Ker\mathcal {E}}=\left\{r \in L^{1}\left(\Omega, \mathbb{R}^{2}\right): r(x)=A x+B, B \in \mathbb{R}^{2}, A \in \mathbb{R}^{2 \times 2}\right.$ is a skew symmetric matrix $\}$, we have that the minimisation problem (A.44) is equivalent to

$$
\begin{equation*}
\left.\min _{a, b_{1}, b_{2} \in \mathbb{R}} \int_{\Omega}\left(f_{1}(x)-a x_{2}-b_{1}\right)^{2}+\left(f_{2}(x)+a x_{1}-b_{2}\right)^{2}\right)^{1 / 2} d x \tag{A.45}
\end{equation*}
$$

Since $f_{1}$ and $f_{2}$ coincide after a $\pi / 2$ rotation, the problem (A.45) is now equivalent to

$$
\begin{equation*}
\min _{a, b \in \mathbb{R}} \sqrt{2} \int_{\Omega}\left|f_{2}(x)+a x_{1}-b\right| d x \tag{A.46}
\end{equation*}
$$

From the symmetries (A.43) we have that if $a$ minimises (A.45) the same is true for $-a$. Thus from convexity of the problem (A.46) we have that also $a=0$ is an admissible solution. Thus finally we have that the problem (A.46) is equivalent to

$$
\begin{equation*}
\min _{b \in \mathbb{R}} \sqrt{2} \int_{\Omega}\left|f_{2}(x)-b\right| d x . \tag{A.47}
\end{equation*}
$$

Now we take advantage of the fact that $f_{2}\left(x_{1},-x_{2}\right)=-f_{2}\left(x_{1}, x_{2}\right)$ for almost every $\left(x_{1}, x_{2}\right) \in \Omega$. In that case it is obvious that if $b$ solves (A.47) then the same is true for $-b$, thus again from convexity we have that $b=0$ is an admissible solution.
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[^0]:    Mathematical preliminaries

[^1]:    ${ }^{1} \mathrm{~N}$ : negative, 0: zero, P1: positive one affine part, P2: positive two affine parts, J: jump discontinuity, C : continuous.

[^2]:    ${ }^{2} \mathrm{C}$ : constant, E: equal to $f_{\text {hat }}$, A: affine.

