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Abstract

The Discrete Gaussian model is a Gaussian free field on lattice restricted to take integer
values. In dimension two, it was proved by the seminal work of Fröhlich-Spencer that the
Discrete Gaussian model exhibits localisation-delocalisation phase transition. The phase
transition is ubiquitous in two-dimensional statistical physics models, intriguing the need for
a unified framework for studying these phenomena.

The goal of this thesis is to apply rigorous renormalisation group method to study the
two-dimensional discrete Gaussian model in the delocalised phase, thereby obtaining central
limit theorems in long-distance limit—in physics literature, the renormalisation group is
a standard apparatus used to study scaling phenomena, in particular computing critical
exponents and proving scaling limits and universality.

We study the central limit theorem in three different regimes, first on macroscopic scale,
second on mesoscopic scale and the third on microscopic scale. The first two amount to
studying the scaling limits of the spin model under different limit regimes, while the final
one discusses both pointwise and limit results. The final results have in particular prolific
by-products, producing analogues of a number of results proved for different interface
models.

The entire thesis is devoted to solving these problems, but the strategy of the proof
we develop is expected to have general applicability. Indeed, we develop renormalisation
technology in the first half (Chapter 2–4) that only has weak requirements on the model.
Then in the rest of the thesis, we develop an analysis specific to our model to prove the main
theorems.
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Chapter 1

Introduction

The aim of this chapter is to motivate the study of the two-dimensional Discrete Gaussian
model and to give an outline of the forthcoming chapters. In Section 1.1, we give an overview
of the two-dimensional Discrete Gaussian model and present the main results of this thesis.
In Section 1.2, we discuss some implications of the main results and also introduce related
open problems. In Section 1.3, we introduce the method of the proofs and given an outline of
how these are implemented in the rest of the thesis.

1.1 Motivation and main results

1.1.1 Motivation

The main player of this thesis is the two-dimensional Discrete Gaussian (DG) model. In
any dimension, the Discrete Gaussian model is an effective model for discrete interfaces,
while if we only focus on the two-dimensional case, then the Discrete Gaussian model can
also be thought of as a dual representation of the two-dimensional lattice Coulomb gas
model with charge symmetry (see Section 1.3.3). The two-dimensional Coulomb gas model
can be used to represent a broad range of two-dimensional field models, thus giving direct
and indirect connections with various two-dimensional statistical and quantum physical
models. An incomplete list of such models includes the Ising model, three and four-states
Potts model (see [60]), Solid-On-Solid model, the sine-Gordon model, the dimer model,
the square ice models, the XY model, each of which has been a central object of study in
the mathematical physics and probability community, partially because of their interesting
physics properties and partially because of their exact solvability (for a subset of models
above such as the Ising model, the dimer model, and some specific 6 and 8 vertex models,
see [16], for example). The Discrete Gaussian model and height functions associated with
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some of these models, such as dimer model, the square ice model, Solid-on-Solid model,
the sine-Gordon model and the dual of the XY model (as a discrete height function), also
exhibit localisation-delocalisation phase transition. The definition and detailed exposition
of the phase transition will be discussed in Section 1.1.2. Here, we just mention that, for
the case of the Discrete Gaussian model, the localisation-delocalisation transition can be
interpreted as a type of Kosterlitz-Thouless phase transition, which was originally observed
in the charge-symmetric Coulomb gas model by Berezinskiı̆ [18] and Kosterlitz–Thouless
[66].

With this motivation, the aim of this thesis is to study the delocalised phase of the two-
dimensional Discrete Gaussian model in detail, using the renormalisation group, explained
in Section 1.3.1.

1.1.2 The localisation-delocalisation phase transition

The model

Given N ∈ 2N+1, N ∈ N, let ΛN be the LN ×LN discrete torus with distinguished 0 ∈ ΛN .
It can be realised as ΛN = [−LN−1

2 , LN−1
2 ]2 ∩Z2 with toroidal graph structure, i.e., we let

{(x1,x2),(y1,y2)} ⊂ ΛN be an edge of ΛN if x1−y1 ≡±1(mod LN) and x2 = y2 or x2−y2 ≡
±1(mod LN) and x1 = y1. We also denote (x1,x2)∼ (y1,y2) in this case. Then the Discrete
Gaussian model on ΛN with temperature β is the random height function σ ∼ PΛN

β ,DG given
by

PΛN
β ,DG(σ) = e−

1
4β

∑x∼y(σ(x)−σ(y))2
/ZΛN

β ,DG = e−
1

2β
(σ ,−∆σ)

/ZΛN
β ,DG

ZΛN
β ,DG = ∑

σ∈ΩΛN

e−
1

4β
∑x∼y(σ)x−σ(y))2 (1.1)

where ∑x∼y counts each edge twice, ∆ is the Laplacian ∆ f (x) = ∑y:y∼x f (y)− f (x) and the
state space is

Ω
ΛN = {σ ∈ (2πZ)ΛN : σ(0) = 0}. (1.2)

The expectation with respect to PΛ

β ,DG is also denoted ⟨·⟩ΛN
β ,DG. Note that, although σ ∈ ΩΛ

is pinned to take σ(0) = 0, we really want to study distribution of the gradient of σ . Thus
any function F : (2πZ)ΛN → R satisfying F(σ) = F(σ + c) for any constant c ∈ 2πZ can
be tested against ⟨·⟩ΛN

β ,DG.
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We use 1
β

instead of β in (1.1) (thus β is the temperature, not the inverse temperature)
to relate better to the Coulomb gas literature—by duality, β corresponds to an inverse
temperature for the dual Coulomb gas.

For comparison, we also state the definition of the Gaussian free field. With the state
space {φ ∈RΛN : φ(0) = 0}, the real-valued discrete Gaussian free field on ΛN is the random
height function φ with measure

PΛN
GFF(dφ) ∝ e−

1
2 (φ ,−∆φ)

∏
x∈ΛN\{0}

dφx. (1.3)

The moment generating function of the gradient of φ can be computed explicitly by

⟨e( f ,φ)⟩ΛN
GFF = exp

(1
2
( f ,(−∆ΛN )

−1 f )
)
, (1.4)

for any f ∈ RΛN such that ∑x∈ΛN f (x) = 0.

Phase transition

The phase transition is observed when β is varied. When β is sufficiently small, then the
Peierls’ argument shows that the variance of the height function is bounded uniformly in the
volume, so

sup
N>0

sup
x∈ΛN

VarΛN
β ,DG(σx −σ0)< ∞. (1.5)

In fact, a sophisticated Peierls’ argument [19] even shows the exponential clustering at small
β , that is, the correlation function between any two spin sets decays exponentially in their
distance. While, if β is sufficiently large, then (1.5) is violated, and it is said the height
function is delocalised, or exhibits roughening transition. The existence of the delocalisation
phase was first proved by Fröhlich–Spencer [41]. In fact, they prove a stronger statement
that the Discrete Gaussian model exhibits approximate Gaussianity when combined with a
Gaussian domination inequality [38]: when β is sufficiently large, and f is a function on ΛN

such that ∑x∈ΛN f (x) = 0,

⟨e(1−s0)( f ,φ)⟩ΛN
GFF ⩽

[41]
⟨eβ−1/2( f ,σ)⟩ΛN

β ,DG ⩽
[38]

⟨e( f ,φ)⟩ΛN
GFF (1.6)

(see also [65] for a detailed review) for some s0 ≡ s0(β ) ⩾ 0 and φ ∼ PΛN
GFF. If we set

f (x) = t(δ0(x)−δz(x)) applying (1.4), then differentiating twice the first inequality of (1.6)



4 Introduction

in t proves

VarΛN
β ,DG(σz −σ0)⩾Cβ logdist2(z,0) (1.7)

for some C > 0, where dist2 is the ℓ2-distance, thus the first inequality of (1.6) implies
delocalisation. Moreover, it is proved that s0(β ) → 0 as β → ∞, so (1.6) shows that the
scaling limit of the Discrete Gaussian model is a Gaussian Free Field in the limit β → ∞.

The proof of the lower bound of (1.6) in [41] is based on a multi-scale expansion of
spin-waves, whose name originates from the XY model. The spin-wave is also what is
responsible for the lack of spontaneous magnetisation in the XY model at all temperature,
as proved by Mermin–Wagner [76, 75]. The Mermin-Wagner-type argument has a wide
range of application in statistical physics, see [40, 82, 31]. Also, applications of the multi-
scale expansion of [41] can be found in [46, 91]. However, the spin-wave expansion is
not the only approach to delocalisation. For example, some recent alternative accounts on
the delocalistion includes [67, 68, 70, 3, 88], all of them using percolation arguments. The
percolation arguments can be generalised to different settings more flexibly, for example to
various types of planar graphs (not necessarily square lattice), but relatively lack quantitative
control.

The main results of this thesis consists of improving (1.6) in certain limit regimes. In
particular, by considering the infrared limit on the torus (Theorem 1.1.1) or on the infinite
plane R2 (Theorem 1.1.3), we prove that the scaling limit of the Discrete Gaussian model for
any sufficiently high, but finite temperature is a multiple of the Gaussian free field. Proving
the scaling limits involves testing a (discretised version of) smooth function against the
Discrete Gaussian model and taking 0-mesh size limit. Thus the scaling limit does not see
the microscopic detail of the model. A complementing result on multi-point functions is
also proven (Theorem 1.1.5). The multi-point functions will contain the information about
the microscopic structure, but it can be seen that these only contribute as a constant in the
large-distance limit, thus we will also be able to prove a type of central limit theorem for
the two-point function when scaled appropriately (Corollary 1.2.5) and compute the scaling
dimension of the fractional charge correlation (Corollary 1.2.6).

The delocalisation is actually a widely observed phenomenon in two-dimensional height
function models, and also had been extensively studied under different settings, see [20, 79,
59, 28, 93], for example. More detailed analysis had been performed for the gradient models
with sufficiently smooth uniformly convex potential, with some classical results including
[80, 44, 43]. There are also works [27, 1] using the renormalisation group approach. Discrete
height functions exhibiting delocalisation transition includes dimer models [71, 63, 54, 53,
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32, 83] and six-vertex models [55, 33, 34, 92]. Reviews [90, 43] contain more extensive list
of models and problems related to the delocalisation.

1.1.3 Finite-range interaction

We present our result for Discrete Gaussian models with general finite-range interactions.
In the rest of the thesis, we only use finite-range step distribution J ⊂ Z2\{0} that respects
lattice rotations and lattice reflection symmetries and contains the nearest neighbour of 0. In
this case, define the (normalised) J-Laplacian ∆J by

(∆J f )(x) =
1
|J| ∑

y∈J
( f (x+ y)− f (x)), (1.8)

for f : Zd → R, where |J| is the cardinality of J. The Green’s function of ∆J satisfies
asymptotics

(−∆J)
−1(x,y)∼− 1

2πv2
J

log |x− y|, as |x− y| → ∞ (1.9)

where

v2
J =

1
2|J| ∑

x∈J
|x1|2, x = (x1,x2) (1.10)

see [72, Theorem 4.4.4], for example.
If we let the normalised standard nearest-neighbour Laplacian to be given by J = Jnn =

{(1,0),(0,1),(−1,0),(0,−1)}, then the usual Laplacian is related by ∆ = 4∆Jnn . Another
particular case is the range-ρ Laplacian, for ρ ⩾ 1, defined by

Jρ = {x ∈ Z2\{0} : ∥x∥∞ ⩽ ρ}. (1.11)

We do not treat them as special cases in our main theorems, but it will be convenient to
consider them as model examples where J is allowed to vary. One may also see Theorem 1.2.1
to motivate the use of J-DG model—we can study near-critical points by taking J sufficiently
long-ranged.

The Discrete Gaussian model with periodic boundary condition will be extended to
general J-range interactions. Let L,N > 0, Λ = ΛN and ΩΛN be as in Section 1.1.2 and recall
that there was a distinguished point 0 ∈ Λ. Then for J as above, the J-Discrete Gaussian (or
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just J-DG) model on ΛN at temperature β > 0 is the probability measure

PΛN
J,β (σ) =

1

ZΛN
J,β

e−
1

2β
(σ ,−∆Jσ)

=
1

ZΛN
J,β

e−
1

4β |J| ∑x−y∈J(σx−σy)
2
,

ZΛN
J,β = ∑

σ∈ΩΛN

e−
1

4β |J| ∑x−y∈J(σx−σy)
2

(1.12)

and expectation is written either EΛN
J,β or ⟨·⟩ΛN

J,β , where we again use the convention that

∑x−y∈J sums over each pair {x,y} twice. Remarks on PΛN
β ,DG in Section 1.1.2 apply the same

for PΛN
J,β .

1.1.4 Summary of the main results

The main results of this thesis have three parts, which can be considered as quantitative
refinements of (1.6) in three different regimes. In particular, under certain scaling limits, we
see that the DG model at high temperature converges to a continuum Gaussian free field.

• The first is on the convergence of the torus scaling limit (Theorem 1.1.1 [12]) on T2,
the unit square torus, to a Gaussian free field. We study the limit of the canonical
ensembles (closed system with fixed temperature) on a sequence of discrete tori, so the
limit is also called the ensemble scaling limit. Since the tested observable is smooth on
T2, the ensemble scaling limit describes the thermal system in the macroscopic scale.

• The second is on the convergence of the R2 scaling limit (Theorem 1.1.3 [13]) to
a Gaussian free field. We first define the infinite volume J-DG measure in Propo-
sition 1.1.2, and then a smooth function on R2 is tested against the infinite volume
measure with varying mesh sizes. Then the 0-mesh size limit is studied. The macro-
scopic scale is not visible in the infinite volume measure, thus it is necessary to think
of observables that live on multiple scales.

We also mention Theorem 1.1.4, the mesoscopic scaling limit, for comparison. While
Theorem 1.1.3 first takes volume to infinite and then manipulates the scales of the
observables, Theorem 1.1.4 manipulates these two scales simultaneously.

• The third is on the multipoint functions (Theorem 1.1.5 [81]). We still consider the
infinite volume measure, but the observables are more singular under the scalings
of Theorem 1.1.3. Thus one has to consider different scalings to obtain meaningful
limits. These results are summarised in Section 1.2.3, see Corollaries 1.2.5 and 1.2.6
for example, which matches with Gaussian computations.
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The three results all indicate that the DG model is in the Gaussian universality class
(see Section 1.3.1). The main theorems will be stated in Sections 1.1.5, 1.1.6, and 1.1.7.
Results in this chapter without proof are proved in Chapter 9, if not mentioned otherwise.
The technical differences of the three regimes will be discussed in Section 1.3.4.

1.1.5 Torus scaling limit

For the first result, let T2 be the (continuous) unit square torus, i.e., T2 = (R/Z)2 ≃
([−1

2 ,
1
2 ]/Z)

2, with geometry inherited from R2. The torus scaling limit considers a suf-
ficiently smooth function f ∈C∞(T2) (or any sufficiently smooth function) tested against the
J-DG measure, scaled to fit in T2. More precisely, we take f such that

∫
T2 f (x)dx = 0 and

for each N > 0, we let fN be the discretised version of f given by

fN(x) =
1

|ΛN |

(
f (L−Nx)− 1

|ΛN | ∑
y∈ΛN

f (L−Ny)
)
, x ∈ ΛN , (1.13)

so that ∑x∈ΛN fN(x) = 0. Then fN is tested against J-DG measure.

Theorem 1.1.1. [12] Let J ⊂ Z2 \{0} be any finite-range step distribution that is invariant
under lattice rotations and reflections and includes the nearest-neighbour vertices of 0. Then
there exists β0(J) > 0 and an integer L = L(J) such that for the J-DG model on the torus
ΛN of side length LN at temperature β ⩾ β0(J), there is βeff(J,β ) > 0 such that for any
f ∈C∞(T2) with

∫
f dx = 0, as N → ∞,

log
〈
e( fN ,σ)ΛN

〉ΛN
J,β → βeff(J,β )

2v2
J

( f ,(−∆T2)−1 f )T2. (1.14)

Moreover, βeff(J,β ) = β +OJ(e−cβ ) for some c > 0 (independent of J).

On the left-hand side of (1.14), ( f ,g)ΛN is 1
|ΛN | ∑x∈ΛN f (x)g(x). On the right-hand side,

( f ,g)T2 =
∫

x∈T2 f (x)g(x)dx, ∆T2 is the Laplace-Beltrami operator on T2 and the domain of
(−∆T2)−1 is { f :

∫
f = 0}. The constant v2

J was defined in (1.9).
It can be shown that (see Lemma 9.1.3 for a related result)

( fN ,(−∆J)
−1 fN)ΛN → 1

v2
J
( f ,(−∆T2)−1 f )T2 (1.15)

and we may recall that 1
2( f ,(−∆T2)−1 f )T2 = log⟨e( f ,φ)⟩GFF

T2 when φ is the standard Gaussian
free field on T2. Then we see that there is a multiplicative correction on the scaling limit of the
J-DG model compared to the standard Gaussian free field by a factor βeff(J,β )

β
= 1+OJ(e−cβ ).
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This was partially predicted by (1.6) (in particular, we need βeff ⩽ β ). There is also a
quantitative estimate in [45] saying βeff(J,β )

β
− 1 < −c1βe−c2β for some c1,c2 > 0 when

J = Jnn, the nearest neighbourhood interaction, ruling out the possibility of βeff(Jnn,β ) = β .
This bound is due to the spin-vortex contribution (a terminology again originating from the
XY model), which can be taken into account rigorously by using a coupling of the Villain
XY model with discrete random variables and map it to the lattice Coulomb gas. Then each
charge in the lattice Coulomb gas contributes as a spin-vortex. The exact value of βeff/β can
be understood to arise from the competition between the spin-waves (the mechanism used to
prove (1.6)) and the spin-vortices.

1.1.6 R2 scaling limit

The second result considers the scaling limit when a smooth function is tested against the
DG model on the whole plane. For this purpose, we extend the DG measure to Z2. For the
case of the nearest-neighbour interaction (when J = Jnn), it is proved using cluster-swapping
argument [86] that there exists a unique (translation) ergodic gradient Gibbs measure PZ2

β ,Jnn

with tilt 0. Having tilt 0 means EZ2

β ,Jnn
[σx −σy] = 0 for any x,y ∈ Z2. However, this is not

known for J-DG with general finite-range interaction J. Instead, we make a specific choice
of infinite-volume measure obtained as a limit of DG measures on a specific sequence of
tori. For the case of the nearest-neighbourhood interaction DG model, the infinite volume
measure corresponds to the infinite volume Gibbs measure.

Proposition 1.1.2. Let ΛN be a sequence of tori with side lengths 3N . Then the limit
⟨·⟩Z2

J,β := limN→∞⟨·⟩ΛN
J,β exists and has tilt 0. Moreover,

⟨e( f ,σ)⟩Z
2

J,β = lim
N→∞

⟨e( f ,σ)⟩ΛN
J,β (1.16)

for any f : Z2 →R with ∑x f (x) = 0 and when ΛN is realised as a subset [−3N−1
2 , 3N−1

2 ]∩Z2

of Z2.

The proof is given in Appendix 1.A.
We now define the discretisation of given f ∈C∞

c (R2) (smooth function with compact
support) with

∫
R2 f (x)dx = 0. For each ε > 0, let the discretisation of f with mesh size ε be

fε : Z2 → R such that ∑x∈Z2 fε(x) = 0 and, with d = 2,

max
0⩽k⩽2

max
x∈Zd

|(ε−1
∇)k fε(x)|⩽C f ε

1+d/2, supp fε ⊂ [−R f ε
−1,R f ε

−1]d,

max
x∈Zd

∣∣ε−1−d/2 fε(x)− f (εx)
∣∣→ 0,

(1.17)
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for some constants C f ,R f > 0 (that do not depend on ε) and ∇ is the vector of discrete
gradients on Z2. For example, if f = ∇ig for some g ∈ C∞

c (R2) and i ∈ {1,2} then one
can take fε(x) = εd/2(g(εx+ εei)−g(εx)). In the statements, we take ε → 0 to obtain the
scaling limit.

In the next theorem, we test the discretised field f against J-DG model on Z2.

Theorem 1.1.3. [13] Let J ⊂ Z2 \{0} be any finite-range step distribution that is invariant
under lattice rotations and reflections and includes the nearest-neighbour vertices of 0. Then
there exists β0(J) > 0 such that the following holds for β ⩾ β0(J) and f ∈ C∞

c (R2) with∫
f dx = 0 such that there exists discretisation fε as in (1.17). As ε → 0,

log
〈
e( fε ,σ)Z2

〉Z2

J,β → βeff(J,β )
2v2

J
( f ,(−∆R2)−1 f )R2, (1.18)

where βeff is the same as Theorem 1.1.1 and ⟨·⟩Z2

J,β is the infinite volume measure defined by
Proposition 1.1.2.

The order of taking limit N →∞ and ε → 0 does not matter too much, as long as LNε →∞.
This is stated as a separate theorem, which can be understood as the mesoscopic limit of the
J-DG model.

Theorem 1.1.4. Under the setting of Theorem 1.1.3, there exists L≡ L(J) such that, whenever
(εN)N⩾0 is a sequence such that εN → 0 and LNεN → ∞,

log
〈
e( fεN ,σ)ΛN

〉ΛN
J,β → βeff(J,β )

2v2
J

( f ,(−∆R2)−1 f )R2 (1.19)

as N → ∞.

1.1.7 Multi-point functions

Before stating our result, we characterise the most general class of multi-point observables in
the following assumption, where we also take care of multi-cluster observables f, expressed
as a linear combination of clusters fα . In the following, we think of n as the number of
clusters (allowed to be 1) and Mρ2 as the L1 size of each cluster, so nMρ2 is the L1 size
of the observable. For y ∈ Z2, Ty is the translation by y, i.e., for any f : Z2 → R, we have
Ty f (x) = f (x− y).
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(A f ) f is decomposed as f= ∑
n
α=1 Tyα

fα where each fα ∈ RZ2
is a function with compact

support, 0 ∈ supp(fα) and ∑
n
α=1 ∑x fα(x) = 0. Also,

max
α=1,··· ,n

{∥fα∥L∞(Z2)}⩽ M, max
α=1,··· ,n

{diam(supp(fα))}⩽ ρ (1.20)

with nMρ2 ⩽ 1.

We briefly explain these assumptions. Each yα can be thought of as the centre of each
cluster Tyα

fα . For convenience, we denote f⃗= (f1, · · · , fn) and y⃗ = (y1, · · · ,yn) when such f

is given. Also, let

d⃗y = min{∥yα1 − yα2∥2 : α1 ̸= α2}. (1.21)

Since ∥yα1 − yα2∥2 ⩾ d⃗y, each pair of clusters are separated by distance at least d⃗y − 2ρ ,
and we will be interested in situations where d⃗y → ∞. However, the clusters do not have
to be disjoint in principle, so we do not impose any restrictions on yα ’s. We are restricting
the L1 size of the observable because we treat the observable as a perturbation to the
renormalisation group flow (explained in Section 1.3.1), and the perturbation only has finite
radius of convergence. In fact, we have an extra parameter hω that restricts the observable
size in the next theorem, but thanks to nMρ2 ⩽ 1, we can choose hω independent of the other
parameters.

We test ω f̃ against σ ∼ PZ2

J,β for ω ∈ Dhω
in the following theorem, where we use the

notation Dr = {ω ∈ C : |ω|< r}.

Theorem 1.1.5. [81] Let J ⊂ Z2\{0} be any finite-range step distribution that is invariant
under lattice rotations and reflections and includes the nearest-neighbour vertices of 0. There
exists a translation invariant covariance matrix Cβ ≡ CJ,β , β0 ≡ β0(J) and hω ≡ hω(J)
such that the following holds. Let ω ∈ Dhω

with hω > 0, β ⩾ β0 and σ ∼ PZ2

J,β . Then for
f= ∑

n
i=1 Tyifi satisfying (A f ),

log⟨eβ−1/2ω(f,σ)⟩Z
2

J,β =
1
2

ω
2(f,Cβ f)+

n

∑
i=1

h(1)
β
[fi](ω)+h(2)

β
[⃗y,⃗ f](ω) (1.22)

where h(a)
β

(a ∈ {1,2}) are analytic functions in Dhω
∋ ω satisfying the following.

• |h(2)
β
[⃗y,⃗ f](ω)|= Oβ (d

−α

y⃗ ) uniformly in ω ∈ Dhω
and some α > 0.

• h(1)
β
[f1] = h(1)

β
[−f1], h(1)

β
[0] = 0 and h(2)

β
[⃗y, f1,0, · · · ,0] = 0.
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We will see that Cβ roughly behaves like the Green’s function for the Laplacian in long
distances as in Lemma 1.2.3, for example. Thus in the theorem, 1

2ω2(f,Cβ f) consists of

the effect of the Gaussian part of the field, while each h(1)
β
[fi] is a yi-independent correction

coming from each cluster. The final term h(2)
β

are corrections due to the interactions between
the clusters, decaying polynomially in the distance between the clusters. Some interesting
corollaries of this theorem are summarized in Section 1.2.3, where the interpretations will
get more clear.

1.2 Remarks and related problems

1.2.1 Novelties of this work

Compared to earlier works on the renormalisation group method, we develop a new finite-
range covariance decomposition that admits a 0th scale part covariance with range 0, see
Chapter 2. This permits integrating a preliminary renormalisation group which smooths out
the discreteness in the model. Once combined with the renormalisation group analysis of
[9, 7, 10], we expect this to have applications in the analysis of the Ising model or the spin
O(n) model or strictly self-avoiding walks in dimension ⩾ 4, and even near the critical point
if we use the spread-out interactions.

In the renormalisation group analysis, we provide a novel systematic way to study the
mesoscopic and microscopic observables by investigating how the tilted expectation interacts
with the fluctuation integrations of the RG analysis. Complex tilting is allowed, and tracing
the complex analyticity along the renormalisation group flow gives the analyticity statements
of Theorem 1.1.5.

1.2.2 Near-critical scaling limit

If we consider the nearest-neighbourhood interaction J = Jnn, our proof requires choosing
β0(Jnn) sufficiently large, well above the expected critical point. However, if we consider
interaction J with a sufficiently large range, then β0(J) is allowed to approach the critical
temperature as much as desired. At the level of our first-order renormalisation group analysis,
we cannot determine the critical temperature constructively, so we instead state the result
with reference temperature

βfree(J) := 8πv2
J , any step distribution J. (1.23)
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If we let βc(J) be the conjectured critical point, then it is expected that βfree(Jρ) ∼ βc(Jρ)

as ρ → ∞ and βfree(Jρ) < βc(Jρ), so we are only allowed β0 ⩾ (1+ δ )βfree(Jρ) for some
δ > 0.

Theorem 1.2.1. Consider β0(J) of Theorem 1.1.1. For the standard range-ρ distribution
J = Jρ , there exists C > 0 such that for any δ > 0, ρ2 ⩾ C| logδ | and L = L(Jρ ,δ ), the
conclusion of Theorem 1.1.1 holds with β0(Jρ) = (1+δ )βfree(Jρ).

This theorem was the motivation for studying the DG model with interaction J in the first
place. This result actually also applies to β0(J)’s of Theorem 1.1.3 and Theorem 1.1.5, but
we will not mention this explicitly.

In fact, we expect that for sufficiently large ρ , the critical point is also admissible to our
analysis. In the following conjecture, we state what we expect could be proved.

Conjecture 1.2.2. Let J = Jρ = {x ∈ Z2 \0 : |x|∞ ⩽ ρ} be the standard range-ρ step distri-
bution. Then there is ρ0 ∈ [1,∞) such that for ρ ⩾ ρ0, one can choose β0(J) = βc(ρ) in the
above theorem where βc(ρ) is such that, as β ↓ βc = βc(ρ),

βeff(Jρ ,βc) = βfree(Jρ) = 8πv2
Jρ
, (1.24)

As ρ → ∞, the critical temperature satisfies

βc(ρ)∼ βfree(Jρ)∼
4π

3
ρ

2. (1.25)

and the criticality can be detected from logarithmic corrections on pointwise correlation
functions.

The final sentence is verified for the 2-component critical lattice Coulomb gas in [36] by
computing the fractional charge correlation. Although we also expect the conjecture to be
true for any finite-range step distribution, so in particular also for the nearest-neighbourhood
interaction J = Jnn, this proof currently seems to be out of reach.

1.2.3 Corollaries of Theorem 1.1.5

Multi-point functions

Theorem 1.1.5 has a number of interesting applications, for which we first need to present
the role of Cβ .
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Lemma 1.2.3. With Cβ as in Theorem 1.1.5 and fy = δ0 −δy,

( fy,Cβ fy) =C(β )+
βeff(J,β )/β

π
log∥y∥2 +O(∥y∥−1

2 ) (1.26)

for some C(β ) ∈ R and βeff(J,β ) as in Theorem 1.1.1.

The lemma says that Cβ only behaves like the usual lattice Green’s function in long
distances. Whenever fi = ciδ0 and f= ∑

n
i=1 ciδyi is a multi-point function such that yi’s are

well-separated, and then we can disentangle (f,Cβ f) using the lemma.

Corollary 1.2.4. Consider the setting of Theorem 1.1.5 and suppose (ci)
n
i=1 are such that

∑
n
i=1 |ci|⩽ 1 and ∑

n
i=1 ci = 0. Then for ω ∈ Dhω

,

log
〈

eβ−1/2ω ∑
n
i=1 ciσyi

〉Z2

J,β
=

βeff/β

2π
ω

2L(⃗c, y⃗)+ fJ,β [⃗y, c⃗](ω) (1.27)

where

L(⃗c, y⃗) =−∑
i< j

cic j log∥yi − y j∥2 (1.28)

and fJ,β is such that fJ,β (0) = ∂ω fJ,β (0) = 0 and

sup
ω∈Dhω

∣∣ fJ,β [⃗c, y⃗](ω)− fJ,β [⃗c,∞](ω)
∣∣⩽ O(d−α

y⃗ ) (1.29)

for some fJ,β [⃗c,∞]. Both fJ,β [⃗c, y⃗] and fJ,β [⃗c,∞] are analytic functions of ω ∈ Dhω
.

Since fJ,β is bounded uniformly in the corollary, we see that L(⃗c, y⃗) is the dominant term
in the limit d⃗y → ∞. We have an intuitive interpretation when we scale the variables.

Corollary 1.2.5 (Central limit theorem). Consider the setting of Theorem 1.1.5 and let
(zi)

n
i=1 be distinct points in Z2, (wi)

n
i=1 be such that ∑wi = 0. Then

log
〈

exp
(

t(logk)−1/2
n

∑
i=1

wiσkzi

)〉Z2

β ,J
→ βeff(J,β )

4π

n

∑
i=1

w2
i t2 (1.30)

as k → ∞, for any t ∈ C. Thus we have convergence in distribution

∑
n
i=1 wiσkzi√

logk
⇒d N

(
0,

βeff(J,β )
2π

n

∑
i=1

w2
i

)
(1.31)
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Proof. Take yi = kzi and ω = β 1/2(logk)−1/4t and ci = (logk)−1/4wi in Corollary 1.2.4.
Then ω and ci satisfy the conditions for sufficiently large k and

L(⃗c, k⃗z) =
1
2

n

∑
i=1

c2
i logk+L(⃗c,⃗z) (1.32)

using −∑i< j cic j =−1
2(∑i ci)

2 + 1
2 ∑i c2

i .

The central limit theorem for the multi-point functions is in a similar flavour to that of
Theorem 1.1.3, as they both show the Gaussianity of scaled variables in the long-distance
limit. However, the multi-point functions are microscopic observables, making the control
more delicate.

When the field is allowed to take continuous values and the interaction potential satisfies
uniform convexity condition, the same observable as in Corollary 1.2.5 was shown to satisfy
the central limit theorem in [28], and recently, the local central limit theorem was also
proved in [93]. These results are obtained by applying stochastic homogenisation on the
Helffer-Sjöstrand representation of the field. This technique has wide-ranging applications in
this context, but it is not directly applicable to integer-valued systems. There are also results
on some specific integer-valued models. The height function for the dimer model was studied
extensively in [64] and the central limit theorem was proved in [71]. Also, a central limit
theorem (with unknown scaling factors) was obtained for the square ice model in [92] using
the Russo-Seymour-Welsh estimate on the level lines.

We obtain another application of Corollary 1.2.4 when ω = iη is purely imaginary.

Corollary 1.2.6 (Cosine correlation). Under the setting of Corollary 1.2.4, whenever η ∈
(−hω ,hω),

〈
eiβ−1/2η ∑

n
i=1 ciσyi

〉Z2

β ,J =C(β ,η)∏
i< j

∥yi − y j∥
η2
2π

(βeff/β )cic j
2

(
1+O

(
d−α

y⃗

))
(1.33)

for some C(β ,η) smooth in η .

This is exactly like the Gaussian free field prediction (see [61] for an in-depth study and
[32, (2.6)] for a brief introduction). The interpretation is not so clear for the DG model. But
using the analogue for the sine-Gordon model, the cosine correlation with n= 2, ci =±1
corresponds to the correlation function of two test charges ±η inserted into the 2D lattice
multi-component Coulomb gas system dual to the generalised sine-Gordon model. For this
reason, this observable is also called the fractional charge correlation or the electric correlator.

The polynomial decay of the fractional charge correlation also characterises the delo-
calisation, and the polynomial lower and upper bounds were established in [41, 42]. In the
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localised phase, the Debye screening (cf. [24, 94] for the lattice sine-Gordon model and
[19] for the Discrete Gaussian model) induces exponential decay of the truncated charge
correlation. The same type of result was studied for the dimer model in [83, 32]. A similar
result was also obtained for the interacting dimer model in [53] but only after properly
smoothing the point observables. We mention again that, for the lattice sine-Gordon model
at the critical point, the fractional charge correlation was computed by Falco [36].

Falco’s method of using observable fields also extends the range of η to (0,β 1/2) when β

is near the critical value. (It was seen in [12, 13] that the near-critical values of these models
are within the scope.) It does not give the required bounds for the usual Discrete Gaussian
model where we can implement the renormalisation group method only for large values of β

(well above the critical point), but by Theorem 1.2.1, this extension has a better chance to
hold when J has sufficiently long range.

Conjecture 1.2.7. When J = Jρ with sufficiently large ρ and β is sufficiently close to
βfree(J), Corollary 1.2.6 holds for η ∈ (0,β 1/2] (with α depending on η), but with C(β ,η)

discontinuous at η = 1
2β 1/2.

Note that we have only included η ⩽ 1
2β 1/2 because

〈
eiβ−1/2η(σ0−σy)

〉Z2

β ,J =
〈
eiβ−1/2(β 1/2−η)(σ0−σy)

〉Z2

β ,J, (1.34)

since σ takes 2πZ-values, so β−1/2η-charge correlation for η ∈ (1
2β 1/2,β 1/2) can also be

obtained from the statement. Then (1.33) does not hold anymore, but η on the right-hand
side has to be replaced by β 1/2 −η . Thus one may also expect that C(η ,β ) has a point of
discontinuity at η = 1

2β 1/2. This is not weird, because there is actually a subleading term of
the fractional charge correlation coming from fractional charge 1−β−1/2η . This conjecture
can be compared with [36, Theorem 2.1].

Using the observable fields is more common in this context, for example, as in [8, 87, 58],
but we do not use it here.

Gradient correlation of the Villain XY model

Finally, we mention an application of Theorem 1.1.5 to the 2D Villain XY model. For M ∈N,
let □M = [−M,M]2 ∩Z2 and we define the Villain XY model with free boundary condition
on □M and inverse temperature β by

PM
β ,Vil(dθ) ∝ ∏

{x,y}∈E(□M)
∑

m∈2πZ
e−

β

2 (θx−θy−m)2

∏
x∈□M

dθx (1.35)
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for θ ∈ [0,2π)□M , where dθx is the uniform measure on [0,2π) and E(□M) is the set of
edges. The infinite volume correlation functions are given by

EZ2

β ,Vil
[

exp(i ∑
x∈A

nxσx)
]

:= lim
M→∞

EM
β ,Vil

[
exp(i ∑

x∈A
nxσx)

]
(1.36)

for a finite set A and nx ∈ Z such that ∑x∈A nx = 0. In fact, EZ2

β ,Vil is a (translation invariant)
Gibbs measure on Z2, whose existence and uniqueness are proved by [21, 77] (their works
are on the 2D XY model, but they can be extended to the Villain model using the fact that
the Villain model can be represented as a limit of XY model on the cable graph of Z2).

In 2D, the Villain XY model and the (nearest-neighbourhood interaction) DG model are
dual to each other. The Villain XY model on Z2 is mapped to the DG model on the dual
of Z2 (the faces of Z2), denoted F(Z2) and isomorphic to Z2, according to the following
procedure: if A ⊂ Z2 is a finite set and (nx)x∈A sums to 0, then let γ : E(Z2)→ Z (the set of
1-forms) be such that dγ = n (which is non-unique), where d : ZE(Z2) → ZZ2

is the exterior
derivative mapping the set of 1-forms to 0-forms. Also letting d∗ : ZE(Z2) → ZF(Z2) be the
exterior coderivative, we have

⟨ei(n,θ)Z2 ⟩Z
2

β/4π2,Vil = ⟨eβ−1(d∗γ,σ)F(Z2)⟩F(Z2)
β ,DG , (1.37)

where now the DG model is defined on F(Z2) instead (cf., [6, Section 5]).
We use this duality to study the gradient correlation of the Villain XY model. Suppose

n1,n2 : Z2 → Z have compact support and ∑x n1(x) = ∑x n2(x) = 0. Then by (1.37), there
exists f1, f2 such that ∑x f1(x) = ∑x f2(x) = 0 and

⟨ei∑x(n1(x)+n2(x−y))θx⟩Z
2

β/4π2,Vil = ⟨eβ−1
∑x(f1(x)+f2(x−y))σx⟩Z

2

β ,DG (1.38)

where (θx)x ∼ PZ2

β ′,Vil is the unique translation invariant infinite volume Gibbs state of the

Villain XY model at temperature β and ⟨·⟩Z2

β ′,Vil is the expectation. Thus for sufficiently large
β , by Theorem 1.1.5,

log⟨ei∑x(n1(x)+n2(x−y))θx⟩Z
2

β/4π2,Vil

=
β−1

2
(
(f1 +Tyf2),Cβ (f1 +Tyf2)

)
+h(1)

β
[f1](β

−1/2)+h(1)
β
[y, f1, f2](β−1/2)+O(∥y∥−α

2 )

(1.39)
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while

log⟨ei∑x n1(x)θx⟩Z
2

β/4π2,Vil =
β−1

2
(
f1,Cβ f1

)
+h(1)

β
[f1](β

−1/2)+O(∥y∥−α

2 ), (1.40)

log⟨ei∑x n2(x−y)θx⟩Z
2

β/4π2,Vil =
β−1

2
(
f2,Cβ f2

)
+h(1)

β
[f2](β

−1/2)+O(∥y∥−α

2 ). (1.41)

But (Tyf2,Cβ f1) decays polynomially in ∥y∥.

Lemma 1.2.8. If J = Jnn and ∑x f1(x) = ∑x f2(x) = 0, then

(Tyf2,Cβ f1) = O(∥y∥−2
2 ) (1.42)

This lemma is proved in Chapter 9. Thus we have the following.

Corollary 1.2.9. Let n1,n2 : Z2 → Z have compact support and ∑x n1(x)+∑x n2(x) = 0.
Then for sufficiently large β > 0, there exists α ≡ α(β )> 0 such that

CovZ
2

β ,Vil

[
∏xein1(x)θx ;∏xein2(x)θx+y

]
= O(∥y∥−α

2 ). (1.43)

Proof. The case ∑x n1(x) = ∑x n2(x) = 0 is covered by the argument above. The case

∑x n1(x) = −∑x n2(x) ̸= 0 is dealt with by the McBryan–Spencer inequality [73] (which
works for any β > 0).

1.2.4 Potential extensions

As was explained, the Discrete Gaussian model is related to several important problems in
two-dimensional statistical physics. We list some interesting problems together with potential
extensions or refinements of our method.

1. Due to the exact duality relationship (1.37), refinement of the method is expected to
give correlation functions of the Villain XY model at low temperatures. Up to date,
unmatching upper and lower bounds polynomially decaying in the distance are known
via [41] and [73].

One may also see [89] for more about this duality and it is proven by Lammers [69]
that the point of phase transitions exactly coincide in the two models.

2. Currently, our proof strongly relies on the quadratic form of the interaction potential,
but there are also models with non-quadratic interaction, such as the Solid-On-Solid
model and the dual height function of the XY model [41]. It would be of considerable
interest if the renormalisation group method can be extended to those models.
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3. Studying the effect of the presence of the boundary on the DG model is also of interest.
For example, it is most convenient to study the level line when we impose Dirichlet
boundary conditions on the system, cf., [84, 78]. A serious obstacle to applying the
renormalisation group analysis to the DG model with Dirichlet boundary condition is
that the renormalisation group flow is not stable near the boundary, so we need a new
method to control this.

1.3 Methodology

1.3.1 Renormalisation group

The renormalisation group (RG) method is a systematic apparatus in statistical and quantum
physics that enables the study of limits. In statistical physics, one usually studies the infrared
limit, which corresponds to the long-distance limit where macroscopic physics arises from
microscopic physics laws.

Suppose we are working on a lattice Λ ⊂ Zd and a spin system φ ∈ RΛ is described by
Hamiltonian

H0(φ ;A) =
1
2
(φ ,(−∆+m2)φ)+h0(φ ;A)

h0(φ ;A) =− ∑
x∈Λ

Axφ(x)+λ ∑
x

V0(φ(x),∇φ(x))
(1.44)

for an external source field A ∈ RΛ, some potential function V and a probability measure

EA[F(φ)] =
1

Z(A)

∫
dφF(φ)e−H0(φ ;A), Z(A) =

∫
dφe−H0(φ ;A). (1.45)

The truncated correlation function is given by ET
A [φ(x1); · · · ;φ(xn)] =

∂ n

∂Ax1 ···∂Axn
logZ(A), so

Z(A) will be the primary object of study.
The renormalisation group can be used to study the limit of Z(A) in the limit |Λ| → ∞.

For example, let Λ be a d-dimensional cube parametrised by a scale parameter N, thus
|Λ| = LdN for some L > 0, and we study N → ∞. Z(A) can be reformulated in terms of a
Gaussian integral

Z(A) = N(m2)Eϕ [e−h0(ϕ;A)], ϕ ∼ N (0,(−∆+m2)−1) (1.46)

where N (0,C) is the Gaussian distribution with covariance matrix C and N(m2) is a nor-
malisation constant. The renormalisation group analysis decomposes the Gaussian integral
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into a multiple number of progressive integrals of successive scales, each associated with
coarse-graining and rescaling. Each progressive integral can be viewed as a decomposed
component of the Gaussian integral. Equivalently, if (−∆+m2)−1 = ∑ j C j where C j con-
tains the information of (−∆+m2)−1 at length scale L j and ζ j ∼ N (0,C j) are independent
Gaussian random variables representing the fluctuation of the field at scale j, then ϕ =d ∑ j ζ j

(where =d means that they have the same distribution). Then progressive integral at scale j
means integrating against the variable ζ j. After scale j progressive integral, we group Ld j

neighbouring lattice sites into blocks B ∈ B j(Λ) and the rescaling reparametrises the field
by multiplying L

d−2
2 so that the size of the field fluctuation stays normalised at each scale

j. These steps are called coarse-graining and rescaling, respectively. The resulting function
would have a generic form

Z j+1(ϕ j+1;A) := exp(−h j(ϕ j+1;A)) := Eζ⩽ j [e−h0(ϕ;A)] (1.47)

where ϕ j+1 =∑k> j ζk and Eζ⩽ j only integrates the variables ζ1, · · · ,ζ j (note that the rescaling
is not reflected in this representation). Then the fundamental postulate of the renormalisation
group states that there exists a family of local interaction functions (Vα)α∈N and a family of
coupling constants (λ α

j )α∈N such that

h j(ϕ;0)≈ ∑
α∈N

λ
α
j ∑

B∈B j

Vα(ϕ|B,∇ϕ|B, · · ·). (1.48)

(The notation for Vα indicates that it can have higher-derivatives dependence, but not in-
finitely many, to keep the locality of the interaction.) Then h j(ϕ;0) is the effective potential
describing the renormalised theory at scale j. When A ̸= 0, there should also be extra
coupling constants associated with the linear potential terms. Putting aside the problem of
how to justify the postulate, we focus on the dynamical system of the coupling constants
(λ α

j ) j⩾0 constructed from the renormalisation group steps. By our hypothesis (1.48), Z j+1

blurs out the microscopic detail of the system, thus the limit j → ∞ will effectively describe
the macroscopic limit of the probability measure, and the limit is parametrised in terms of
j → ∞ limit of the coordinates (λ α

j )α . The interaction functions can be divided into three
classes according to how they evolve: Vα is called (i) irrelevant if (λ α

j ) j⩾0 is contracting,
(ii) relevant if (λ α

j ) j⩾0 is blowing up and (iii) marginal if it is neither irrelevant nor relevant.
Usually (but not always), the cases of interest occur when all but a finite number of the
interactions are irrelevant and the dynamical system is stable. In this case, the limiting theory
is described in terms of only a finite number of coordinates. Moreover, due to the stability of
the dynamical system, it does not respond sensitively to the microscopic detail, leading the
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limiting measure of any perturbed system to be effectively described by the same coordinates,
giving emergence to the universality.

In conclusion, the strength of the renormalisation group analysis is in the presence of a
systematic way to study scaling limits and the potential to detect universality. However, in
general, a postulate of type (1.48) is not easy to verify, nor is it easy to prove the convergence
of the coupling constants (λ α

j )α as j → ∞. One of the problems making the rigorous
implementation difficult is that it is not easy to control the divergence of the series sum of
(1.48) when they are exponentiated, and it easily happens that not even the integrability of
(1.47) is easily justified. This is the problem of large fields (cf. [23, 47]). Thus, instead
of using the full expansion of (1.48), it is desirable to find a way to reduce the mode of
complexity, for example as in Section 1.3.2 using polymer gas representation, even if it
means losing track of detailed information.

We also mention a partial list of incidents where the rigorous renormalisation group
method has been applied. The φ 4-model is a fundamental field-theoretic model taking
V0(φ) ∝ |φ |4 [56]. It had long been a subject of the renormalisation group analysis, especially
at the upper critical dimension d = 4 [37, 48, 7, 57, 87, 14]. Also, due to the supersymmetric
representation, the weakly self-avoiding walk (WSAW) is a subject of a similar type of
analysis obtained in [15, 8, 9]. Some (continuous-valued) interface models had also been
studied, when V0(φ ;∇φ) is only a function of ∇φ . Classical examples include [47] when
V0(∇φ) ∝ |∇φ |4, [27] when V0(∇φ) ∝ cos(α∇φ), and [2, 1, 58] when V0(∇φ) is a more
general sufficiently smooth function. There are also a number of renormalisation group
works on the dimer and the Ising model using fermionic variables—their partition functions
have (relatively simple) exact formulae that can be represented using fermionic variables
[62], [85] (also see [16, 74]). Based on these observations, the interacting dimer model
[53, 52] and non-integrable Ising model [51], also with boundary condition [4], were studied.
One may also see [49, 17] for more examples and a pedagogical display of the method. The
most related to our analysis are the works by Dimock–Hurd [30, 29] and Falco [35, 36]
studying the lattice sine-Gordon model, where V0(φ) = zcos(αφ) and z is the activity. Their
implementation of the renormalisation group method can be traced back to [27] where the
two-dimensional dipole gas had been studied, and we would also have to mention [23] where
[35] is built. Our implementation also imports important inputs from [23].

1.3.2 Polymer gas representation

The polymer gas representation of the renormalisation group writes the renormalised theory
Z j(ϕ) in terms of normalising constant E j, finite number of leading terms, combined into U j,
and a remainder term K j, put together by polymer expansion. The leading terms inside U j
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are chosen so that it reflects the key structure of the model (or its limit), while the remainder
K j is chosen to be irrelevant in the renormalisation group flow. If we recall B j is the coarse-
graining of the lattice Λ (for example, take (L jZ)d-translations of [−(L j−1)/2,(L j−1)/2]d),
we call X ⊂ B j a polymer of Λ. Then we seek for a representation

Z j(ϕ) = e−E j|Λ| ∑
X⊂B j

e∑B∈X ∑x∈B U j(ϕ(x),∇ϕ(x))K j(Λ\X ,ϕ) (1.49)

by letting K j(Y,ϕ) to be a function of polymers. The polymer gas representation can be
considered as a multiscale version of the cluster expansion, which were proved to be useful
in various mathematical physics contexts, see [22, 56] for example. It can also be motivated
by the expansion of the effective potentials in the hierarchical models [23, 11].

The restriction on K j will be specified in Chapter 3 by defining the normed space in
which such polymer functions reside. These normed spaces should be large enough to
embrace sufficient amount of freedom, but it should also restrict the mode of divergence as
the field ϕ tends to infinity, as we need to take guaranteed the convergence of the progressive
integrals (1.47). Also, the space needs to encode the essential symmetries of the system.
These properties are used in Chapter 5 to prove crucial contraction inequalities. Compared to
this, the choice of U j is usually relatively straightforward, and is composed of the leading
terms in the expansion. The leading terms can be identified by testing the relevance and
irrelevance. In the long run, only E j survives, as we will prove (U j,K j)→ (0,0) as j → ∞.
Thus E∞ := lim j→∞ E j is the negative (infinite volume) free energy per volume. It will
not be a subject of interest in this thesis, but free energy also arises from the variational
characterisation of the Gibbs measure [50, 86], and plays important role in the abstract
formulation of statistical physics. It is also an important tool for studying phase transitions,
as the point of phase transition usually coincides with the point of non-analyticity of E∞.
More detailed outline will be given in Section 1.3.4.

1.3.3 Renormalisation group on the Discrete Gaussian model and map-
ping to a Coulomb gas

The general theme of this thesis is to develop a method of how to rigorously implement the
renormalisation group analysis using the polymer gas expansion. We achieve this goal by
considering the Discrete Gaussian model as a multi-component lattice Coulomb gas with
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charge symmetry: on the level of partition functions and with extra mass m2 > 0,

ZΛN
β ,m2,DG := ∑

σ∈(2πZ)ΛN

e−
1

2β
(σ ,(−∆+m2)σ)

=
∫
RΛN

dφe−
1

2β
(φ ,(−∆+m2)φ)

∏
x∈ΛN

∑
n∈2πZ

δn(φ(x))

∝

∫
RΛN

dφe−
1

2β
(φ ,(−∆+m2)φ)

∏
x∈ΛN

∑
q∈Z

eiqφ(x)

= ∑
q⃗∈ZΛN

∫
RΛN

dφe−
1

2β
(φ ,(−∆+m2)φ)ei(⃗q,φ)

= ∑
q⃗∈ZΛN

e−
β

2 (⃗q,(−∆+m2)−1q⃗) (1.50)

with the constant of proportionality only depending on |ΛN |. In the limit m2 → 0, the sum
on the right-hand side concentrates on {⃗q : ∑x q(x) = 0}, thus we see that the (nearest-
neighbourhood interaction) DG model is mapped to a system of ‘charges’ q⃗ that are subject
to Coulomb interaction (−∆)−1 with inverse temperature β and neutral in the sense that

∑x q(x) = 0. Similarly, if we allow q⃗ to talk only value 0 or ±1 (so the Coulomb gas has two
components) and add activity z ∈ R, then this system is mapped to the lattice sine-Gordon
model:

∑
q⃗∈{±1,0}ΛN

(z/2)|⃗q|

|⃗q|!
e−

β

2 (⃗q,(−∆+m2)−1q⃗)
∝

∫
RΛN

dφe−
1

2β
(φ ,(−∆+m2)φ)+z∑x∈ΛN cos(φ(x)) (1.51)

where |⃗q| = ∑x |q(x)|. For the lattice sine-Gordon model with small activity, the renor-
malisation group method was used in [35] to study the critical line. The small parameter
assumptions are often necessary for renormalisation group arguments because renormalisa-
tion group flows are treated as perturbations of the Gaussian free field. However, since the
activity of any charge is of order 1 for the Discrete Gaussian model, we need an extra step
that puts the activity small prior to the analysis. In this thesis, this is done by trading the
‘ultra-local’ part of the interaction with the activity. The ultra-local part of the interaction can
be as large as desired by taking the temperature high, so the activity can also be suppressed as
much as desired. This also has the effect of smoothing the discreteness present in spin values
of the Discrete Gaussian, thus making it feasible for the usual analysis. This reformulation to
the model will be explained in the first half of Chapter 6. As a result, this will give rise to a
new covariance

C(s,m2) =
(
((−∆J +m2)−1 − γ)−1 − s∆

)−1 (1.52)
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studied in Chapter 2 and the leading terms of the expansion (1.49) will be given by

U j(ϕ(x),∇ϕ(x)) =
1
2

s j|∇ϕ(x)|2 + ∑
q⩾1

z(q)j cos(qβ
1/2

ϕ(x)) (1.53)

The first term of (1.53) reflects the gradient interaction and is marginal. The second term
reflects the periodicity of the integer-valued restriction of the Discrete Gaussian model and is
irrelevant or marginal depending on the temperature β in the delocalised phase.

1.3.4 Outline of the thesis

We now explain the strategies for proving the different scaling limits and give an overview of
the thesis.

Difference between the scalings

To understand the scaling limits, it is essential to understand how observables in different
scales affect the renormalised theories Z j in various scales. Suppose f is the observable
of interest. After the change of variable in the Gaussian measure with covariance C(s,m2),
the observable roughly amounts to perturbing the field by C(s,m2) f ≃ (−∆)−1 f . First, we
consider the case of the torus scaling limit, so ∆ ≡ ∆ΛN , the Laplace operator on the discrete
torus, and f is smooth on the torus. Then both the discretisation fN and (−∆)−1 fN are
smooth in scale N, the scale of the torus. It turns out that both functions U j and K j in (1.49)
are ‘smooth’ functions of their field variables, for fields that are smooth in scale j, therefore
ZN(ϕ +(−∆)−1 fN) is also a smooth in f . Moreover, since (UN ,KN) → 0 in appropriate
norms, we see that the perturbation made by the external field fN vanishes as N → ∞, which
is an indication that we can compute the scaling limit.

Next, we consider the R2 scaling limit, so ∆ ≡ ∆Z2 and fε is smooth in scale ε−1 in
the sense of (1.17). Then (−∆)−1 fε is not smooth in the macroscopic scale anymore–it is
rather very singular. Thus we decompose the perturbations by letting fε = ∑ j⩾0 fε, j and
fε, j =C j fε , where we recall that (−∆)−1 = ∑ j⩾0C j (when m2 = 0). We will then see that
fε, j is smooth in scale max{ε−1, j}, so each fε, j can only contribute to a bounded amount
of perturbation on Z j(ϕ + fε, j) if j ⩾ ε−1 (and by a negligible amount if j < ε−1). In fact,
the amount of perturbation is also controlled by the norm of (U j,K j), so the total amount of
accumulated perturbations is roughly bounded by ∑ j⩾ε−1∥(U j,K j)∥ (again in some norm),
which vanishes as ε → 0, if ∥(U j,K j)∥ is summable.

Finally, we consider the multipoint functions. We still have ∆ ≡ ∆Z2 , but f is not scaled,
so we do not have a parameter that plays the role of ε above. However, as long as L1-norm on
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f is controlled, we will see that the perturbation generated by C j f is still an analytic function
of f . Also, the size of the perturbations decay like ∥(U j,K j)∥, so if ∥(U j,K j)∥ is summable,
we see that the accumulated perturbation is still an analytic function of f .

Structure of the thesis

As explained in Section 1.3.1, the renormalisation group analysis proceeds from a covariance
decomposition of a Gaussian field, which is used to approximate the Gaussian free field
with renormalised stiffness in the scaling limit. We use a particular form of covariance
decomposition where each covariance has finite range, whose existence and regularity are
proved in Chapter 2. Expectation in each decomposed covariance is the fluctuation integral.

In Chapter 3, we define polymer activities, which become the building blocks of the
polymer expansion. The large field problem is taken care by introducing large field regulators
and bounding the polymer activities with them. A large part of the chapter is devoted to
studying how the polymer activities or the large field regulators interact with the fluctuation
integral. We start discussing about how polymer expansions are handled in Chapter 4. We
define various polymer expansion operations that are used to define the renormalisation group
map on the polymer expansion. We also obtain estimates on these operations.

Chapter 2–4 are designed to apply to generic type of renormalisation group analysis,
but Chapter 5 restricts the type of interactions to those relevant to the discussion of the
high-temperature Discrete Gaussian model. The potentials are characterised by periodicity
in global constant field addition, and the polymer activities also inherit this periodicity. We
collect estimates that are ultimately responsible for the contractiveness of the renormalisation
group map for periodic polymer activities.

In Chapter 6, we define the (bulk) renormalisation group map that applies to systems
with periodic potentials and reformulate the Discrete Gaussian model that is admissible to
this analysis. If the initial condition is tuned correctly, the sequence of (bulk) renormalisation
group maps defines a convergent dynamical system of coupling constants (parametrising U j)
and polymer activities. This tuning is equivalent to constructing the stable manifold of the
dynamical system, which is done in Chapter 7. The equivalent results for the observable
renormalisation group are then proved in Chapter 8, using the bulk renormalisation group as
the reference point.

We finally conclude the proof of our main theorems in Chapter 9. These are not of
particular surprise once we have the (bulk and observable) renormalisation group flows, but
certain technical points have to be verified, such as removing the coarse-grained structure of
the polymer expansion for the final result.
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Last but not least, we mention that there are various constants and parameters used to
define the renormalisation group map. We have tried to summarize them in Section 3.2.3 and
list of frequently used assumptions also appear in (A f ),(A′

f ), (A
′
u), (Av) and (ΦIC).
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Appendix 1.A Existence of infinite-volume limit

We prove Proposition 1.1.2 in this appendix.
We recall the Fröhlich–Park–Ginibre inequalities. Let Λ be finite, let C be a positive

definite matrix, and let ⟨·⟩C be the expectation of the associated (generalised) Discrete
Gaussian model:

⟨F⟩C ∝ ∑
σ∈ZΛ

e−
1
2 (σ ,C−1σ)F(σ). (1.54)

By taking limits, the definition of ⟨·⟩C can also be extended to C positive semidefinite.
Then the finite volume states ⟨·⟩Λ

J,β given by (1.12) correspond to C = β (−∆J)
−1 when

σ is identified up to constants (as we do). The results of [39, Section 3] (see also [65,
Proposition 1.2]) then imply that for f : Λ → R with ∑ f = 0:

⟨e( f ,σ)⟩Λ

J,β ⩽ e
1
2 ( f ,(−∆J)

−1
Λ

f ), (1.55)

⟨( f ,σ)2⟩Λ

J,β ⩽ ( f ,(−∆J)
−1
Λ

f ). (1.56)

Moreover, [39, Corollary 3.2 (1)] implies that

⟨ei(ϕ, f )⟩C1 ⩽ ⟨ei(ϕ, f )⟩C2 if C2 ⩽C1. (1.57)

Proposition 1.A.1. Let L > 1 be an integer. For any finite-range step distribution J and any
sequence of discrete tori ΛN with side lengths LN , with N ∈ N, the measures ⟨·⟩ΛN

J,β converge
weakly as N → ∞ (when the field is identified up to constants). For any f : Zd → R with
compact support and ∑ f = 0, one also has ⟨e( f ,σ)⟩ΛN

J,β → ⟨e( f ,σ)⟩ where ⟨·⟩= limN→∞⟨·⟩ΛN
J,β

is the weak limit.

Proof. We consider the Laplacian −∆ΛN as an operator on ℓ2(Zd) with domain

D(−∆
ΛN ) = { f ∈ ℓ2(Zd) : f (0) = 0, f (x) = f (x+LNy) for any y ∈ Zd}. (1.58)

Then clearly D(−∆ΛN ) ⊂ D(−∆ΛN+1) and −∆ΛN = −∆ΛN+1 on D(−∆ΛN ). This implies
−∆ΛN ⩾−∆ΛN+1 and hence (−∆ΛN )−1 ⩽ (−∆ΛN+1)−1. From (1.57), it follows that for any
f :Zd →R compactly supported and with ∑ f = 0, SN( f ) = ⟨ei( f ,ϕ)⟩ΛN

J,β is decreasing in N. In
particular, since also SN( f )⩽ 1, the limit S( f ) = limN→∞ SN( f ) exists. To show S( f ) is the
characteristic function of a probability measure on (2πZ)Z2

/constants to which ⟨·⟩ΛN
J,β con-

verges weakly, we will apply Minlos’ theorem. To this end, we consider (2πZ)Z2
/constants

as a topological vector space with the topology defined by the condition that ϕk → ϕ in
(2πZ)Z2

/constants if (ϕk,g)→ (ϕ,g) for all compactly supported g : Zd → R with ∑g = 0.
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In particular, (2πZ)Z2
/constants is the dual of a nuclear space. To apply Minlos’ theorem we

need to check that S is continuous in this topology. But this is immediate from the correlation
inequality (1.56) which implies that for any g : Z2 → R with compact support and ∑g = 0,

|S( f +g)−S( f )|= lim
N→∞

|SN( f +g)−SN( f )|⩽ lim
N→∞

(g,(−∆
ΛN
J )−1g) = (g,(−∆J)

−1g),
(1.59)

from which the continuity is clear.
The final statement about the convergence of ⟨e( f ,σ)⟩ΛN

J,β follows from the weak conver-

gence and (1.55) which implies that the random variables e( f ,σ) are uniformly integrable.

It is also standard, see [50] and analogous extensions to the gradient Gibbs setting as in
[43, 44], that any limit as in the previous proposition is translation invariant and satisfies the
gradient Gibbs property. Moreover, the limit satisfies the analogous correlation inequalities.

Proposition 1.A.2. The measure ⟨·⟩Z2

J,β has tilt 0, i.e., for each gradient Gibbs state in the

ergodic decomposition of ⟨·⟩Z2

J,β the gradient field has mean 0.

Proof. The proof is analogous to that of [44, Theorem 3.2]. The correlation decay can be
replaced by the following application of the Riemann–Lebesgue lemma. For g : Z2 → Rd

with compact support, where now ∇σ : Zd → Rd denotes the vector of discrete forward
derivatives, (1.56) implies

⟨(g,∇σ)2⟩Z
2

J,β ⩽C
∫
[−π,π]2

|ĝ(p) · p|2

|p|2
d p. (1.60)

Thus the distributional Fourier transform of ⟨∇eiσ(0)∇eiσ(x)⟩ is integrable in the Fourier
variable. From this, the Riemann-Lebesgue lemma implies that

⟨∇eiσ(x)∇eiσ(y)⟩Z
2

J,β → 0 (|x− y| → ∞). (1.61)

In particular, for every i = 1, . . . ,d, with QR = [−R,R]2 ∩Z2,

〈(
liminf

R→∞

1
|QR| ∑

x∈QR

∇eiσ(x)
)2〉Z2

J,β
⩽ liminf

R→∞

1
|QR|2 ∑

x,y∈QR

|⟨∇eiσ(x)∇eiσ(y)⟩Z
2

J,β |= 0.

(1.62)
This implies that every measure µ in the ergodic decomposition of ⟨·⟩Z2

J,β has mean 0 for
∇σ (see e.g. [44, Theorem 3.2] for a similar argument): indeed, for any such µ , by (1.62)
and ergodicity, one deduces that |QR|−1

∑x∈QR ∇eiσ(x) converges µ-a.s. and that the limit
vanishes, whence Eµ [∇eiσ(x)] = 0.



28 Introduction

Proof of Proposition 1.1.2. We obtain ⟨·⟩Z2

J,β when we take limit N → ∞ in Proposition 1.A.1.
The measure has tilt 0 due to Proposition 1.A.2.



Chapter 2

Finite-range decomposition

The starting point for our analysis is a finite-range decomposition for a covariance modified
from the lattice Green’s function for Laplacian. We expect that this construction will be
useful for the analysis of other models where an initial renormalisation step can be carried
out. Since it comes at no additional cost, we formulate the decomposition in any dimension
d ⩾ 2. The main results of this section are Propositions 2.1.2 and 2.1.4 below, which exhibit
the desired decomposition, first on Zd and then on ΛN = (Z/LNZ)d , respectively.

2.1 Existence of the finite-range decomposition

First, recall our convenient convention that ∆ denotes the standard unnormalised nearest
neighbour lattice Laplacian while ∆J is the normalised Laplacian with step distribution
J ⊂ Zd \ {0}. As was introduced in Section 1.3.4 (cf. (1.52)), we will be interested in
modified versions of the lattice Green’s functions. First, we will see that for any small γ > 0
and any finite-range step distribution J, we can then decompose

(−∆J +m2)−1 = γ +C(m2), (2.1)

with C(m2) =CJ(m2) a J-dependent positive-definite symmetric matrix. We also let

C(s,m2) := (C(m2)−1 − s∆)−1 =C(m2)(1− s∆C(m2))−1, (2.2)

which makes sense and is positive definite for |s| small (depending on J; see Proposition 2.1.2
below), as can be seen from the second representation. The main result of this section yields
a decomposition of C(s,m2) into an integral of covariances with a finite-range property.
Available results on such decompositions (see Remark 2.1.5 for some reference) apply to
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s = 0 or without subtraction of the constant γ , i.e., to (−∆+m2)−1 instead of C(s,m2), but
for our purposes it is important to permit both s ̸= 0 and the subtraction of γ .

Recall that the step distribution J ⊂ Zd \{0} is assumed to satisfy the conditions above
(1.8). The estimates for the resulting decomposition depend on the following parameters
specific to J:

ρJ = sup{|x|∞ : x ∈ J} (range), (2.3)

v2
J =

1
2|J| ∑

x∈J
|x1|2 (variance), (2.4)

θJ = inf
p̸=0

(λJ(p)/λ (p)) (spectral lower bound). (2.5)

In the spectral lower bound, λJ(p) and λ (p) are the Fourier multipliers of −∆J and −∆,
defined precisely in Section 2.2 below.

Example 2.1.1. For the standard range-ρ step distribution Jρ = {x ∈ Zd \{0} : |x|∞ ⩽ ρ},

ρJρ
= ρ, v2

Jρ
∼ 1

6
ρ

2, θJρ
⩾ 3−d, (2.6)

see Lemma 2.2.2 below.

We now state the main results of this section. We refer to Remark 2.1.5 below regarding
a version of these findings for the (simpler) choice γ = 0 in (2.1), which implies various
known results of this type (notably for the usual Green’s function in the nearest-neighbour
case). In the following proposition, we first consider (2.1) and (2.2) as operators on Zd; the
inverses are then well-defined as bounded operators on ℓ2(Zd) if m2 > 0. Thus the proposition
considers the infinite-volume case of Zd rather than the finite torus relevant for our application
to the Discrete Gaussian model. The torus case is treated thereafter in Proposition 2.1.4.
Proposition 2.1.4 can be obtained in large part as a corollary of Proposition 2.1.2. Indeed the
contributions to the torus decomposition comprising ranges smaller than the torus size are
directly inherited from the decomposition on Zd , cf. (2.7) and (2.15) below. Scales which
‘feel’ the periodic boundary condition however must be treated separately. In what follows, a
multi-index α is a vector α = (α1, · · · ,αn) with each αi ∈ ê = {±e1,±e2}, where e1,e2 is
the standard basis of Z2. Then we denote |α|= n and ∇α = ∇α1 ·∇αn .

Proposition 2.1.2. Let d ⩾ 2. There exist absolute constants γ > 0 and εs > 0 (both purely
numerical) such that for any finite-range step distribution J ⊂ Zd \{0} as specified above
(1.8), the following holds. For all |s|⩽ εsθJ and m2 ∈ (0,1], one has a decomposition of the
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form

CZd
(s,m2) :=

(
CZd

(m2)−1 − s∆
)−1
Zd =

∫
∞

ρJ

DZd

t (s,m2)dt, (2.7)

where the DZd

t (s,m2) are positive-definite symmetric kernels with range less than t, i.e.,

DZd

t (x,y;s,m2) := (δx,DZd

t (s,m2)δy) = 0 whenever |x− y|∞ ⩾ t. (2.8)

The left-hand side depends only on x − y ∈ Zd and is invariant under lattice rotations.
Moreover,

(i) uniformly in (s,m2) ∈ [−εsθJ,εsθJ]× (0,1], all multi-indices α (including |α| = 0),
t ⩾ ρJ ,

|∇αDZd

t (0,x;s,m2)|⩽Cαρ
−2
J t
(

ρJ

vJt

)d+|α|
+Cαθ

−d−|α|
J ρ

−2
J t
(

ρJ

t2

)d+|α|
e−c(θ 1/2

J t)1/4

(2.9)
(note: if θJ is bounded from below by a positive value, the second term can be omitted
since vJ ⩽ ρJ/2 ⩽ t/2);

(ii) for all |s|⩽ εsθJ and all t, the map m2 7→ DZd

t (s,m2) is continuous and has a limit

DZd

t (s)≡ DZd

t (s,0) = lim
m2↓0

DZd

t (s,m2) , (2.10)

and the map s 7→ DZd

t (s) is analytic in |s|⩽ εθJ;

(iii) if d = 2, then for all |s|⩽ εsθJ ,

DZd

t (0,0;s) =
1

2πt(v2
J + s)

(
1+O

(
ρJ

t
+

ρ4
J

v2
Jt2 +

θ
−2
J v2

J
t2

))
,

as
ρJ

t
+

ρ4
J

v2
Jt2 +

θ
−2
J v2

J
t2 → 0. (2.11)

In the above estimates, all constants are independent of J (and s).

In the particular case of the standard range-ρ step distribution the conclusions simplify
as follows.

Remark 2.1.3. For J = Jρ (see Example 2.1.1) the uniform lower bound on θJρ
in (2.6)

implies that the domain of s can be chosen independently of ρ . For such s, using the bounds
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from (2.6), the estimates in items (i) and (iii) above become (see also the note below (2.9)),
for t ⩾ ρ ,

|∇αDZd

t (0,x;s,m2)|⩽Cαρ
−2t1−d−|α|, (2.12)

and (in d = 2)

DZd

t (0,0;s) =
1

2πt(v2
Jρ
+ s)

(
1+O

(
ρ

t

))
, (2.13)

with all constants independent of ρ , s and m2.

Proposition 2.1.2 applies to covariances defined on all of Zd . By periodisation, Proposi-
tion 2.1.2 and its proof also imply an analogous statement for the discrete torus, which we state
next. Since this is the decomposition we will use in the present thesis, we consider the torus
ΛN of side length LN (even though an analogous statement holds for any side length). For
t < 1

4LN , the covariances DZd

t from Proposition 2.1.2 are translation invariant and have range
less than half the diameter of the torus. They can thus naturally be identified with covariances
on the torus ΛN by projection. More precisely, with πN : Zd → ΛN denoting the canonical
projection and for any f : ΛN → R, t < 1

4LN , one sets Dt f (πN(x)) := DZd

t ( f ◦πN)(x), for
x ∈ Zd , and readily verifies that this is well-defined, i.e. the right-hand side does not depend
on the choice of representative x in the equivalence class. In the sequel, we normally do not
distinguish between Dt and DZd

t for t < 1
4LN and often omit the superscript. On the other

hand, for t ⩾ 1
4LN , the periodisation of the covariance DZd

t does depend on the torus.

Proposition 2.1.4. Let d ⩾ 2, L ⩾ 1, N ⩾ 1, and ΛN = (Z/LNZ)d . With the same constants
γ > 0 and εs > 0 as in Proposition 2.1.2, m2 ∈ (0,1], the matrix

(−∆J +m2)−1
ΛN

− γ =CΛN (m2) (2.14)

is positive definite and for all |s|⩽ εsθJ ,

(CΛN (m2)− s∆)−1
ΛN

=
∫ 1

4 LN−1

ρJ

DZd

t (s,m2)dt +
∫

∞

1
4 LN−1

D̃ΛN
t (s,m2)dt + tN(s,m2)QN (2.15)

where the DZd

t (s,m2) are the same as in (2.7) (with the identification discussed above), for
all t > 1

4LN−1, the covariances D̃ΛN
t (s,m2) satisfy the same upper bounds as DZd

t in (2.9),
the same analyticity in s, and the same continuity in m2 (including as m2 ↓ 0). Finally, QN

denotes the matrix with all entries equal to 1/|ΛN | = L−dN and tN(s,m2) ∈ (0,m−2) is a
constant satisfying

|tN(s,m2)−m−2|⩽Cρ
−2
J L2N . (2.16)
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Remark 2.1.5. Analogues of Propositions 2.1.2 and 2.1.4 continue to hold for the choice
γ = 0 in (2.1), yielding for |s|⩽ εsθJ and m2 ∈ (0,1] the decomposition

(−∆J +m2 − s∆)−1
Zd =

∫
∞

0
DZd

t (s,m2)dt, (2.17)

(along with a corresponding analogue on ΛN); the properties (2.8)–(2.11) remain valid for all
t ⩾ ρJ . Moreover, the range of DZd

t is 0 for t ⩽ ρJ , i.e., DZd

t (0,x) = 1x=0DZd

t (0,0) and (2.9)
is complemented by the fact that DZd

t (0,0)> 0 is constant for all t ⩽ ρJ . The decomposition
(2.17) is obtained by following the arguments below, which simplify when γ = 0 (essentially
boiling down to [11, Section 3]). In particular, for J the usual nearest-neighbour interaction
and s= 0, (2.17) recovers a well-known decomposition for the Green’s function (−∆+m2)−1,
see e.g. [5, 11, 25].

The rest of this chapter is devoted to proving Propositions 2.1.2 and 2.1.4.

2.2 Preliminaries on Fourier transforms

Before proving Proposition 2.1.2, we collect some preliminaries and conventions about
normalisation of Fourier transforms and of the lattice Laplacian ∆ and its generalised version
∆J with step distribution J. Throughout, Λ is a discrete d-dimensional torus of integer period
R with Fourier dual

Λ
∗ = {2πR−1k : k ∈ {−⌈(R−2)/2⌉, . . . ,⌊R/2⌋}d} ⊂ (−π,π]d. (2.18)

For an integrable function f̂ : (−π,π]d → R, we define

fZ
d
(x) =

∫
(−π,π]d

f̂ (p)eip·x d p
(2π)d , (2.19)

f Λ(x) =
1
|Λ| ∑

p∈Λ∗
f̂ (p)eip·x, (2.20)

where |Λ|= Rd denotes the number of points in Λ. Then by the Poisson summation formula,

f Λ(x) = ∑
y∈Zd

fZ
d
(x+ yR). (2.21)

This notation also applies for translation invariant covariances, i.e., when a function f (x,y)
depends only on x− y we will usually identify it with the function f (0,x).
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We write λ = λ (p) and λJ,m2 = λJ,m2(p) ⩾ 0 for the Fourier multipliers of −∆ and
−∆J +m2:

λ (p) = ∑
|e|=1

(1− cos(p · e)),

λJ(p) =
1
|J| ∑

x∈J
(1− cos(p · x)), λJ,m2(p) = λJ(p)+m2

(2.22)

(recall our convention regarding normalisation of ∆ and ∆J). The following elementary
lemma provides some comparison estimates for λJ(p) and λ (p), which will be useful in the
sequel.

Lemma 2.2.1. For any step distribution J as above (1.8) (with implicit constants independent
of J),

λJ(p) = v2
J |p|2 +O(ρ2

J v2
J |p|4) (p → 0) (2.23)

λJ(p)⩽ min{1,v2
J |p|2} (p ∈ (−π,π]d), (2.24)

with ρJ and vJ defined by (2.3) and (2.4). Moreover, λ (p) = |p|2 +O(|p|4) as p → 0 and
λ (p) ∈ [ 4

π2 |p|2, |p|2] for p ∈ (−π,π]d , hence in particular θJ ⩽ π

4 v2
J .

Proof. Let v2
J be as defined by (2.4). Then as p → 0, substituting 1− cosx = x2

2 +O(x4) in
(2.22), one finds that

λJ(p) =
1
|J| ∑

y∈J

(
1− cos

( d

∑
i=1

piyi
))

=
1

2|J| ∑
y∈J

|p|2y2
1 +O

( 1
|J| ∑

y∈J
|y|4|p|4

)
= v2

J |p|2 +O(ρ2
J v2

J |p|4).
(2.25)

The upper bound in (2.24) follows similarly, using the inequality 1− cosx ≤ x2/2 valid for
all x ∈ R instead.

To see the lower bound for λ (p), consider the function g(q) = 1− cos(q)− 2
π2 q2 on

q ∈ [0,π]. Then g(0) = g(π) = 0 while g′(q) = sin(q)− 4
π2 q has only one non-zero zero,

hence g(q) does not attain 0 on (0,π), i.e., g(q)⩾ 0 on [0,π]. Therefore

λ (p) = 2
d

∑
i=1

(1− cos(pi))⩾
4

π2 |p|
2 (2.26)

which is the claimed lower bound.
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Lemma 2.2.2. For the step distribution J = Jρ = {x ∈ Zd \{0} : |x|∞ ⩽ ρ},

ρJρ
= ρ, v2

Jρ
≡ v2

ρ ∼ 1
6

ρ
2, as ρ → ∞, (2.27)

and with λρ ≡ λJρ
,

λ (p)⩽ 3d
λρ(p), (2.28)

i.e., θJρ
≡ θρ = infp̸=0 λρ(p)/λ (p)⩾ 3−d .

Proof. Using that ∑
ρ

j=1 j2 ∼ 1
3ρ3 as ρ → ∞,

v2
ρ =

(2ρ +1)d−1

(2ρ +1)d −1

ρ

∑
j=1

j2 ∼ ρ2

6
. (2.29)

To show λ ⩽ 3dλρ , first note that since ∑
ρ

a=1 cos(ax) = sin((ρ+1/2)x)
2sin(x/2) − 1

2 ,

λρ(p) =
1

(2ρ +1)d −1 ∑
|y|∞⩽ρ

(1−
d

∏
i=1

eipiyi)

=
(2ρ +1)d

(2ρ +1)d −1

(
1−

d

∏
i=1

ρ

∑
x=−ρ

eipix

(2ρ +1)
)
)

=
(2ρ +1)d

(2ρ +1)d −1

(
1−

d

∏
i=1

2
2ρ +1

(
1
2
+

ρ

∑
x=1

cos(pix)))
)

=
(2ρ +1)d

(2ρ +1)d −1

(
1−

d

∏
i=1

sin((2ρ +1)pi/2)
(2ρ +1)sin(pi/2)

)
. (2.30)

But

sup
ρ⩾1

sin((2ρ +1)p1/2)
(2ρ +1)sin(p1/2)

=
sin(3p1/2)
3sin(p1/2)

(2.31)

and so λρ(p)⩾ (1−3−d)λρ=1(p). But

(3d −1)λρ=1(p) = ∑
|y|∞=1

(1− cos(
d

∑
i=1

piyi))⩾ ∑
|y|1=1

(1− cos(
d

∑
i=1

piyi)) = λ (p) (2.32)

so the claim holds since (1−3−d)/(3d −1) = 3−d .
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2.3 Proof of Proposition 2.1.2: finite-range property

The starting point for the construction of the finite-range decomposition is the following
lemma, from which one can directly obtain the finite-range decomposition when s = 0. The
lemma originated in [5], but we obtain here a better decay estimate, which is important for
our construction of the finite-range decomposition for s ̸= 0.

Lemma 2.3.1. For t > 0, there exist polynomials Pt of degree at most t such that for λ ∈ (0,3],

1
λ
=
∫

∞

0
t2Pt(λ )

dt
t
. (2.33)

For λ ∈ (0,3] and t > 1, the polynomials satisfy Pt(λ )⩾ 0 and there is an entire function f
that is non-negative on the real axis and satisfies

∫
∞

0 t2 f (t)dt
t = 1 such that

Pt(λ )⩽Ce−c(λ t2)1/4
(2.34)

|Pt(λ )− f (
√

λ t)|⩽Ct−1e−c(λ t2)1/4
. (2.35)

For t ⩽ 1, Pt(λ ) = γ/t for some constant γ > 0.

Proof. Let f : R→ [0,∞) be any non-negative function with the following properties: the
Fourier transform of f is smooth, symmetric and has support in [−1,1], and

∫
∞

0 t2 f (t)dt
t = 1.

Then by [11, Lemma 3.3.3], (2.33) holds for λ ∈ [0,4] with the function Pt given by

Pt(λ ) = f ∗t (arccos(1− 1
2

λ )) (2.36)

where
f ∗t (x) = ∑

n∈Z
f (xt −2πnt). (2.37)

By [11, Lemma 3.3.5], (2.36) defines a polynomial Pt(·) on (0,3], of degree bounded by t.
We will now choose f as follows. Let

κ(s) = e−(1−(2s)2)−1
1|s|<1/2 (2.38)

be the standard bump function with support [−1/2,1/2]. By Proposition 2.A.1, |κ̂(x)| ⩽
Ce−|x|1/2

for all x ∈ R. We set f̂ (s) = c(κ ∗ κ)(s), with c > 0 chosen as to ensure the
normalisation

∫
∞

0 t f (t)dt = 1. Then f has all the required properties. In particular, since its
Fourier transform has compact support, it extends to an entire function, as easily seen by
expanding the exponential in the Fourier integral, yielding an absolutely convergent power
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series. Also, f (x) = cκ̂(x)2 ⩽C′e−2|x|1/2
for x ∈ R. For t ⩾ 1,

f ∗t (x)⩽C′e−(2t|x|)1/2

∑
n⩾0

e−
√

4πn ⩽C′′e−(2t|x|)1/2
. (2.39)

Since arccos(1− 1
2λ )⩾

√
λ , the estimate (2.34) follows immediately from (2.36) and (2.39).

The bound (2.35) follows similarly using | f ′(x)|⩽C′′′e−|x|1/2
(which follows from the explicit

form of f and that κ has compact support) and using that arccos(1− 1
2λ )−

√
λ = O(λ ); see

[5, Proposition 3.1] for a similar argument. The constant γ is given by f̂ (0)/2π , see [11,
Lemma 3.3.6].

By applying the previous lemma, we first construct a finite-range decomposition for s = 0.
To this end, insert λJ,m2(p) into (2.33) for m2 ⩽ 1 (so that λJ,m2 ⩽ 3 and Lemma 2.3.1 is in
force). Since λJ,m2 has range ρJ , in the sense that it is the Fourier multiplier of an operator
with range ρJ , and since Pt is a polynomial of degree at most t, it follows that Pt(λJ,m2) has
range ρJt. We therefore set in Fourier space

D̂t(p;m2) = ρ
−2
J tP

ρ
−1
J t(λJ,m2(p)), p ∈ (−π,π]d. (2.40)

By (2.33) and the explicit form of Pt for t ⩽ 1, it follows with D̂t(m2)≡ D̂t(·;m2) that

1
λJ,m2( ·)

=
∫

∞

0
D̂t(m2)dt = γ +

∫
∞

ρJ

D̂t(m2)dt = γ +Ĉ(m2), (2.41)

with the last equality defining Ĉ(m2) = Ĉ(p;m2), p ∈ (−π,π]d , and we used that

∫
ρJ

0
ρ
−2
J tP

ρ
−1
J t dt =

∫ 1

0
tPt dt = γ. (2.42)

By (2.41), the function Ĉ(m2) thus defined in terms of D̂t(m2) is indeed the Fourier transform
of C(m2) appearing in (2.1). With a view towards our aim (2.7), we expand for |s|< θJ =

infm2 inf(λJ,m2/λ ) and m2 ∈ (0,1],

Ĉ(s,m2)
def.
= (Ĉ(m2)−1 + sλ )−1 = Ĉ(m2)(1+ sλĈ(m2))−1

=
∞

∑
l=0

s2l
λ

2lĈ(m2)2l+1(1− sλĈ(m2)). (2.43)
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The expansion is absolutely convergent since |s|λĈ(m2)⩽ |s|λ/λJ,m2 ⩽ |s|/θJ < 1. More-
over, this condition implies that the following integrand is positive:

1− sλĈ(m2) =
λJ,m2

λJ,m2
− sλĈ(m2) =

∫
∞

0
(λJ,m2 − sλ1t>ρJ)D̂t(m2)dt. (2.44)

This motivates the following definition of the finite-range decomposition for |s|< θJ .

Definition 2.3.2. For m2 ∈ (0,1], all |s|< θJ and t > 0, let

D̂t(s,m2) =

1
4λ

∞

∑
l=0

s2l
∫
[0,∞)×[ρJ ,∞)2l+1:∑ ti=(t−ρJ)/4

(λJ,m2 − sλ1t0>ρJ)D̂t0(m
2)

2l+1

∏
i=1

λ D̂ti(m
2)dti dt0.

(2.45)

In this definition, the integral
∫

∑ ti=T ∏
2l+1
i=0 dti over the simplex is the push-forward of the

Lebesgue measure on R2l+1 along the map (t1, . . . , t2l+1) 7→ (T −∑
2l+1
k=1 ti, t1, . . . , t2l+1), i.e.,

∫
[0,∞)×[ρJ ,∞)2l+1:∑ ti=T

f (t0, . . . , t2l+1)
2l+1

∏
i=0

dti =
∫
[ρJ ,∞)2l+1:∑ ti⩽T

f (T −∑ ti, t1, . . . , t2l+1)
2l+1

∏
i=1

dti

(2.46)
for T > (2l+1)ρJ , and the left-hand side is interpreted as 0 when T ⩽ (2l+1)ρJ . The same
remark applies to various similar quantities below. In particular, D̂t(s,m2) = 0 for t ⩽ 5ρJ ,
and if D̂t(s,m2) is nonzero, then T = (t −ρJ)/4 in (2.45) satisfies T ∈ [1

5t, 1
4t].

Proof of Proposition 2.1.2: finite-range property. We will show that the covariances DZd

t (s,m2)

with Fourier transforms given by (2.45) define the desired decomposition (2.7). First, it is
clear from (2.40) and Lemma 2.3.1 that DZd

t (s,m2) is positive definite. That the decomposi-
tion (2.7) holds follows by substituting (2.41) and (2.44) into (2.43) and using the change of
variables∫

[0,∞)2l+2
dt0 · · · dt2l+1 f (t0, . . . , t2l+1) =

∫
∞

0
dT
∫
[0,∞)2l+2:∑ ti=T

dt0 · · · dt2l+1 f (t0, . . . , t2l+1),

(2.47)
with T = (t −ρJ)/4.

Next we verify the finite-range property. Since λ has range 1 and Dti(m
2) has range

ti, we see that λDti(m
2) has range at most 1+ ti ⩽ 2ti for ti ⩾ ρJ ⩾ 1 and λJ,m2Dt0(m

2) has
range ρJ + t0 ⩽ ρJ +2t0. Since ∑ ti = 1

4(t −ρJ), from the definition (2.45), it follows that the
range of Dt(s,m2) is at most ρJ +

1
2(t −ρJ) =

1
2(t +ρJ)⩽ t for t > ρJ . On the other hand,

Dt(s,m2) = 0 for t ⩽ ρJ .
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We now proceed to prove the estimates asserted in items (i)-(iii) of Proposition 2.1.2 for
the above finite-range decomposition.

2.4 Proof of Proposition 2.1.2: (i) and (ii)

To prove the estimates (i) and (ii), we begin with the following lemma which we will use
repeatedly.

Lemma 2.4.1. Let g(x) = e−c
√

x and C̃ = max{∥xg∥∞,∥xg∥1} ∈ (0,∞). Then for all integers
k ⩾ 1,

∫
[0,∞)k:∑k

i=1 ti=t

k

∏
i=1

λg(
√

λ ti)tidti ⩽
√

λ min
{

C̃k,
(
√

λ t)2k−1

(2k−1)!
g(
√

λ t)
}
. (2.48)

In fact, the same estimate applies to any supermultiplicative g : [0,∞)→ R, i.e., g(x)g(y)⩽
g(x+ y).

Proof. We bound the left-hand side in two ways. First, the left-hand side equals

√
λ

∫
[0,∞)k:∑k

i=1 ui=
√

λ t

k

∏
i=1

g(ui)uidui ⩽
√

λ∥gu∥∞∥gu∥k−1
1 ⩽

√
λC̃k. (2.49)

On the other hand, since g(x)g(y)⩽ g(x+ y), we can also bound it by

∫
[0,∞)k:∑k

i=1 ti=t

k

∏
i=1

λg(
√

λ ti)tidti ⩽ λ
kg(

√
λ t)

∫
[0,∞)k:∑k

i=1 ti=t

k

∏
i=1

tidti

=
√

λ
(
√

λ t)2k−1

(2k−1)!
g(
√

λ t) (2.50)

where we used

hk(t) :=
∫
[0,∞)k:∑k

i=1 ti=t

k

∏
i=1

tidti = t2k−1
∫
[0,∞)k:∑k

i=1 ui=1

k

∏
i=1

uidui =
t2k−1

(2k−1)!
. (2.51)

The last equality can be seen by induction: h2(1) = 1/6 and

hk(1) =
∫ 1

0
shk−1(1− s)ds =

∫ 1

0
s(1− s)2k−3hk−1(1)ds =

hk−1(1)
(2k−2)(2k−1)

(2.52)

advances the induction.
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Lemma 2.4.2. Let g(x) = e−c
√

x. Then there is εs > 0 and constants C̃, c̃ such that for
|s|⩽ εs,

1
λ

∞

∑
l=0

s2l
∫
[0,∞)2l+2:∑ ti=t

2l+1

∏
i=0

λ tig(
√

λ ti)dti ⩽ C̃te−c̃(
√

λ t)1/4
. (2.53)

Proof. By Lemma 2.4.1, the left-hand side is bounded by

1√
λ

∞

∑
l=0

s2l min

{
C̃2l,

(
√

λ t)4l+3

(4l +3)!
g(
√

λ t)

}
(2.54)

where C̃ = max{1,∥xg∥1,∥xg∥∞}. We assume C̃|s|⩽ 1/4, i.e., set εs = 1/(4C̃). For λ t2 ⩽ 2
by using the second term in the minimum, this immediately gives the desired estimate since

t(
√

λ t)2g(
√

λ t)
∞

∑
l=0

(λ t2s)2l

(4l +3)!
⩽ t(

√
λ t)2g(

√
λ t)

∞

∑
l=0

2−l ⩽ 4tg(
√

λ t). (2.55)

Thus assume λ t2 ⩾ 2. By switching between the two terms in the minimum at l = l0, the
left-hand side of the claim is bounded by the sum of the following two contributions:

1√
λ

∞

∑
l=l0+1

(C̃s)2l ⩽
1√
λ

∞

∑
l=l0+1

16−l ⩽
1√
λ

16−l0 (2.56)

and

g(
√

λ t)√
λ

l0

∑
l=0

(
√

sλ t)4l(
√

λ t)3

(4l +3)!
⩽ λ t3g(

√
λ t)

l0

∑
l=0

(
√

λ t)4l ⩽ tg(
√

λ t)(
√

λ t)4l0+2. (2.57)

Choosing l0 = (c/16)(
√

λ t)1/2(log(
√

λ t))−1 gives the upper bound

t

(
e− log(16)l0
√

λ t2
+g(

√
λ t)e8log(

√
λ t)l0

)
⩽ t
(

e− log(16)l0 + e−c(
√

λ t)1/2
e8log(

√
λ t)l0

)
⩽ t
(

e− log(16)(c/16)(
√

λ t)1/2(log(
√

λ t))−1
+ e−

c
2 (
√

λ t)1/2
)

⩽ 2te−c̃(
√

λ t)1/2(log(
√

λ t))−1
(2.58)

which is less than the claimed bound.
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Proposition 2.4.3. There are constants C̃, c̃,εs > 0 independent of J, m2, s such that for
C|s|⩽ εsθJ and m2 ∈ (0,1],

0 ⩽ D̂t(p ;s,m2)⩽ C̃ρ
−2
J t exp

(
− c̃
(

ρ
−1
J

√
λJ,m2 t

)1/4)
. (2.59)

Proof. Let g(x) = e−c
√

x so that Pt(λ )⩽Cg(
√

λ t) by (2.34). By the definition (2.45), then

D̂t(s,m2)⩽
1

4λJ,m2

∞

∑
l=0

s2l sup
( λ

λJ,m2

)2l
∫
[0,∞)2l+2:∑ ti=T

2l+1

∏
i=0

ρ
−2
J λJ,m2 tiPρ

−1
J ti

(λJ,m2)dti

⩽
1

4ρJλJ,m2

∞

∑
l=0

s2l
θ
−2l
J

∫
[0,∞)2l+2:∑ ti=ρ

−1
J T

2l+1

∏
i=0

λJ,m2 tiPti(λJ,m2)dti

⩽
C2

4ρJλJ,m2

∞

∑
l=0

(Cs/θJ)
2l
∫
[0,∞)2l+2:∑ ti=ρ

−1
J T

2l+1

∏
i=0

λJ,m2 tig(
√

λJ,m2ti)dti, (2.60)

where T = (t −ρJ)/4 ∈ [1
5t, 1

4t]. Thus the claim follows from Lemma 2.4.2 with s replaced
by Cs/θJ , with t replaced by T/ρJ , and with λ replaced by λJ,m2 .

Proof of Proposition 2.1.2 (i) and (ii). We will show (2.7), i.e.,

|∇αDZd

t (0,x;s,m2)|⩽Cαρ
−2
J t
(

ρJ

vJt

)d+|α|
+Cαθ

−d−|α|
J ρ

−2
J t
(

ρJ

t2

)d+|α|
e−c(θ 1/2

J t)1/4
.

(2.61)
Clearly, (2.59) implies that |∇αDt(0,x;s,m2)| is bounded, uniformly in s and m2, by

C̃
∫
[−π,π]d

λ
|α|/2

ρ
−2
J te−c̃(tρ−1

J

√
λJ(p))1/4 d p

(2π)d . (2.62)

To apply the lower bound on λJ,m2 from Lemma 2.2.1, i.e., λJ = v2
J |p|2(1+O(ρ2

J |p|2)), we
will split the above integral into integrals over |p|⩾ 1/ρJ and |p|⩽ 1/ρJ . The former integral
is bounded by (with other constants C,c)

Cα

∫
[−ρ

−1
J ,ρ−1

J ]d
|p||α|

ρ
−2
J te−c(ρ−1

J vJt|p|)1/4
d p, (2.63)

which yields the main term in (2.7), as can be seen by substituting p → ρJv−1
J t−1 p. For the

integral over |p|⩾ 1/ρJ we use λJ ⩾ θJλ ⩾ 4
π2 θJ|p|2 on [−π,π]d to obtain the bound (again

with possibly different constants)

Cα

∫
[−π,π]d\[−ρ

−1
J ,ρ−1

J ]d
|p||α|

ρ
−2
J te−c(ρ−1

J θ
1/2
J t|p|)1/4

d p, (2.64)
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which by substituting p → ρJ p is seen to be bounded by

Cαρ
d−2+|α|
J t

∫
Rd\[−1,1]d

|p||α|e−c(tθ 1/2
J |p|)1/4

d p⩽Cαθ
−(|α|+d)/2
J ρ

d−2+|α|
J t1−|α|−de−c′(θ 1/2

J t)1/4
.

(2.65)
Also using e−c(tθ 1/2

J )1/4
⩽Cn(tθ

1/2
J )−ne−

1
2 c(tθ 1/2

J )1/4
with n = d + |α|,

Cαρ
d−2+|α|
J t

∫
Rd\[−1,1]d

|p||α|e−c(tθ 1/2
J |p|)1/4

d p ⩽C′
αθ

−(d+|α|)
J ρ

−2
J t
(

ρJ

t2

)d+|α|
e−

1
2 c′(θ 1/2

J t)1/4
.

(2.66)
Now using this bound and assuming θ

−1
J bounded, t ⩾ ρJ , we directly have the required

bound.
Since all estimates above are uniform in m2, the continuity claim of Proposition 2.1.2 (ii)

is immediate.

2.5 Proof of Proposition 2.1.2: (iii)

Next we collect the last piece of our proof of Proposition 2.1.2, which are the asymptotics of
the covariances in two dimensions.

Proposition 2.5.1. Let d = 2. Then for |s|⩽ εsθJ , as ρJ/t +(ρ4
J v−2

J +θ
−2
J v2

J)/t2 → 0,

DZ2

t (0,0;s) =
∫
[−π,π]2

D̂(p ;s)
d p

(2π)2 =
1

2πt(v2
J + s)

(
1+O

(
ρJ

t
+

ρ4
J v−2

J
t2 +

θ
−2
J v2

J
t2

))
.

(2.67)

Proof. To estimate the integral over (2.45), we will approximate

1
4λ

∫
[0,∞)×[ρJ ,∞)2l+1:∑ ti=(t−ρJ)/4

(λJ − sλ1t0>ρJ)D̂t0

2l+1

∏
i=1

λ D̂ti dti dt0 (2.68)

as follows: replace Pt(λ ) by f (
√

λ t) using (2.35); replace λ by |p|2 and λJ by v2
J |p|2 using

(2.23); remove the constraints ti > ρJ from the integration domain and similarly t0 ⩾ ρJ from
the integrand; and replace (t −ρJ)/4 by t/4. After these approximations (which we will
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justify afterwards, in inverse order), we are left with

1
4|p|2

(v2
J − s)

∫
[0,∞)2l+2:∑ ti=t/4

2l+1

∏
i=0

|p|2ρ
−2
J ti f

(
ρ
−1
J tivJ|p|

)
dti

=
1

4|p|2
(v2

J − s)
∫
[0,∞)2l+2:∑ ti=t/4

2l+1

∏
i=0

|p|2ρ
−2
J ti f

(
ρ
−1
J tivJ|p|

)
dti

=
1

|p|2
(v2

J − s)t−1
∫
[0,∞)2l+2:∑ui=1

2l+1

∏
i=0

1
42 ρ

−2
J t2|p|2ui f

(1
4

uiρ
−1
J t vJ|p|

)
dui

=
1

|p|2
(v2

J − s)v−4l−4
J t−1 f̃2l

(1
4

ρ
−1
J t vJ|p|

)
, (2.69)

with

f̃2l(y) =
∫
[0,∞)2l+2:∑ui=1

2l+1

∏
i=0

f (yui)y2ui dui, (y ∈ [0,∞)). (2.70)

Note that f̃2l(0) = 0, that f̃2l decays rapidly, and that for all l ∈ N and t > 0,∫
R2

d p
|p|2

f̃2l(t|p|) =
∫
R2

d p
|p|2

f̃2l(|p|)

= 2π

∫
∞

0

dy
y

f̃2l(y)

= 2π

∫
∞

0

dy
y

∫
[0,∞)2l+2:∑ui=1

2l+1

∏
i=0

f (yui)y2ui dui

= 2π

∫
[0,∞)2l+2

2l+1

∏
i=0

f (ui)ui dui = 2π

(∫
∞

0
f (u)udu

)2l+2

= 2π (2.71)

where the last equality follows from Lemma 2.3.1. By definition, DZ2

t (0,0;s) is the integral
of (2.45) over p ∈ [−π,π]2 with respect to d p/(2π)2, and (2.45) is the sum over (2.68)
multiplied by s2l . Using the above approximation (2.69) for (2.68) and then replacing the
integration domain [−π,π]2 by R2, we obtain the main contribution to DZd

t (0,0;s) as

1
2πt

(v2
J − s)v−4

J

∞

∑
l=0

(v−2
J s)2l =

1
2πt

(v2
J − s)v−4

J (1− v−4
J s2)−1 =

1
2πt

(v2
J + s)−1. (2.72)

In the remainder of the proof, we show that the approximations we made above are
smaller than the claimed error term.
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Error from replacing (t −ρJ)/4 by t/4: the same computation with t/4 instead of (t −ρJ)/4
gives

1
2π(t −ρJ)

(v2
J +s)−1 =

1
2πt

(v2
J +s)−1(1+

ρJ

t −ρJ
) =

1
2πt

(v2
J +s)−1

((
1+O(

ρJ

t

))
, (2.73)

so the error is smaller than claimed.

Error from extending the integral from p ∈ [−π,π]2 to p ∈ R2: By changing to polar
coordinates, this error is of order

1
t
(v2

J − s)v−4
J

∞

∑
l=0

(v−2
J s)2l

∫
R2\[−π,π]2

d p
|p|2

f̃2l(
1
4

ρ
−1
J tvJ|p|)

⩽
2π

t
(v2

J − s)v−4
J

∫
∞

ρ
−1
J tvJπ/4

dy
y

∞

∑
l=0

(v−2
J s)2l

∫
[0,∞)2l+2:∑ui=1

2l+1

∏
i=0

r2ui f (rui)dui (2.74)

By Lemma 2.4.2, the right-hand side is bounded, up to some absolute multiplicative factor,
by

1
t
(v2

J−s)v−4
J

∫
∞

ρ
−1
J tvJπ/4

dye−cy1/4
=O

(e−c′(ρ−1
J tvJ)

1/4

v2
Jt

)
=

1
2πtv2

J
O
(

ρJv−1
J

t

)
=

1
2πtv2

J
O
(

ρJ

t

)
(2.75)

where we used that vJ ⩾ 1/4 for all J.

Error from removing the restriction on t0 ⩾ ρJ from the integration: The error is bounded by

∫
R2

d p
1
λ

∞

∑
l=0

s2l+1
∫
[0,∞)2l+2:∑ ti=t/4

1t0⩽ρJ

2l+1

∏
i=0

|p|2ρ
−2
J ti f (vJρ

−1
J |p|ti)dti

⩽
∫
R2

d p
v−2

J
λ

∞

∑
l=0

(v−2
J s)2l+1

∫
ρJ

0

(∫
[0,∞)2l+1:∑ ti=t/4−t0

2l+1

∏
i=0

v2
Jρ

−2
J |p|2ti f (vJρ

−1
J |p|ti)dti

)
dt0

⩽Cs
∫
R2

d pρ
−4
J |p|2

∫
ρJ

0
t0(t/4− t0)e−c′(vJρ

−1
J |p|(t/4−t0))1/4

f (vJρ
−1
J |p|t0)dt0 (2.76)

where the final inequality follows from Lemma 2.4.2 and the fact that f (x)⩽Ce−c|x|1/2
which

follows from (2.34)–(2.35). But since e−c′(vJρ
−1
J |p|(t/4−t0))1/4

f (vJρ
−1
J |p|t0)⩽C′e−c′′(vJρJ |p|t)1/4

for some c′′,C′ > 0 and t/4− t0 ⩾ t/20 because t ⩾ 5ρJ ⩾ 5t0, the last integral is bounded by

Cs
∫
R2

ρ
−2
J |p|2te−c′′(vJρ

−1
J |p|t)1/4

d p ⩽
C|s|ρ2

J

v4
Jt3 ⩽

1
2πv2

Jt
O
(

ρ2
J

t2

)
⩽

1
2πv2

Jt
O
(

ρJ

t

)
, (2.77)
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where the second inequality holds because |s|⩽ εsθJ ⩽ cεsv2
J and the final inequality because

t ⩾ 5ρJ .

Error from removing the restriction on t j ⩾ ρJ from the integration: Similarly as above, the
error for removing the restriction on t j ( j ⩾ 1) in the integral

∫
t j⩾ρJ ,∑i ti=t/4 is bounded by

∫
[0,∞)2l+2:∑ ti=t/4

1t j⩽ρJ v2
Jρ

−2
J |p|2t0 f (vJρ

−1
J |p|t0)

2l+1

∏
i=1

|p|2ρ
−2
J ti f (vJρ

−1
J |p|ti)dtidt0

⩽ (Cv−2
J )2l+1

∫
[0,∞)2l+2:∑ ti=t/4

1t j⩽ρJ

2l+1

∏
i=0

v2
J |p|2ρ

−2
J tie−c(vJρ

−1
J |p|ti)1/2

dti. (2.78)

But since the last expression is symmetric in j, we can just replace 1t j⩽ρJ by 1t0⩽ρJ , so
summing the errors over j ∈ {1, · · · ,2l + 1} and applying

∫
R2 d pλ−1

∑
∞
l=0 s2l+1 gives the

bound

∫
R2

d p
1

|p|2
∞

∑
l=0

(2l +1)(Cv−2
J s)2l+1

∫
[0,∞)2l+2:∑ ti=t/4

1t0⩽ρJ

2l+1

∏
i=0

v2
J |p|2ρ

−2
J tie−c(vJρ

−1
J |p|ti)1/2

dti

⩽C
∫
R2

d pv4
Jρ

−4
J

∫
ρJ

0
t0(t/4− t0)e−c′(vJρ

−1
J |p|(t/4−t0))1/4

f (vJρ
−1
J |p|t0)dt0. (2.79)

Comparing this with (2.76), this integral is bounded by 1
2πv2

Jt
O(

ρ2
J

t2 ) =
1

2πv2
Jt

O(ρJ
t ) because

t ⩾ 5ρJ .

Error from replacement of λJ(p) by v2
J |p|2 and λ (p) by |p|2: As in the argument following

(2.62), the contribution from |p|⩾ ρ
−1
J is bounded by

∫
|p|⩾ρ

−1
J

d pD̂t(p;s,m2)⩽C0θ
−2
J t−3e−c(θ 1/2

J t)1/4
⩽

1
2πv2

Jt
O(

θ
−2
J v2

J
t2 ). (2.80)

It remains to consider the contribution coming from |p|⩽ ρ
−1
J . But then by Lemma 2.2.1,

0 ⩽ |p|2 −λ (p)⩽ O(|p|4)⩽ O(|p|2) (2.81)

0 ⩽ v2
J |p|2 −λJ(p)⩽ O(ρ2

J v2
J |p|4)⩽ O(v2

J |p|2). (2.82)
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With κ̂ as in in the proof of Lemma 2.3.1, we have f = cκ̂2, so

| f (ρ−1
J t
√

λJ)− f (vJρ
−1
J t|p|)|⩽Cρ

−1
J t(vJ|p|−

√
λJ)max{κ̂(ρ−1

J tλJ), κ̂(vJρ
−1
J t|p|)}

⩽Cρ
−1
J t min

{
1,

ρ2
J v2

J
2vJ

|p|3
}

e−
1
2 (
√

λJρ
−1
J t)1/2

⩽Cρ
4
J v−2

J t−2e−c(vJρ
−1
J t|p|)1/2

(2.83)

where the first inequality holds because ∥κ̂ ′∥∞ <∞ and the second because κ(x) is decreasing
in |x| and |κ̂(x)|⩽Ce−

1
2 |x|

1/2
. Thus the error from this approximation is, up to an absolute

multiplicative factor, bounded by

ρ4
J v−2

J
t2

∫
|p|⩽ρ

−1
J

d p
|p|2

∞

∑
l=0

(2l+2)(C′s)2l+1
∫
[0,∞)2l+2:∑ ti=t/4

(v2
J+s)

2l+1

∏
i=0

|p|2ρ
−2
J tie−c(vJρ

−1
J |p|ti)1/2

.

(2.84)
Since |s|⩽ εsθJ ⩽O(v2

J), this error is again of order 1
2πv2

Jt
O(

ρ4
J v−2

J
t2 ), comparing this expression

with (2.69).

Error from replacement Pt(x) by f (
√

xt): We consider the difference between

(1− s)
∫
[0,∞)2l+2:∑ ti=t/4

λJρ
−2
J t0P

ρ
−1
J t0

(λJ)
2l+1

∏
i=1

λρ
−2
J tiPρ

−1
J ti

(λJ)dti (2.85)

and

(1− s)
∫
[0,∞)2l+2:∑ ti=t/4

λJρ
−2
J t0 f (

√
λJ ρ

−1
J t0)

2l+1

∏
i=1

λρ
−2
J ti f (

√
λJ ρ

−1
J ti)dti. (2.86)

By (2.35), one has P
ρ
−1
J t(λJ)− f (

√
λJ ρ

−1
J t) = (ρJ/t)g(

√
λJt) with g(x) = Ce−c

√
x. This

is essentially the same bound as Pt(λJ) or f (
√

λJt) except for an additional factor ρJ/t.
Therefore, again using Lemma 2.4.1, the difference between the above two displays is
bounded by

O
(

ρJ

t
Clv−4l+2

J
1
t

g̃2l(
√

λJ ρ
−1
J t)

)
, (2.87)

when g̃2l is defined analogously to f̃2l . As in (2.71) the integral of g̃2l(t|p|) over d p/|p|2 is
bounded by 2πC2l with C ⩾

∫
∞

0 g(u)udu, for all t > 0. Hence possibly decreasing |s| relative
to C we obtain the claimed relative error O(ρJ/t).

Summing up the bounds gives the claimed error.
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2.6 Proof of Proposition 2.1.4

Having proved the estimates for the full plane covariance decomposition, the torus analogue
is not difficult to prove.

Proof of Proposition 2.1.4. By definition,

DZd

t (0,x;s,m2) =
∫
[−π,π]d

eip·xD̂t(p ;s,m2)
d p

(2π)d (2.88)

and we define
DΛN

t (0,x;s,m2) =
1

|ΛN | ∑
p∈Λ∗

N

eip·xD̂t(p ;s,m2), (2.89)

where Λ∗
N ⊂ (−π,π]d is the dual torus. For t < LN the finite-range property and Poisson

summation (2.21) imply that

DZd

t (0,x;s,m2) = DΛN
t (0,x;s,m2). (2.90)

So we are only left to prove (2.16) and the bound on D̃ΛN
t . Let tN =

∫
∞
1
4 LN−1 D̂t(0;s,m2)dt and

D̃ΛN
t (0,x;s,m2) =

1
|ΛN | ∑

p∈Λ∗
N\{0}

eip·xD̂t(p ;s,m2). (2.91)

To see the bound for tN , just notice that

tN =
∫

∞

0
D̂t(0;s,m2)dt −

∫ 1
4 LN−1

0
D̂t(0;s,m2)dt ⩽ m−2 −Cρ

−2
J L2N−2 (2.92)

by (2.41) and Proposition 2.4.3. The proof of the bound on D̃ΛN
t is analogous to the argument

below (2.62) using that all p that contribute satisfy |p|> 2πL−N and that t > 1
2LN . Indeed,

1
|ΛN | ∑

p ̸=0
λ
|α|/2D̂t(p;s,m2)⩽

1
|ΛN | ∑

p ̸=0
λ
|α|/2

ρ
−2
J te

−c̃(tρ−1
J

√
λJ,m2))

1/4

. (2.93)

The contribution from 2πL−N < |p|⩽ ρ
−1
J is

ρ
−2
J t(ρ−1

J vJt)−|α| 1
|ΛN | ∑

0<|p|⩽ρ
−1
J

(ρ−1
J vJt|p|)|α|e−c(ρ−1

J vJt|p|)1/4

⩽Cαρ
−2
J t(ρ−1

J vJt)−|α| 1
|ΛN | ∑

0<|p|⩽ρ
−1
J

e−
1
2 c(ρ−1

J vJt|p|)1/4
, (2.94)
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but since r 7→ e−cr1/4
is decreasing for r ⩾ 0 and 2πL−N < ρ

−1
J , we have the domination

1
|ΛN | ∑

0<|p|⩽ρ
−1
J

e−
1
2 c(ρ−1

J vJt|p|)1/4
⩽ 2d

∫
|p|⩽2ρ

−1
J

e−
1
2 c(ρ−1

J vJ |p|t)1/4
d p. (2.95)

Hence the contribution from |p|⩽ ρ
−1
J is bounded by C′′

αρ
−2
J t( ρJ

vJt )
|α|+d . Finally, the contri-

bution from |p|⩾ ρ
−1
J is bounded by

C
|ΛN | ∑

|p|⩾ρ
−1
J

|p||α|
ρ
−2
J te−c(ρ−1

J θ
1/2
J |p|t)1/4

⩽Cαρ
−2
J t(ρ−1

J θ
−1/2
J t)−|α|

∑
|p|⩾ρ

−1
J

e−
c
2 (ρ

−1
J θ

1/2
J |p|t)1/4

(2.96)
but again by the same domination, the estimate for |∇αD̃ΛN

t | is the same as that for |∇αDt |.
The claim that DΛN

t (s,m2) is continuous in m2 and attains a limit as m2 ↓ 0 is deduced from
the fact that the partial absolute sums ∑|p|⩽R |D̂t(p;s,m2)| have a bound uniform in R and
m2.
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Appendix 2.A Fourier transform of the standard bump func-
tion

In the proof of Lemma 2.3.1, the decay rate of the Fourier transform of the standard bump
function κ was used. Since we were unable to locate a reference, we include the elementary
proof here.

Proposition 2.A.1. Define κ(x) = e−
1

1−4x2 1|x|<1/2 for x ∈ R and κ̂(p) to be its Fourier

transform. Then κ̂(p) = O(e−|p|1/2
).

Proof. Letting τ(x) = κ(x/2) = e−1/(1−x2)1|x|<1, it is sufficient to prove τ̂(p) = O(e−|2p|1/2
).

One has τ̂(p) =
∫
(−1,1) e−ipx− 1

1−x2 dx. Since τ is analytic and bounded on the rectangle
S = {z ∈ C : Re(z) ∈ (−1,1), Im(z) ∈ (−2,2)}, one may write alternatively

τ̂(p) =
∫

Γ−∪Γ+

e−ipz− 1
1−z2 dz = 2Re

[∫
Γ+

e−ipz− 1
1−z2 dz

]
(2.97)

where Γ± = {±1+(∓1+ i)t ∈ C : t ∈ (0,1]} (with orientations as appropriate). Without
loss of generality, take p > 0. Then change of parameter v = (1+i√

2
)−1√2p(1− z) gives

G(p) :=
∫

Γ+

e−ipz− 1
1−z2 dz =

1√
2p

e−ip− 1
4

∫ 2
√

p

0
e−

√
p 1−i√

2
(v+v−1)−g( 1+i

2
√

p v)dv (2.98)

where g(x) = x
4(2−x) . Since g( 1+i

2
√

pv) is bounded uniformly on v ∈ [0,2
√

p), there is C > 0
such that

|G(p)|⩽ C
2
√

p

∫ 2
√

p

0
e−

√ p
2 (v+v−1)dv ⩽Ce−

√
2p (2.99)

utilising v+ v−1 ⩾ 2.





Chapter 3

Polymer activities

In this chapter, we discuss the polymer activities, and the building blocks of the polymer
expansions. The polymer activity depends on a polymer X and a field ϕ . It is allowed to
be any real-analytic function in ϕ with a restricted growth rate as ∇ϕ → ∞ and decay as
|X | → ∞. They deal with the problem of large fields and the large set, respectively. The
main results of this chapter are Propositions 3.3.5 and 3.3.7 which discuss how the large field
bound is preserved under progressive integrals, i.e., integrating the fluctuation field at scale j.

3.1 Scales, polymers and polymer activities

In this chapter, ΛN always denotes a discrete torus of side length LN , for integers L ∈ 2N+3,
N ⩾ 1. Later we will further assume that L = ℓN′

for integers ℓ ∈ 2N+3, N′ ⩾ 1. We also let
πN : Zd → ΛN be the canonical projection with 0 = πN(0) ∈ ΛN .

3.1.1 Blocks and polymers

We follow the setup for the renormalisation group coordinates of [23]. For any scale
j = 0,1, . . . ,N, we call j-block any set B = x+([−L j−1

2 , L j−1
2 ]∩Z)d for x ∈ L jZd . The

j-blocks in ΛN are the projections πN(B). The set of j-blocks is denoted by B j ≡ B j(Λ
∗)

for either Λ∗ = Z2 or ΛN . It induces a partition of Λ∗ into j-blocks. A j-polymer is any set
X which is obtained as a finite union of j-blocks, and we then denote by B j(X)⊂ B j the
set of j-blocks contained in X . The set of j-polymers is denoted by P j ≡ P j(Λ

∗). Note
that the family P j is decreasing in j. For X ∈ P j, its closure X ∈ P j+1 is the union of all
( j+1)-blocks which intersect X , i.e., X is the ‘smallest’ Y ∈ P j+1 such that X ⊂ Y .

Next, a connected polymer is a polymer X ̸= /0 which forms a connected set in ℓ∞-sense.
Two connected polymers X1,X2 are called connected if X1 ∪X2 is a connected polymer; this
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is denoted by X1 ∼ X2 and we write X1 ̸∼ X2 if X1 and X2 are not connected. The set of
connected j-polymers is denoted by Pc

j ≡ Pc
j (Λ

∗). It is worth highlighting that /0 /∈ Pc
j by

this definition. For X ∈ P j we write Comp j(X)⊂ Pc
j for the set of constituting connected

polymers, i.e., each Y ∈ Comp j(X) is a maximal connected polymer in X and the union
over all such Y is X . A connected polymer X ∈ Pc

j is called a small set if |X | j ⩽ 2d , where
|X | j = |B j(X)| denotes the number of j-blocks contained in X . We write S j ≡ S j(Λ

∗) for
the set of small sets (at scale j). For any X ∈ P j, we define its small-set neighbourhood
as X∗ =

⋃
S where the union ranges over all S ∈ S j such that S∩X ̸= /0. Finally, we call

polymer functions for functions having polymers as their arguments.
For later reference, we note that the combinatorial results of Lemmas 6.15–6.19 from

[23, Section 6.4] all hold in the present setup.

3.1.2 Massless finite-range decomposition

As usual, let J ⊂ Z2 \ {0} be a finite-range step distribution that is invariant under lattice
symmetries, and recall the finite-range decomposition of the associated covariance matrix
CΛ(s,m2) from Propositions 2.1.2 and 2.1.4. To simplify the conditions, we will from now
on always assume that d = 2 and that there is a constant C > 0 such that the parameters from
(2.3)–(2.5) satisfy

|s|⩽ εsθJ, θJ ⩾C−1, C−1
ρJ ⩽ vJ ⩽ ρJ/2. (3.1)

All constants in the sequel are permitted to depend on this constant C but will be otherwise
independent of J. In particular, this assumption holds for any fixed J as in the statement
of Theorem 1.1.1, and it also holds uniformly in ρ for the standard range-ρ distribution Jρ

discussed in Example 2.1.1.
Since Dt is independent of ΛN for scales < 1

4LN−1, setting Dt = 0 for t < ρJ (cf. (2.7)),
we define for j ⩾ 0,

Γ j+1(s,m2) =
∫ 1

4 L j+1

1
4 L j

Dt(s,m2)dt,

Γ
ΛN
N (s,m2) =

∫
∞

1
4 LN−1

D̃ΛN
t (s,m2)dt,

(3.2)
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and set Γ j, j′ = ∑
j′
k= j+1 Γk so that, in view of (2.15), we obtain

CΛN (s,m2) = Γ1(s,m2)+ · · ·+ΓN−1(s,m2)+Γ
ΛN
N (s,m2)+ tN(s,m2)QN

= Γ0,N−1(s,m2)+Γ
ΛN
N (s,m2)+ tN(s,m2)QN . (3.3)

The matrices Γ j have range 1
4L j by (2.8) and satisfy the following bounds, which are

straightforward consequences of Propositions 2.1.2 and 2.1.4.

Corollary 3.1.1. Let d = 2 and assume (3.1). Then Γ j+1 is analytic in |s|< εsθJ ,

|∇α
Γ j+1(0,x;s)|⩽

Cαρ
−2
J L− j|α| if |α|⩾ 1

C0ρ
−2
J logL if α = 0

(3.4)

and
Γ j+1(0,0;s) =

logL
2π(v2

J + s)
+O(ρ−1

J L− j), (3.5)

and the estimates (3.4) also hold for Γ
ΛN
N and we have tN(s,m2) = m−2 +O(ρ−2

J L2N).

We are ultimately interested in taking m2 ↓ 0. While the zero mode tN(s,m2) diverges as
m−2 as m2 ↓ 0 like the torus Green function, the covariances Γ j and their discrete derivatives
are continuous as m2 ↓ 0, and this allows to directly set m2 = 0 in these. This is made precise
by the following lemma. To simplify notation, we let Eζ

Γ
be the expectation of a Gaussian

field ζ with covariance Γ. We omit Γ or ζ whenever the choices are clear from the context,
and we will abbreviate from now on Γ j = Γ j(s) = Γ j(s,0) and Γ

ΛN
N = Γ

ΛN
N (s) = Γ

ΛN
N (s,0),

i.e., m2 is set to 0 and the dependence on s is often made implicit.

Lemma 3.1.2. Let s be as in (3.1), let κ < θJ + s, and let F : RΛ → R be a smooth function
satisfying |F(ϕ)|⩽ eκ(∇ϕ,∇ϕ). Then as m2 ↓ 0,

ECΛN (s,m2)F ∼ Eϕ ′

tN(s,m2)QN
Eζ

Γ0,N−1(s)+Γ
ΛN
N (s)

F(ϕ ′+ζ ), (3.6)

where on the right-hand side ϕ ′ is (centered) Gaussian with covariance tN(s,m2)QN and ζ

is (centered) Gaussian with covariance Γ0,N−1(s)+Γ
ΛN
N (s), and a ∼ b means lima/b = 1.

Proof. Provided sufficient integrability holds, by (3.3) and the fact that the sum of indepen-
dent Gaussian vectors is Gaussian with covariance the sum of the convariances, we have the
identity

ECΛN (s,m2)F = Eϕ ′

tN(s,m2)QN
Eζ

Γ1(s,m2)+···+ΓN−1(s,m2)+Γ
ΛN
N (s,m2)

F(ϕ ′+ζ ) (3.7)
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and thus

1 ∼
Eϕ ′

tN(s,m2)QN
Eζ

Γ1(s,0)+···+ΓN−1(s,0)+Γ
ΛN
N (s,0)

F(ϕ ′+ζ )

ECΛN (s,m2)F
(m2 ↓ 0), (3.8)

where we used that Γ j(s,m2) and Γ
ΛN
N (s,m2) are continuous as m2 ↓ 0 which implies that

the inner Gaussian expectation in the numerator is continuous as m2 ↓ 0 if F is integrable
uniformly in m2.

To see the integrability of the function ϕ 7→ eκ(∇ϕ,∇ϕ) = eκ(ϕ,−∆ϕ), it is enough to check
that κ(−∆) < CΛN (s,m2)−1 for each m2 > 0 and sufficiently small κ . But by definition
CΛN (s,m2)−1 ⩾−∆J − s∆ ⩾−(θJ + s)∆, so this holds as long as κ < θJ + s.

Now suppose we have a function Z0
0( · |ΛN) : RΛN → R that describes the distribution

of the field ϕ ∈ RΛN , i.e., the field theory of ϕ , whose precise form is given later in (6.40).
Then functions Z0

j ( · |ΛN) : RΛN → R are defined inductively by

Z0
j+1(ϕ|ΛN) = EΓ j+1[Z

0
j (ϕ +ζ |ΛN)], (3.9)

where the expectation is taken over ζ ∼ N (0,Γ j+1); here we emphasise again that Γ j+1 =

Γ j+1(s,0), and we assume that Z0 is such that the integrals exist. Then by the previous
lemma, and again using that the sum of independent Gaussian vectors is Gaussian with
covariance the sum of the covariances,

Eζ

CΛN (s,m2)
Z0(ϕ +ζ |ΛN)∼ E

Γ
ΛN
N (s)+tN(s,m2)QN

Z0
N−1(ϕ +ζN +ζN̂ |ΛN) (m2 ↓ 0),

=: EtN(s,m2)QN
Z0

N(ϕ +ζN̂ |ΛN) (3.10)

where as usual the expectations are over ζ ∼ N (0,CΛN (s,m2)), ζN ∼ N (0,ΓΛN
N (s)) and

ζN̂ ∼ N (0, tN(s,m2)QN). For the purpose of Theorem 1.1.1, we will see the integral over
ζN̂ ∼ N (0, tN(s,m2)QN) as N → ∞ only in Section 9.1. Therefore we can and will focus on
the massless covariances Γ j(s) and Γ

ΛN
N (s) in Sections 3.2–Chapter 8.

We conclude this short section with the following factorisation property implied by the
finite range property of the covariances.

Lemma 3.1.3. Let X ,Y ⊂ ΛN with min{d∞(x,y) : x ∈ X ,y ∈ Y} ⩾ 1
4L j+1. Then for all

functions F(X) : RX → R and F(Y ) : RY → R such that the following integrals exist,

Eζ

Γ j+1

(
F(X ,ϕ +ζ )F(Y,ϕ +ζ )

)
= Eζ

Γ j+1
(F(X ,ϕ +ζ ))Eζ

Γ j+1
(F(Y,ϕ +ζ )). (3.11)
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In particular, assuming L ⩾ 2d+2, this applies if X and Y are scale-( j+1) polymers that do
not touch, i.e., X and Y are distinct elements of Comp j+1(X ∪Y ), and F(X) : RX∗ → R and
F(Y ) : RY ∗ → R where X∗ and Y ∗ denote the small set neighbourhoods of X and Y at scale
j.

Proof. (3.11) is immediate from the finite-range property of the covariance Γ j+1 (recall that
Γ j+1 has range at most 1

4L j+1, cf. (3.2) and (2.8)) and the fact that two jointly Gaussian
random variables are independent if their covariance vanishes.

The claim below (3.11) then follows from the fact that if X and Y are scale-( j + 1)
polymers that do not touch, their ℓ∞-distance is at least L j+1 and their scale- j small set neigh-
bourhoods X∗ and Y ∗ then still have distance at least L j+1−2d+1L j = L j+1(1−2d+1L−1)⩾
1
2L j+1 ⩾ 1

4L j+1.

In the rest of the thesis, we write E for EΓ j+1 (respectively, E
Γ

ΛN
N

) when we are working

at scale j (respectively, N −1) , where Γ j+1 = Γ j+1(s,0) (respectively, Γ
ΛN
N = Γ

ΛN
N (s,0)) is

the covariance introduced below in (3.2). Typically, j without further specification is allowed
to take values j = 1, . . . ,N −1, where N ⩾ 1 refers to the exponent of the underlying torus
size LN , for some L > 1.

3.1.3 Scale subdecomposition

In some places, it is necessary to subdecompose each Γ j+1 further to obtain better integrability
and related better contractivity of the renormalisation group map. (For example, in the proof
of Proposition 3.3.5 below this subdecomposition allows to choose κL of order 1/(logL).
Since 1/κL appears in various error terms, this integrability is especially important to get to
the critical temperature or close to it). More precisely, we subdecompose each scale j further
into fractional scales j+ s with

s ∈ IN′ := {0,1/N′, . . . ,1−1/N′} (3.12)

where N′ is an integer such that L = ℓN′
for an integer ℓ. Corresponding to the fractional

scales, we define covariances analogously to (3.2), i.e.,

Γ j+s, j+s′ =
∫ 1

4 L j+s′

1
4 L j+s

Dt dt, s ∈ IN′ , s′ ∈ IN′ +
1
N′ (3.13)
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for j < N −1, and for j = N −1,

Γ
ΛN
j+s, j+s′ =


∫ 1

4 L j+s′

1
4 L j+s D̃ΛN

t dt if s′ < 1∫
∞
1
4 L j+s D̃ΛN

t dt if s′ = 1.
(3.14)

In particular Γ j, j+1 = Γ j+1. These covariances admit estimates that are analogous to those
for Γ j+1 in Corollary 3.1.1 and they are again corollaries of Proposition 2.1.2 and Proposi-
tion 2.1.4.

Lemma 3.1.4. Let d = 2 and assume (3.1). Then for s ∈ IN′ and s′ = s+(N′)−1,

|∇α
Γ j+s, j+s′|⩽

Cαρ
−2
J L−( j+s)|α| if |α|⩾ 1

C0ρ
−2
J logℓ if α = 0.

(3.15)

and the estimates also hold for Γ
ΛN
N−1+s,N−1+s′ .

Finally, for each fractional scale j+ s, we also introduce the corresponding division of
the torus into blocks and polymers, exactly as in Section 3.1.1. Thus P j+s is the set of
polymers composed of blocks in B j+s of (integer) side lengths L j+s = L jℓk if s = k/N′.
Given X ∈ P j+s, we define Xs′ (s ⩽ s′) to be the smallest j+ s′-polymer that contains X ,
i.e., Xs′ consists of all blocks of side length L j+s′ that intersect X . In particular, (Xs)s′ = Xs∨s′

and X = X1.

3.1.4 Tilted expectations

When we consider the Gaussian integration with covariance Γ, we also consider tilted
expectations E(ω) given by

E(ω),Γ[F(ζ )] =
EΓ[eω(f̃,ζ )F(ζ )]

EΓ[eω(f̃,ζ )]
, f̃ ∈ RΛ (3.16)

for a (complex) parameter ω in order to facilitate the computation of the moment generating
function, and we drop Γ whenever the choice is clear from the context. The tested function f̃

is called the external field. We restrict the amount of tilting by restricting |ω|< hω for hω

sufficiently small and imposing the following condition on f̃ for given M,ρ > 0 and n ∈ Z⩾1

and confine the support in a range defined by the observable scale js.
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(A′
f ) f̃ is decomposed as f̃ = ∑

n
i=1 Tyi f̃i where each f̃i ∈ RZ2

is a function with compact
support, 0 ∈ supp(f̃i). Also, given an observable scale js ⩾ 0,

max
i=1,··· ,n

{diam(supp(f̃i))}⩽ ρ ⩽
1

12
L js+1, max

i=1,··· ,n
{∥f̃i∥L∞}⩽ M, (3.17)

with nMρ2 ⩽ C for some absolute constant C (that does not depend on any other
parameter).

Note that we allow ∑
n
i=1 ∑x f̃(x) ̸= 0 compared to (A f ) and take nMρ2 ⩽C. In principle,

the estimates coming below should be depending on this constant C, but as C does not depend
on any other parameter, we never make this explicit. Thus the condition nMρ2 ⩽C makes
the estimates uniform in the choice of M and ρ . f̃ will be defined in terms of fε or f for
Theorem 1.1.3 and Theorem 1.1.5, but we leave freedom of choice for now. We also mention
that, since f̃ is a function on Z2 with compact support, f̃ can also be considered as a function
on ΛN as long as LN is sufficiently large compared to maxi{∥yi∥2} and ρ . There are no
restrictions on yi’s other than this (so in particular, Tyi f̃i’s are allowed to overlap).

In most situations, we will see that the tilted expectation can be treated by complex shift
of variables, yielding

E(ω),Γ j [F(ζ )] = E[F(ζ +ωΓ j f̃)]. (3.18)

Thus it is helpful to define

u j =
n

∑
i=1

u j,i, u j,i =

Γ j f̃i ( j > js)

0 ( j ⩽ js)
(3.19)

for i = 1, · · · ,n, where each f̃i is as in (A′
f ). Then we may simply note the following,

according to the properties of Γ j.

Lemma 3.1.5. Let f̃ satisfy (A′
f ) and u j,α be defined by (3.19). Then u j,α is supported on

B j
0, the unique block in B j that contains 0 and

max
µ∈ên

∥∇
µu j,α∥L∞ ⩽

C0Mρ2 logL (n = 0)

CnMρ2L− jn (n > 0).
(3.20)
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Proof. Since u j,α ≡ 0 for j ⩽ js, we only consider j > js. If x ̸∈ B0
j , then d∞(0,x)⩾ L j

3 so

for y ∈ Λ such that d∞(0,y)⩽ ρ , we have d∞(x,y)⩾ L j

3 −ρ ⩾ L j

4 . Thus

u j,α(x) = ∑
∥y∥∞⩽ρ

Γ j(x− y)f̃(y) = 0 (3.21)

since Γ j(x− y) = 0 whenever d∞(x,y)⩾ L j/4. Thus u j,α is supported on B0
j .

To see the bound on u j,α , we may use the bound ∥Γ j∥L∞ ⩽C logL (Corollary 3.1.1) to
see

|u j,α(x)|=
∣∣∣ ∑
∥y∥∞⩽ρ

Γ j(x− y)f̃(y)
∣∣∣⩽CMρ

2 logL, (3.22)

while for the derivatives, we have even better bounds because ∥∇nΓ j∥L∞ ⩽CnL−n j, so

|∇u j,α(x)|=
∣∣∣ ∑
∥y∥∞⩽ρ

∇Γ j(x− y)f̃(y)
∣∣∣⩽ Mρ

2CnL−n j. (3.23)

Although u j,α is supported inside B j
0, its translation Tyα

u j,α is not necessarily contained
in a j-block. Thus we let Q j

yα
be the j-polymer of four blocks that necessarily contains

Tyα
u j,α . More precisely, let yα = (yα,1,yα,2) ∈ Z2 and

B j
α,1 = unique block in B j that contains (y1 − (L j −1)/2,y2 − (L j −1)/2)

B j
α,2 = B j

1 +L je1, B j
α,3 = B j

1 +L je2, B j
α,4 = B j

1 +L1(e1 + e2)
(3.24)

where {e1,e2} is the standard basis of Z2 and

P j
y⃗ = ∪n

α=1Q j
yα
, Q j

yα
=


∪4

l=1B j
α,1 ( j > js)

Q js+1
yα

( j = js)

/0 ( j < js).

(3.25)

We have only seen the case j > js, but we have also defined Q j
yα

for j ⩽ js for later use. We
summarise the list of properties of u j,α as the following, where we use

∥u∥C2
j
= max

n=0,1,2
sup
µ∈ên

Ln j∥∇
µu∥L∞. (3.26)
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(A′
u) The sequence (u j) j⩾1 has decomposition u j =∑

n
i=1 Tyiu j,i such that ∥u j,i∥C2

j
⩽Cn−1 logL

and u j,i is supported on B j
0 for each j,α . Thus Tyiu j,i is supported on Q j

yi ∈ P j. Also,
u j,i ≡ 0 when j ⩽ js for the observable scale js.

Again, C will be a constant independent of all the other parameters, so we do not mention
the dependence on it.

3.2 Polymer activities and their norms

Our choices of norms are almost the same as that in [35, Section 5.1], which are closely
related to those of [23, 30]. Compared to these references, we simplify the construction
somewhat and make the estimates explicit to obtain uniform control in the range of the step
distribution.

Recall that ΛN denotes the discrete d-dimensional torus of side length LN , for integers
N,L ⩾ 1. Unless explicitly stated otherwise, all results in this section (implicitly) hold for any
choice of N and L. In the sequel, we make frequent use of the notation and setup introduced
in Sections 3.1.1-3.1.2. In particular, E is Eζ

Γ j+1
if j+1 < N and Eζ

ΓΛ
N

if j+1 = N.

Basic definitions

Following Section 1.3.2, we suppose that a renormalised ‘bulk’ theories are described by
(Z0

j ) j⩾0 inductively defined as

Z0
j+1(ϕ|Λ) = E[θζ Z0

j (ϕ|Λ)] (3.27)

where we use notation θζ F(·) = F(·+ζ ) now, and each Z0
j admits expansion

Z0
j (ϕ|Λ) = e−E j+1|Λ| ∑

X∈P j(Λ)

eU j(Λ\X ,ϕ)K0
j (X ,ϕ), (3.28)

where we recall the definition of polymers P j from Section 3.1.1. Compared to Section 1.3.2,
we added superscripts 0 to indicate that the external source field is set to 0, and to distinguish
them from the ‘observable’ theories introduced later. In this representation, E j is going to be
a suitable scalar, and U j and K0

j will be scale j polymer functions. U j will be the leading
term and K0

j will be a remainder coordinate, which are both functions of both the polymer
X ∈ P j and the field ϕ . Their main features will be characterised by factorisation properties:

eU j(X ,ϕ) = (eU j(·,ϕ))X , K0
j (X ,ϕ) = (K0

j )
⊗X(ϕ) (3.29)
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where we have used polymer powers

FX(ϕ) = ∏
B∈B j(X)

F(B,ϕ), F⊗X(ϕ) = ∏
Y∈Comp j(X)

F(Y,ϕ) (3.30)

for any F : P j ×RΛ → C, with the convention that the product over the empty set equals
1. In particular, the tuple (K0

j (X))X∈P j is determined by (K0
j (X))X∈Pc

j
. The latter is an

example of a polymer activity. We formalise the space of polymer actitivities as follows, and
then define norms on polymer activites in the remainder of this section. We also allow the
dependence on a complex variable ω ∈ Dhω

= {z ∈ C : |z|< hω}.

Definition 3.2.1. For X ∈ P j and hω > 0, we write N j(X) for the space C∞(RX∗
) and

N j,hω
(X) for C∞(RX∗ ×Dhω

), analytic in the second component. For F ∈ N j(X) (or ∈
N j,hω (X)) and ϕ ∈ RΛ, we make the identification F(ϕ) = F(ϕ|X∗). In particular, F(ϕ)

only depends on ϕ|X∗ and we have the natural inclusions N j(X)⊂ N j(Y ) (and N j,hω
(X)⊂

N j,hω
(Y )) if X ⊂ Y .

A scale- j polymer activity is a tuple K = (K(X))X∈Pc
j
, where for each connected polymer

X ∈ Pc
j , the corresponding component is a function K(X) ∈ N j(X). Any polymer activity

K is identified with its extension (K(X))X∈P j to all (not necessarily connected) polymers
by K(X) = K⊗X . Tuple (K(X) ∈ N j,hω

(X))X∈Pc
j

is called ω-polymer activity and the same
remark applies.

We denote the space of scale- j polymer activities by N j and the scale- j ω-polymer
activities by N j,hω

.

Note that (3.29) implies that K( /0) = 1 for any polymer activity K according to Defini-
tion 3.2.1, and that, with the restriction to connected polymers, the scale- j polymer activities
form a linear space with 0 element given by K(X) = 1X= /0.

3.2.1 Norms

To define norms on polymer activities, we first define norms of lattice functions which will
enter the definition of norms on polymer activities. Recall that {e1,e2} is the standard basis
of unit vectors with nonnegative components spanning Z2 or the local coordinates of ΛN ,
and ê = {±e1,±e2} and for any multi-index (µ) ∈ ên, ∇(µ) = ∇µ1 · · ·∇µn . For functions
f ,g : ΛN → C and n ⩾ 0, we denote ∇n f for the collection (∇µ⃗ f : |⃗µ| = n), define inner
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products

( f ,g)X = ∑
x∈X

f (x)g(x),

(∇n f ,∇ng)X = 2−n
∑

(µ)=(µ1,··· ,µn)∈ên
∑
x∈X

∇
µ⃗ f (x)∇µ⃗g(x)

(3.31)

(the factors 2−n in (3.31) are natural because each coordinate direction appears with positive
and negative sign in the sum) and

|∇n f |2X = (∇n f ,∇n f )X (3.32)

so that ( f ,−∆ f )ΛN = |∇ f |2
ΛN

by summation by parts.
At scale j, it is further natural to consider the rescaled derivatives

∇
n
j f = L jn

∇
n f . (3.33)

Definition 3.2.2. Let n ∈ N, X ∈ P j and f : {x : d1(x,X)⩽ n} → C where d1 is the graph
distance on ΛN . With (µ) ranging over {±e1,±e2}n in the sequel, define

∥∇
n
j f∥L∞(X) = max

(µ)
max
x∈X

|∇(µ)
j f (x)| (3.34)

∥∇
n
j f∥2

L2
j(X)

= L−2 j|∇n
j f |2X (3.35)

∥∇
n
j f∥p

L2
j(∂X)

= L− j|∇n
j f |2

∂X (3.36)

∥ f∥C2
j (X) = max

n=0,1,2
∥∇

n
j f∥L∞(X). (3.37)

(In (3.36) and elsewhere, ∂U refers to the inner vertex boundary of U ⊂ ΛN with respect to
the graph distance d1.)

These norms on lattice functions provide the basis for the norms on polymer activities that
we use and which we introduce next. The norm is scale-dependent and measures smoothness
of polymer activities with respect to typical fields at scale j, which are lattice functions ϕ

with bounded C2
j norm. The norm needs to permit growth when ∇ϕ is large and give small

weight to large sizes of polymers X . These two aspects are accounted for by two weights:
the (large-field) regulator G j for growth in ∇ϕ (see Definition 3.2.3 and (3.44)) and the
parameter A > 1 (the large-set regulator) for decay in the size of the polymer (see (3.45)).

We start by measuring the size of a polymer activity for fixed ϕ and X . For all n ∈ N,
given K(X , ·) ∈ N j(X), its n-th order derivative DnK along the directions f1, . . . fn ∈ RX∗

is
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given by

DnK(X ,ϕ)( f1, · · · , fn) = ∑
x1,··· ,xn∈X∗

∂ nK(X ,ϕ)

∂ϕ(x1) · · ·∂ϕ(xn)
f (x1) · · · f (xn), (3.38)

with the convention D0K = K. For X ∈ Pc
j , K(X) ∈ N j(X) and ϕ ∈ RΛN , set

∥DnK(X ,ϕ)∥n,Tj(X ,ϕ) = sup
{
|DnK(X ,ϕ)( f1, · · · , fn)| : ∥ fk∥C2

j (X
∗) ⩽ 1, k = 1, . . . ,n

}
,

(3.39)
with the convention ∥D0K(X ,ϕ)∥0,Tj(X ,ϕ) = |K(X ,ϕ)|. Then, for a parameter h> 0, define

∥K(X ,ϕ)∥h,Tj(X ,ϕ) =
∞

∑
n=0

hn

n!
∥DnK(X ,ϕ)∥n,Tj(X ,ϕ). (3.40)

In the subscripts, we used labels ‘T ’ to indicate that the (semi-)norms are obtained by
summing the absolute values of each term in the Taylor series. On the other hand, n, j,X ,ϕ

and h are objects that actually appear in the definitions. Note that (3.38) only depends on the
fk in X∗, but that the norms ∥ fk∥C2

j (X
∗) in (3.39) actually depend on fk in a neighbourhood of

X∗. The supremum in (3.39) is thus over all fk ∈ RΛ or equivalently over all extensions of
fk ∈ RX∗

to a suitable neighbourhood of X∗.
The ∥·∥h,Tj(X ,ϕ)-norm measures the size of K in a manner depending on ϕ and X . The

norms on functions of (X ,ϕ) are defined by weighted supremum norms. The large-field
regulator which is the ϕ-dependent weight is defined next.

Definition 3.2.3. Given c2,κ ≡ κL > 0, define the large-field regulator for X ∈ P j and
ϕ ∈ RΛN by

G j(X ,ϕ) = exp
{

κ

(
∥∇ jϕ∥2

L2
j(X)

+ c2∥∇ jϕ∥2
L2

j(∂X)
+Wj(X ,∇2

jϕ)
2
)}

(3.41)

where
Wj(X ,∇2

jϕ)
2 = ∑

B∈B j(X)

∥∇
2
jϕ∥2

L∞(B∗). (3.42)

The particular form of the regulator is motivated by its properties stated in Section 3.3
below. Finally, the definition of the norms on polymer activities is given by the following
definition.
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Definition 3.2.4. For a j-scale polymer activity K and X ∈ P j, define

∥DnK(X)∥n,Tj(X) = sup
ϕ∈RX∗

(G j(X ,ϕ))−1∥DnK(X ,ϕ)∥n,Tj(X ,ϕ) (3.43)

∥K(X)∥h,Tj(X) = sup
ϕ∈RX∗

(G j(X ,ϕ))−1∥K(X ,ϕ)∥h,Tj(X ,ϕ) (3.44)

∥K∥h,Tj,A = sup
X∈Pc

j (ΛN)

A|X | j∥K(X)∥h,Tj(X). (3.45)

We will sometimes abbreviate ∥K∥ j = ∥K∥h,Tj = ∥K∥h,Tj,A whenever the choice of h and A
are clear form the context.

Analogues on ω-polymer activities can also be defined. Derivative in variable ω ∈ Dhω

will be denoted ∂ω .

Definition 3.2.5. Given hω > 0 and a complex analytic function f : Dhω
→ C, let

∥ f∥hω ,T =
∞

∑
m=0

hm
ω

m!
|∂ m

ω f (0)|. (3.46)

If h⃗= (h,hω), then for a j scale ω-polymer activity K, let

∥K(X ,ϕ; ·)∥⃗
h,Tj(X)

=
∞

∑
m=0

hm
ω

m!
∥∂

m
ω K(X ,ϕ;ω)|ω=0∥h,Tj(X ,ϕ) (3.47)

∥K(X)∥⃗
h,Tj(X)

= sup
ϕ∈RX∗

(G j(X ,ϕ))−1∥K(X ,ϕ)∥⃗
h,Tj(X ,ϕ)

(3.48)

∥K∥⃗
h,Tj,A

= sup
X∈Pc

j (ΛN)

A|X | j∥K(X)∥⃗
h,Tj(X)

. (3.49)

We will sometimes abbreviate ∥K∥ j = ∥K∥⃗
h,Tj

= ∥K∥⃗
h,Tj,A

whenever the choice of h⃗ and A
are clear form the context.

There is a slight abuse of notation for ∥K∥ j since it could either mean ∥K∥h,Tj,A or
∥K∥⃗

h,Tj,A
depending on the context, but there should be no confusion since we almost always

measure ∥K∥⃗
h,Tj,A

for K that depends on ω .
These norms and the associated spaces (of polymer activities of finite norm) implicitly

depend on the choice of ΛN . However, the definitions are essentially local and it is thus
possible to define an infinite-volume analogue of the norm, see Section 7.2. The space of
polymer activities in N j(X) with finite ∥·∥h,Tj(X) norm is complete, see Appendix 3.B, and as
a consequence the space of polymer activities in N j with finite ∥·∥h,Tj norm is also complete.
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3.2.2 Norm on U j

In the expansion (3.28), we use a specific form of U j given by

U j(X ,ϕ) =
1
2

s j|∇ϕ|2X +Wj(X ,ϕ)

Wj(X ,ϕ) = ∑
x∈X

∑
q⩾1

L−2 jz(q)j cos(qβ
1/2

ϕ(x))
(3.50)

for some s j ∈R and (z(q)j )q⩾1 ⊂R, where we recall (3.32) for |∇ϕ|2. We will see z(q)j has an
exponential decay as q → ∞, so it will be natural to define the following norm on U j.

Definition 3.2.6. Let γ be as in (2.1), A the large set regulator and c f =
1
4γ . Then given U j

of form (3.50), let

∥U j∥ j ≡ ∥U j∥ΩU
j
= Amax

{
|s j|, sup

q⩾1
ec f βq|z(q)j |

}
. (3.51)

Denote ΩU
j for the space of U j with ∥U j∥Ω j < ∞.

In particular, note for later purposes that ∥Wj∥ j ≡ ∥Wj∥ΩU
j

is also defined by (3.51) and
corresponds to s j = 0.

We will see the legitimacy of c f =
1
4γ in Chapter 6 once the decay rate of |z(q)j | is known.

We will now partially clarify the relationship between c f and h in Lemma 3.2.8, where we
also establish the relation between ∥·∥

ΩU
j

and ∥·∥h,Tj . For this purpose, we state the following
preparatory lemma.

Lemma 3.2.7. For B ∈ B j, µ,ν ∈ ê and h> 0,

∥(∇µ
ϕ,∇ν

ϕ)B∥h,Tj(B,ϕ) ⩽ 4(h2 +∥∇ jϕ∥2
L∞(B)) (3.52)

and
∥ei

√
βqϕ(x0)∥h,Tj(B,ϕ) = e

√
β |q|h, x0 ∈ B. (3.53)

Proof. One has the following exact derivatives of 1
2 |∇ϕ|2B:

Dϕ((∇
µ

ϕ,∇ν
ϕ)B)( f ) = ∑

y∈B
∂

µ fy∂
ν
ϕ(y)+∂

ν fy∂
µ

ϕ(y) (3.54)

D2
ϕ((∇

µ
ϕ,∇ν

ϕ)B)( f ,g) = ∑
y∈D

∂
µ fy∂

νgy +∂
µgy∂

ν fy (3.55)

and hence ∥(∇µϕ,∇νϕ)B∥h,Tj(B,ϕ) ⩽ 2(h+∥∇ jϕ∥L∞(B))
2, from which (3.52) follows.
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The identity (3.53) also follows easily from the definition of the norm since

Dn
ϕei

√
βqϕ(x)( f1, · · · , fn) = (i

√
βq)nei

√
βqϕ(x)

n

∏
k=1

fk(x), (3.56)

which gives the claimed bound when substituted in the definition of the norm. It can
conceptually be understood from the fact that the right-hand side is the supremum of |ei

√
βqϕ |

for ϕ in a strip of width h around the real axis.

Lemma 3.2.8. Assume β ⩾ 2h2c−2
f and h⩾ c1/2

f . Then for any B ∈ B j,

∥s j|∇ϕ|2B∥h,Tj(X) ⩽C|s j|(h2 +∥∇ jϕ∥2
L∞(B)),

∥Wj(B,ϕ)∥h,Tj(X) ⩽CA−1∥Wj∥ΩU
j
.

(3.57)

Proof. The first line of (3.57) is just (3.52). For the norm on Wj, we use the triangle inequality
and the conditions on β , c f , h and (3.53).

∥Wj(B,ϕ)∥h,Tj(B,ϕ) ⩽ ∑
q⩾1

∥ei
√

βqϕ(x0)∥h,Tj(B,ϕ)|z
(q)
j |

⩽ A−1
∑
q⩾1

e−q(c f β−
√

βh)∥Wj∥ΩU
j
⩽CA−1∥Wj∥ΩU

j
(3.58)

for any B ∈ B j.

3.2.3 Choice of parameters

We now give an overview of how the parameters h,A,c2,κL will eventually be chosen; see also
Definition 6.3.2 and Remark 6.3.3. The constants c2,κL will be fixed below Proposition 3.3.5
(see Remark 3.3.8) as c2 > 0 sufficiently small (independent of L), and κL of order (logL)−1.
The large set weight A will be chosen large enough as a function of L in Theorem 6.1.3
(essentially in such a way that the conclusions of Proposition 4.1.5 below hold). This leaves
h, which we allow its dependency on j by letting h= h j where

h j =

2h ( j ⩽ js)

h ( j > js)
(3.59)
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where h will be picked large enough so that the conclusions of Lemma 5.4.7 hold. To be
specific, if we are given β ⩾ 2max{c−1

f ,c−2
f } and some parameter r > 0, we let

h = max{c1/2
f ,rchρ

−2
J

√
β ,ρ−1

J }. (3.60)

ch is a constant specified by Lemma 5.4.5 later (but is an absolute constant that only depends
on the finite range decomposition of Chapter 2). If we further choose r sufficiently small so
that ρ2

J ⩾
√

2rchc−1
f , then β and h= h j satisfy the assumptions of Lemma 3.2.8. But since

only the order of magnitude of h matters in most of the inequalities, we will persist with
using h instead of making the dependence on j explicit. We also try to make these choice of
parameters explicit whenever it seems appropriate.

3.3 Properties of the norms and the regulator

We start by remarking that ∥·∥h,Tj(X ,ϕ) can be considered as ∥·∥⃗
h,Tj(X ,ϕ)

with hω = 0. Thus,
unless otherwise stated, all the properties on the ∥·∥⃗

h,Tj(X ,ϕ)
would also apply to ∥·∥h,Tj(X ,ϕ).

Conversely, since ∥·∥⃗
h,Tj(X ,ϕ)

can be thought of as ∥·∥h,Tj(X ,ϕ) with an external block with
field value ω , some results we cite from [23] should hold the same for ∥·∥⃗

h,Tj(X ,ϕ)
.

3.3.1 Key inequalities

The most fundamental properties of the seminorm ∥·∥⃗
h,Tj(X ,ϕ)

is its submultiplicativity
property, and its monotonicity in the base polymer X and in the scale j. These properties
will be used heavily, but not always explicitly.

Lemma 3.3.1. Suppose X ,Y ∈ P j with Y ⊂ X, and let F(Y ) ∈ N j,hω
(Y ) (here recall the

inclusion N j,hω
(Y )⊂ N j,hω

(X) from Definition 3.2.1). Then for each n ⩾ 0,

(i) ∥DnF(Y,ϕ)∥n,Tj+1(Y,ϕ) ⩽ ∥DnF(Y,ϕ)∥n,Tj(Y,ϕ), and (3.61)

(ii) ∥DnF(Y,ϕ)∥n,Tj(Y,ϕ) ⩽ ∥DnF(Y,ϕ)∥n,Tj(X ,ϕ). (3.62)

Hence,

∥F(Y,ϕ)∥⃗
h,Tj+1(Y,ϕ)

⩽ ∥F(Y,ϕ)∥⃗
h,Tj(Y,ϕ)

, ∥F(Y,ϕ)∥⃗
h,Tj(Y,ϕ)

⩽ ∥F(Y,ϕ)∥⃗
h,Tj(X ,ϕ)

.

(3.63)
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Moreover, for Y1,Y2,X ∈ P j with Y1,Y2 ⊂ X (with Y1 and Y2 not necessarily disjoint), and
F(Yi) ∈ N j,hω

(Yi), the following submultiplicativity property holds:

∥F1(Y1,ϕ)F2(Y2,ϕ)∥⃗h,Tj(X ,ϕ)
⩽ ∥F1(Y1,ϕ)∥⃗h,Tj(Y1,ϕ)

∥F2(Y2,ϕ)∥⃗h,Tj(Y2,ϕ)
. (3.64)

Proof. To see (i), notice that for any f ∈ RΛ, we have ∥ f∥C2
j (Y

∗) ⩽ ∥ f∥C2
j+1(Y

∗). Hence

{ f ∈ RΛ : ∥ f∥C2
j+1(Y

∗) ⩽ 1} ⊂ { f ∈ RΛ : ∥ f∥C2
j (Y

∗) ⩽ 1} and (i) follows readily in view of
(3.39). For (ii), we have for any f : Λ →R that ∥ f∥C2

j (Y
∗) ⩽ ∥ f∥C2

j (X
∗), and the result follows

similarly. On account of (3.40), the inequalities in (3.63) are immediate consequences of (i)
and (ii), respectively. For the submultiplicativity property, see [23, Lemma 6.7].

Corollary 3.3.2. For each k ⩾−1,

∥∥∥eF1(X ,ϕ;ω)−
k

∑
m=0

1
m!

(F1(X ,ϕ;ω))m
∥∥∥⃗
h,Tj(X ,ϕ)

⩽
∞

∑
m=k+1

1
m!

∥F1(X ,ϕ;ω)∥m
h⃗,Tj(X ,ϕ)

(3.65)

with convention ∑
−1
m=0(· · ·)≡ 0.

Proof. Consider the sequence of polymer activities

Hl(X ,ϕ;ω) =
l

∑
m=0

1
m!

(F1(X ,ϕ))m. (3.66)

Then by the submultiplicativity, (3.64), we have

∥Hl(X ,ϕ;ω)∥⃗
h,Tj(X ,ϕ)

⩽ exp
(
∥F1(X ,ϕ; ;ω)∥⃗

h,Tj(X ,ϕ)

)
. (3.67)

Since eF1 is a pointwise limit of Hl and Dn∂ m
ω Hk(X ,ϕ;ω)→ Dn∂ m

ω eF1(X ,ϕ;ω) as l → ∞ for
each n,m ⩾ 0, we have

n+m⩽N′

∑
n,m⩾0

hm
ωh

n

m!n!

∥∥Dn
∂

m
ω eF1(X ,ϕ;0)∥∥

n,Tj(X ,ϕ)
⩽ limsup

l→∞

∥Hl(X ,ϕ;ω)∥⃗
h,Tj(X ,ϕ)

(3.68)

for any N′ > 0 so we see in fact∥∥eF1(X ,ϕ;ω)
∥∥⃗
h,Tj(X ,ϕ)

⩽ exp
(
∥F1(X ,ϕ; ;ω)∥⃗

h,Tj(X ,ϕ)

)
< ∞, (3.69)

which is (3.65) with k =−1. Bounds for k ⩾ 0 are obtained similarly.

The next property of the regulator is the following basic inequality that allows to absorb
polynomial error bounds in the fields when changing from one scale to the next.
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Lemma 3.3.3. For all c2,κL > 0, X ∈ S j for some 0 ⩽ j < N, all x0 ∈ X and ϕ ∈ RΛN ,
defining δϕ(x) = ϕ(x)−ϕ(x0), one has

κ
k/2
L ∥δϕ∥k

C2
j (X

∗)
⩽C(k)G j(X ,ϕ), k ∈ N. (3.70)

Proof. See Section 3.7.2.

The next property of the regulator involves what is called the strong regulator in [23]:

w j(X ,ϕ)2 = ∑
B∈B j(X)

max
n=1,2

∥∇
n
jϕ∥2

L∞(B∗), X ∈ P j. (3.71)

(The term strong regulator refers to the left-hand side of (3.72) below.)

Lemma 3.3.4. For all κL > 0 and sufficiently small c2,cw,

ecwκLw j(X ,ϕ)2
⩽ G j(X ,ϕ), X ∈ P j. (3.72)

Moreover, for all X ,Y ∈ P j satisfying X ∩Y = /0,

ecwκLw j(X ,ϕ)2
G j(Y,ϕ)⩽ G j(X ∪Y,ϕ). (3.73)

Proof. See Section 3.7.2.

3.3.2 Supermartingale property

We will need to analyse how the norm of the polymer activities is bounded after taking
the Gaussian expectation with respect to the covariances Γ j+1 (recall (3.2)). For a scale- j
polymer activity F , a common strategy to bound E[θζ F(X ,ϕ ′)], for fixed ϕ ′ and X ∈ Pc

j ,
will be to first bound ∥θζ F(X ,ϕ ′)∥h,Tj(X ,ϕ ′) ⩽ ∥F(X)∥h,Tj(X)θζ G j(X ,ϕ ′), which follows
immediately from (3.44), so that the fluctuation integral acts effectively on the large field
regulator G j only. In this regard, the following Proposition 3.3.5 yields that the form of
the large field regulator is stable under the fluctuation integral up to a factor 2|X | j , where X
denotes the closure of X , cf. Section 3.2.

Recall that E means we are taking expectation over ζ ∼ N (0,Γ j+1) if j+1 < N and
ζ ∼ N (0,ΓΛN

N ) if j+1 = N. The non-random part of the field is often denoted ϕ ′.

Proposition 3.3.5. Assume (3.1) and that L = ℓN′
for integers ℓ,N′ ⩾ 1. For c2 sufficiently

small, there exists an integer ℓ ≡ ℓ(c2) and a constant c = c(c2) > 0 such that with cκ =
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c(c2)ℓ
−2 ∈ (0,1), the following holds: for all 0 ⩽ j ⩽ N −1 and all κL ⩽ cκρ2

J (logL)−1,

E[θζ G j(X ,ϕ ′)]⩽ 2|X | jG j+1(X ,ϕ ′), X ∈ Pc
j , ϕ

′ ∈ RΛN . (3.74)

Proof. See Section 3.7.4.

The following lemma is a simple consequence of Proposition 3.3.5.

Lemma 3.3.6. Suppose the assumptions of Proposition 3.3.5 hold. Let F ∈ N j(X) with
∥DnF∥n,Tj(X) < ∞, for X ∈ Pc

j and ϕ ′ ∈ RΛN . Then

∥Dn
ϕ ′E[θζ F(X ,ϕ ′)]∥n,Tj(X ,ϕ ′) ⩽ 2|X | j∥DnF(X)∥n,Tj(X)G j+1(X ,ϕ ′). (3.75)

Proof. The derivative Dϕ ′ can be exchanged with the expectation E, hence for all functions
fk with ∥ fk∥C2

j (X
∗) ⩽ 1, k = 1, . . . ,n, by (3.39),

|Dn
ϕ ′E[F(X ,ϕ ′+ζ )]( f1, · · · , fn)|⩽ E[|Dn

ϕ ′F(X ,ϕ ′+ζ )( f1, · · · , fn)|]

⩽ E[∥Dn
ϕ ′F(X ,ϕ ′+ζ )∥n,Tj(X ,ϕ ′+ζ )] (3.76)

and so, taking suprema over the fk’s, recalling Definition 3.2.4 and applying the bound
(3.74),

∥Dn
ϕ ′E[θζ F(X ,ϕ ′)]∥n,Tj(X) ⩽ ∥DnF(X)∥n,Tj(X)E[θζ G j(X ,ϕ ′)]

⩽ 2|X | j∥DnF(X)∥n,Tj(X)G j+1(X ,ϕ ′). (3.77)

As a particular application, by multiplying hn

n! and summing over n ⩾ 0, this implies

∥E[θζ F(X ,ϕ ′)]∥h,Tj(X ,ϕ ′) ⩽ 2|X | j∥F∥h,Tj(X)G j+1(X ,ϕ ′) (3.78)

whenever ∥F∥h,Tj(X) < ∞. In practice, we will also be needing similar estimate with E
replaced by E(ω), as stated in the next proposition.

Proposition 3.3.7. Let f̃ be as in (A′
f ), u j+1 be as in (3.19), j ∈ [ js,N−1] and the parameters

be chosen according to Proposition 3.3.5. Let F ∈N j,hω
(X) be such that ∥F(X ;ω)∥⃗

h,Tj(X)
<

∞ and hω ⩽ (C1 logL)−3/2 for sufficiently large C1 > 0. Then Dhω
∋ ω 7→ E(ω)[DnF(X ,ϕ ′+

ζ ;ω)] is analytic in ω ∈ Dhω
for each n ⩾ 0 and satisfies∥∥E(ω)[F(X ,ϕ ′+ζ ;ω)]
∥∥⃗
h,Tj(X ,ϕ ′) ⩽C22|X | j∥F(X ;ω)∥⃗

h,Tj(X)
G j+1(X ,ϕ ′) (3.79)
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for X ∈ Pc
j and some C2 > 0.

Proof. See Section 3.8.2.

We conclude this section by fixing the parameters c2,κL appearing in (3.41).

Remark 3.3.8. We choose c2 > 0 small enough such that both i) the estimate (3.73) in
Lemma 3.3.4 holds whenever cw ⩽ c(c2) and ii) Proposition 3.3.5 is in force. Having fixed
c2, we choose ℓ = CρJ according to Proposition 3.3.5 and set κL = cκρ2

J (logL)−1 with
cκ = cℓ−2, so that the conclusions of Proposition 3.3.5 (i.e. (3.74)) hold. We can thus freely
apply the bounds derived in Lemmas 3.3.3 and 3.3.4 (in the latter case whenever cw ⩽ c(c2))
and Proposition 3.3.5 in the sequel. Throughout the rest of this thesis, we always implicitly
assume that the base scale L is of the form L = ℓN′

with ℓ as fixed above. Unless stated
otherwise, all statements hold uniformly in N′ ⩾ 1, and when we write L ⩾C in the sequel,
we tacitly view this as a condition on N′ being sufficiently large.

3.3.3 Subdecomposition of the regulator

The final property of the regulator is a technical property involving the scale subdecomposi-
tion from Section 3.1.3 and that is needed to obtain sharp integrability estimates. It is used as
an ingredient of the proof of Proposition 3.3.5 above and also in the justification of complex
translations in the proof of Lemma 5.4.6 below.

Throughout this section, assume L = ℓN′
with integers ℓ and N′. For a parameter c4 > 0

and X ∈ P j+s for s ∈ IN′ := {0,1/N′, . . . ,1−1/N′} (recall the notion of fractional scales
from Section 3.1.3), let

g j+s(X ,ξ ) = exp
(

c4κL ∑
a=0,1,2

Wj+s(X ,∇a
j+sξ )

2
)
, (3.80)

with Wj+s defined analogously to (3.42). Then, with obvious notation, define G j+s(X , ·) for
X ∈ P j+s as in (3.41) but with j+ s in place of j everywhere. They will be stated explicitly
in (3.107) again.

The following Lemmas 3.3.9 and 3.3.10 can be extracted from [35, Lemma 19] and its
proof. For completeness, we have again included proofs in Section 3.7.3 and 3.7.1.

Lemma 3.3.9. There exists C > 0 such that for any X ∈ P j+s and ζ ∈ RΛN ,

g j+s(X ,ζ )⩽ exp(
1
2

Q j+s(X ,ζ )) := exp
(

Cc4κL

4

∑
a=0

∑
(µ)

∥∇
(µ)
j+sζ∥

2
L2

j+s(X
∗)

)
, (3.81)
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where the sum ranges over multiindices (µ) = (µ1, . . . ,µa) ∈ {±e1,±e2}a. Moreover, for
any c4 > 0, any integer ℓ, there is cκ = cκ(c4, ℓ)> 0 such that if κL = cκρ2

J (logL)−1 then

EΓ j+s, j+s′ (e
Q j+s(X ,ζ ))⩽ 2(N

′)−1|X | j+s. (3.82)

Lemma 3.3.10. For c2 > 0 small enough, there exist c4 = c4(c2) > 0 and an integer ℓ0 =

ℓ0(c2)> 1 (both large), such that for all ℓ⩾ ℓ0, N′ ⩾ 1, 0 ⩽ j < N, s ∈ IN′ , s′ = s+(N′)−1

and κL > 0, for X ∈ Pc
j+s, ϕ,ξ ∈ RΛN ,

G j+s(X ,ϕ +ξ )⩽ g j+s(Xs′,ξ )G j+s′(Xs′,ϕ). (3.83)

3.3.4 Continuity of the expectation

The next property shows that the expectation is continuous with respect to the parameter s of
the covariances.

Lemma 3.3.11. For any X ∈ Pc
j and F(X) with ∥F(X)∥h,Tj(X) < ∞, for |s|, |s′|< θJεs,

lim
s′→s

∥EΓ j+1(s′)[F(X , ·+ζ )]−EΓ j+1(s)[F(X , ·+ζ )]∥h,Tj+1(X) = 0. (3.84)

More precisely, for any C > 0, the convergence is uniform over all F with ∥F(X)∥h,Tj(X) ⩽C.
The same conclusion holds when X ∈ Pc

j+1 and we assume

sup
ϕ

G j(X ,ϕ)−1∥F(X ,ϕ)∥h,Tj+1(X ,ϕ) < ∞, (3.85)

i.e., the convergence is uniform in F for which the left-hand side of (3.85) is bounded by a
given C > 0.

3.4 Analytic polymer activities

We use the observation made in [29] that the finiteness of the norm enforces analyticity of
polymer activities in a strip. For open U ⊂ CΛ, the function F : U → C is called complex
analytic in U if it admits a local representation as a convergent power series around any point
in U .

Proposition 3.4.1. Let h⃗ = (h,hω), X ∈ P j and ∥F(X)∥⃗
h,Tj(X)

< +∞. Then F(X , ·;ω)

can be extended to Sh(X) = {ϕ + iψ ∈ CΛN : ϕ(x),ψ(x) ∈ R, ∥ψ∥C2
j (X

∗) < h} where each
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DnF(X , ·;ω) is complex analytic and satisfies

|F(X ,ϕ +φ ;ω)|⩽ ∥F(X ,ϕ;ω)∥h,Tj(X ,ϕ) (3.86)

whenever ϕ ∈ RΛN , φ ∈ CΛN , ∥φ∥C2
j (X

∗) < h.

Proof. Let Dh(0) = {ψ ∈ CΛ : ∥ψ∥C2
j (X

∗) < h}. Note that Dh(0) ⊂ CΛ is open because

∥ψ∥L∞(X∗) <
1
4L−2 jh implies ψ ∈ Dh(0). For ϕ ∈ RX∗

and ψ ∈ Dh(0), let

F[ϕ](X ,ϕ +ψ) =
∞

∑
n=0

1
n!

DnF(X ,ϕ)(ψ⊗n). (3.87)

Since ∥F∥h,Tj(X ,ϕ) ⩽ ∥F∥h,Tj(X)G j(X ,ϕ) < +∞ and since ∥ψ∥C2
j (X

∗) < h, the series (3.87)

converges absolutely. These considerations also imply that F̃(X , ·) : Sh → C given by

F̃(X ,z) def.
= F[ϕ](X ,ϕ +ψ), for any ϕ ∈ RΛ and ψ ∈ Dh(0) s.t. z = ϕ +ψ (3.88)

is well-defined and extends F . Moreover, in view of (3.87), F̃(X , ·) is (plainly) given by a
convergent power series in a neighbourhood of z = ϕ , for any ϕ ∈ RΛ.

Now consider an arbitrary point ζ ∈ Sh. It remains to argue that F̃(X , ·) defined by (3.88)
can be represented as convergent power series around ζ . Write ζ = ϕ +ψ where ϕ = Re(ζ )
componentwise. Now observe that for δζ ∈ CΛ small enough (such that ψ +δζ ∈ Dh(0)),
one has

F̃(X ,ζ +δζ )
(3.88)
= ∑

n⩾0

1
n!

DnF(X ,ϕ)((ψ +δζ )⊗n) = ∑
k⩾0

1
k!

Ak(δζ
⊗k), (3.89)

where

Ak( f1, · · · , fk) =
∞

∑
l=0

1
l!

Dk+lF(X ,ϕ)(ψ⊗l, f1, · · · , fk) (3.90)

and the right-hand side of (3.89) is obtained by expanding (ψ +δ z)⊗n, using multilinearity
and re-arranging terms according to the number k that δ z appears. Now use ∥F∥h,Tj <+∞

once again to show the series in (3.89) converges. All in all, it follows that F̃ is complex-
analytic, as desired.

The bound (3.86) is a result of (3.87).
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By the proposition, we can make complex shift of variables in each Gaussian integrals
using the Cauchy’s integral theorem as long as the shift is not too large. This result is
summarised in the next lemma, whose proof is presented in Section 3.8.1.

Lemma 3.4.2 (Gaussian complex shift of variable). Let f be as in (A′
f ), u j+1 be as in (3.19)

and j ⩾ js. Also, let F ∈ N j(X) with ∥F(X)∥h,Tj(X) < ∞. Then for hω < (C logL)−1h with
C > 0 sufficiently large and ω ∈ Dhω

,

E(ω)

[
F(X ,ϕ ′+ζ )

]
= E

[
F
(
X ,ϕ ′+ζ +ωu j+1

)]
(3.91)

As the norm ∥F ∥⃗
h,Tj

exploits the analyticity of F even further, we would have to study
this a bit further.

Lemma 3.4.3. Let h⃗= (h,hω) and F ∈N j,hω
(X) be such that ∥F(X ;ω)∥⃗

h,Tj(X)
<+∞ where

X ∈ Pc
j . Then E[∂ m

ω DnF(X ,ϕ ′+ ζ ;ω)] = ∂ m
ω DnE[F(X ,ϕ ′+ ζ ;ω)] for any n,m ⩾ 0 and

Dhω
∋ ω 7→ E[DnF(X ,ϕ ′+ζ ;ω)] is a complex analytic function.

Proof. Let ω ∈ D(1−2δ )hω
for some δ > 0. Then by the Cauchy’s integral formula, for any

n,m ⩾ 0,

∥∂
m
ω DnF(X ,ϕ;ω)∥n,Tj(X ,ϕ) =

∥∥∥ m!
2πi

∫
|z|=(1−δ )hω

DnF(X ,ϕ;z)
(z−ω)m+1 dz

∥∥∥
n,Tj(X ,ϕ)

⩽
(1−δ ′)n!

(δ −δ ′)2hm
ωhn∥F(X ; ·)∥⃗

h,Tj(X)
G j(X ,ϕ) (3.92)

where we have used, for z ∈ Dhω
,

∥DnF(X ,ϕ;z)∥n,Tj(X ,ϕ) ⩽
∞

∑
k=0

|z|k

k!
∥∂

k
ωDnF(X ,ϕ;ω)|ω=0∥n,Tj(X ,ϕ) ⩽

n!
hn∥F(X ,ϕ; ·)∥⃗

h,Tj(X ,ϕ)
.

(3.93)

By Proposition 3.3.5, E[G j(X ,ϕ ′+ζ )]⩽ 2|X | jG j+1(X ,ϕ ′) for each ϕ ′ ∈ RΛ, so the Domi-
nated convergence theorem guarantees that E[∂ m

ω Dnθζ F(X ,ϕ ′;ω)]= ∂ m
ω DnE[θζ F(X ,ϕ ′;ω)],

and they are continuous functions of ω .
Now let γ̃ be any piecewise C1 curve in Dhω

, and we consider∫
γ̃

E[DnF(X ,ϕ ′+ζ ;ω)]dω. (3.94)
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Again by (3.93) and Proposition 3.3.5, we have

E[|DnF(X ,ϕ ′+ζ ;ω)|]⩽ n!
hn∥F(X)∥⃗

h,Tj(X)
G j+1(X ,ϕ ′) (3.95)

so DnF(X ,ϕ ′+ζ ;ω) is integrable under the product measure P(dζ )⊗dω of (3.94), and by
the Fubini’s theorem,∫

γ̃

E[DnF(X ,ϕ ′+ζ ;ω)]dω = E
[∫

γ̃

DnF(X ,ϕ ′+ζ ;ω)dω

]
, (3.96)

but by the Cauchy’s integral theorem,
∫

γ̃
DnF(X ,ϕ ′ + ζ ;ω)dω = 0, making the whole

integral vanish. Hence by the Morera’s theorem (recalling continuity in ω proved above),
E[DnF(X ,ϕ ′+ζ ;ω)] is also complex analytic on Dhω

.

Lemma 3.4.4. Let f̃ satisfy (A′
f ) and u j+1 be defined by (3.19). Let h,hω > 0 be such that

hω < (C logL)−1h for sufficiently large C. Let F ∈N j,hω
(X) be such that ∥F(X ;ω)∥(h′′,hω ),Tj(X)<

+∞ where h′′ = h+hω∥u j+1∥C2
j

and X ∈ Pc
j . If we define

F ′(X ,ϕ; ·) : Dhω
→ C, ω 7→ F(X ,ϕ +ωu j+1;ω), (3.97)

then DnF ′(X ,ϕ; ·) and E[DnF ′(X ,ϕ ′+ζ ; ·)] are complex analytic functions of ω ∈ Dhω
for

each n ⩾ 0, and satisfies

∥F ′(X ,ϕ;ω)∥⃗
h,Tj(X ,ϕ)

⩽ ∥F(X ,ϕ;ω)∥(h′′,hω ),Tj(X ,ϕ) (3.98)

∥E(ω)[F(X ,ϕ ′+ζ ;ω)]∥⃗
h,Tj(X ,ϕ ′) ⩽ ∥E[F(X ,ϕ ′+ζ ;ω)]∥(h′′,hω ),Tj(X ,ϕ ′). (3.99)

Proof. By Proposition 3.4.1, z 7→DnF(X ,ϕ+zu j+1;ω) is analytic whenever ∥zu j+1∥C2
j (X

∗)<

h. However, since ∥u j+1∥C2
j (X

∗) ⩽ Cκ−1, this condition is satisfied whenever |z| ⩽ hω <

C−1κh, making F ′(X ,ϕ;ω) analytic in ω ∈ Dhω
. Now by the Chain rule,

dm

dωm DnF ′(X ,ϕ;ω) =
m

∑
k=0

(
m
k

)
Dn+k

∂
m−k
ω F(X ,ϕ +ωu j+1;ω)(u⊗k

j+1) (3.100)
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(D and ∂ω are partial derivatives) so

∥F ′(X ,ϕ;ω)∥⃗
h,Tj(X ,ϕ)

⩽
∞

∑
n,m=0

m

∑
k=0

hnhm
ω

n!m!

(
m
k

)
∥Dn+k

∂
m−k
ω F(X ,ϕ;0)∥n+k,Tj(X ,ϕ)∥u j+1∥k

=
∞

∑
n,k=0

∞

∑
m′=0

hnhk+m′
ω

n!k!m′!
∥u j+1∥k∥Dn+k

∂
m′
ω F(X ,ϕ;0)∥n+k,Tj(X ,ϕ)

=
∞

∑
m′=0

hm′
ω

m′!
∥∂

m′
ω F(X ,ϕ;0)∥h+hω∥u j+1∥,Tj(X ,ϕ), (3.101)

where the second line follows from change of variable m′ =m−k and ∥u j+1∥= ∥u j+1∥C2
j (X

∗).
This yields (3.98), hence by Lemma 3.4.3, we also have that E[DnF ′(X ,ϕ ′+ζ ;ω)] complex
analytic in ω ∈ Dhω

for each n ⩾ 0. Now (3.99) follows from Lemma 3.4.2, saying that
E(ω)[F(X ,ϕ ′+ ζ ;ω)] = E[F ′(X ,ϕ ′+ ζ ;ω)] and applying the same type of argument on
E[F ′(X ,ϕ ′+ζ ;ω)].

This lemma is usually used after setting C1 > 0 sufficiently large so that h′′ ⩽ 2h. Then if
we bound the right-hand side of (3.99) using the definition of ∥·∥⃗

h,Tj(X)
-norm, we have

∥E(ω)[F(X ,ϕ ′+ζ ;ω)]∥⃗
h,Tj(X ,ϕ ′) ⩽C2|X | j∥F(X , ·;ω)]∥(2h,hω ),Tj(X)G j+1(X ,ϕ ′), (3.102)

which is similar to the conclusion of Proposition 3.3.7, but weaker. However, (3.99) has use
of its own as it makes it easy translate inequalities on ∥·∥h,Tj(X).

3.5 Proofs of the technical claims: organisation

In the rest of the chapter, we prove the unproved claims from the previous sections. The
proofs do not come in linear order, so it ill be helpful to give an overview of the proofs.

• In Section 3.6, we prove Lemma 3.3.11. This statement depends on Proposition 3.3.5,
but it is not used to prove any other statements.

• In Section 3.7, we prove Lemma 3.3.10, Lemma 3.3.3, Lemma 3.3.4, Lemma 3.3.9
and Proposition 3.3.5 in order. They share the common theme of controlling the
large-field regulators G j and ecwκLw j(B,ϕ)2

. We see that the subdecomposed regulator
of Section 3.3.3 will be necessary to control the expectation of G j, so Proposition 3.3.5
is proved the last.
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• In Section 3.8, we prove Lemma 3.4.2 and Proposition 3.3.7. We prove them by
exploiting the properties of the regulator and analyticity of the polymer activities.
Subdecomposition of the regulator also plays an important role in the proof of Proposi-
tion 3.3.7.

3.6 Continuity of the expectation

Proof of Lemma 3.3.11. We start from the following elementary identity for the derivative of
a Gaussian integral with respect to its covariance: abbreviating Γ j+1(x,y)≡ Γ j+1(x,y;s,m2),
considering first the centered Gaussian vector on ΛN with covariance Γ j+1,ε = Γ j+1 +

εId with density fε , computing the derivatives ∂ fε/∂Γ j+1,ε(x,y) and letting ε → 0 using
dominated convergence, one finds that

∂

∂ s
EΓ j+1(s)[F(X ,ϕ +ζ )] =

1
2 ∑

x,y∈ΛN

∂Γ j+1(x,y)
∂ s

EΓ j+1(s)

[
∂ 2F(X ,ϕ +ζ )

∂ϕ(x)ϕ(y)

]
. (3.103)

Let f z(x) = Γ j+1(z,x) and gz(x) = δ (z,x). It then follows with the notation from (3.38) that

EΓ j+1(s)[F(X ,ϕ +ζ )]−EΓ j+1(s′)[F(X ,ϕ +ζ )]

=
1
2 ∑

z∈X∗

∫ s′

s
ds′′EΓ j+1(s′′)[D

2F(X ,ϕ +ζ ; f z,gz)]. (3.104)

By taking the ∥ · ∥h,Tj+1(X) norm of this and using Proposition 3.3.5, it follows that the
left-hand side of (3.84) is bounded by

|s− s′|

(
2|X | jh−2

∑
z∈X∗

∥ f z∥C2
j (X

∗)∥gz∥C2
j (X

∗)∥F(X)∥h,Tj(X)

)
. (3.105)

Since X∗ is finite and ∥ f z∥C2
j (X

∗) and ∥gz∥C2
j (X

∗) are bounded uniformly in |s|⩽ εsθJ (their
dependence on j and X is not relevant), the claim follows. The case X ∈ Pc

j+1 assuming
(3.85) follows using the same proof, and we now obtain

|s− s′|

(
2L2|X | j+1h−2

∑
z∈X∗

∥ f z∥C2
j+1(X

∗)∥gz∥C2
j+1(X

∗) sup
ϕ

∥F(X)∥h,Tj+1(X ,ϕ)

G j(X ,ϕ)

)
(3.106)

instead of (3.105).
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3.7 Properties of the regulator

We prove Lemma 3.3.10, Lemma 3.3.3, Lemma 3.3.4, Lemma 3.3.9 and Proposition 3.3.5 in
this section.

3.7.1 Proof of Lemma 3.3.10

In this section and the next, we focus on purely geometric results on the L2 and L∞ function
spaces on the lattice. The proofs heavily depend on formulas derived from the lattice versions
of the Sobolev estimates, see Appendix 3.A.

Proof of Lemma 3.3.10. We state the definition of G j+s explicitly as

G j+s(X ,ϕ) = exp
{

κL∥∇ j+sϕ∥2
L2

j+s(X)
+ c2κL∥∇ j+sϕ∥2

L2
j+s(∂X)

+κLWj+s(X ,∇2
j+sϕ)

2
}

Wj+s(X ,∇a
jϕ)

2 = ∑
B∈B j+s(X)

∥∇
a
j+sϕ∥2

L∞(B∗)

(3.107)

For brevity, s+M−1 will be denoted s′ and Xs′ will be denoted X ′. We will bound each term
appearing in logG j+s(X ,ϕ + ξ ). First, ∥∇ϕ∥2

L2(X)
will be isolated from ∥∇(ϕ + ξ )∥2

L2(X)
.

Let B ∈ B j+s(X) and without loss of generality, let B, li (i = 1,2,3,4) be as above but
B = [1,L j+s]2. Then by discrete integration by parts,

∑
x∈B

∇
e1ϕ(x)∇e1ξ (x) =− ∑

x∈l3

ξ (x)∇−e1ϕ(x)− ∑
x∈l1

ξ (x+ e1)∇
e1ϕ(x)+ ∑

x∈B
ξ (x)∇e1∇

−e1ϕ(x).

(3.108)

Hence in particular, summing this over each direction ±e1,±e2, B ∈ B j+s(X), and using the
AM-GM inequality,

t(∇ϕ,∇ξ )X ⩽ τt∥ξ∥2
L2

j+s(X)
+ τ

−1t∥∇
2
j+sϕ∥2

L2
j+s(X)

+ τt∥ξ∥2
L2

j+s(∂X)
+ τ

−1t∥∇ j+sϕ∥2
L2

j+s(∂X)

⩽ 2τWj+s(X ,ξ )2 + τ
−1(∥∇ j+sϕ∥2

L2
j+s(∂X)

+Wj+s(X ,∇2
j+sϕ)

2) (3.109)

for any τ > 0, and hence

∥∇ j+s(ϕ +ξ )∥2
L2

j+s(X)
⩽ ∥∇ j+s′ϕ∥2

L2
j+s′(X)

+∥∇ j+sξ∥2
L2

j+s(X)

+2τWj+s(X ,ξ )2 + τ
−1(∥∇ j+sϕ∥2

L2
j+s(∂X)

+Wj+s(X ,∇2
j+sϕ)

2).
(3.110)
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Next, we will use rather trivial bound on the other two terms of logG j+s :

∥∇ j+s(ϕ +ξ )∥2
L2

j+s(∂X)
⩽ 2∥∇ j+sϕ∥2

L2
j+s(∂X)

+2Wj+s(X ,∇ j+sξ )
2 (3.111)

∥∇
2
j(ϕ +ξ )∥2

L∞(B∗) ⩽ 2∥∇
2
jϕ∥2

L∞(B∗)+2∥∇
2
jξ∥2

L∞(B∗) (3.112)

By (3.110), (3.111), (3.112) and setting c4 = max{2,2τ,2c2},

1
κL

logG j+s(X ,ϕ +ξ )⩽ ∥∇ j+sϕ∥2
L2

j+s(X)
+(2c2 + τ

−1)∥∇ j+sϕ∥2
L2

j+s(∂X)

+2(1+ τ
−1)Wj+s(X ,∇2

j+sϕ)+
1

κL
logg j+s(X ,ξ ).

(3.113)

Now by repeated application of the discrete Sobolev trace theorem [12, (3.174)],

∥∇ j+sϕ∥2
L2

j+s(∂X)
⩽ ∥∇ j+sϕ∥2

L2
j+s(∂X ′)+10∥∇ j+sϕ∥2

L2
j+s(X

′\X)
+10Wj+s(∇

2
j+sϕ,X

′\X)

(3.114)

hence by choosing τ = c−1
2 and 30c2 ⩽ 1,

log(G j+s(X ,ϕ +ξ )/g j+s(X ,ξ ))

κL

⩽ ∥∇ j+sϕ∥2
L2

j+s(X
′)+3c2∥∇ j+sϕ∥2

L2
j+s(∂X ′)+2(1+ τ

−1)Wj+s(∇
2
j+sϕ,X

′)

⩽ ∥∇ j+s′ϕ∥2
L2

j+s′(X
′)+3ℓ−1c2∥∇ j+s′ϕ∥2

L2
j+s′(∂X ′)+2ℓ−2(1+ τ

−1)Wj+s′(∇
2
j+s′ϕ,X

′).

(3.115)

Hence the conclusion follows upon taking ℓ large enough.

3.7.2 Proof of Lemmas 3.3.3 and 3.3.4

Proof of Lemma 3.3.3. We first collect the following elementary but fundamental inequality.
For any function f : ΛN → R, any connected polymer X ∈ Pc

j (not necessarily small) and
x0 ∈ X ,

max
x∈X

| f (x)− f (x0)|⩽ 2|X | jL j∥∇ f∥L∞(X) = 2|X | j∥∇ j f∥L∞(X). (3.116)

Observing that 2|X∗| j ⩽Cd for some Cd > 0 when X ∈ S j, this gives

∥δϕ∥L∞(X∗) ⩽Cd∥∇ jϕ∥L∞(X∗), X ∈ S j. (3.117)
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Similarly, applying (3.116) with the choice f = ∇
µ

j ϕ for µ ∈ ê = {±e1,±e2} to obtain that
|∇µ

j ϕ(x)|⩽ |∇µ

j ϕ(y)|+Cd∥∇2
jϕ∥L∞(X∗) for any x,y ∈ X∗, averaging over y in X and µ in ê,

taking squares and using that (a+b)2 ⩽ 2(a2 +b2), one obtains for any X ∈ C j that

∥∇ jϕ∥2
L∞(X∗) ⩽C

(
|X |−1

j ∥∇ jϕ∥2
L2

j(X)
+Wj(X ,∇2

jϕ)
2), (3.118)

where we also used that

∥∇
2
jϕ∥L∞(X∗) ⩽Wj(X ,∇2

jϕ), (3.119)

which follows from (3.42). Recalling ∥·∥C2
j (X

∗) from (3.37), combining (3.117), (3.118) and
(3.119) while noting that ∇ jδϕ = ∇ jϕ , one readily infers that

∥δϕ∥2
C2

j (X
∗) ⩽C

(
∥∇ jϕ∥2

L2
j(X)

+Wj(X ,∇2
jϕ)

2), X ∈ S j, (3.120)

from which (3.70) follows in view of (3.41) by means of the elementary inequality tk ⩽

C(k)et2
, valid for all t ⩾ 0.

Proof of Lemma 3.3.4. The bound (3.72) is a direct consequence of the first estimate in
(6.100) of [23, Lemma 6.21] upon taking a product over B ∈ B j(X) (for the reader’s
orientation, the quantity ecwκLw j(ϕ,B) for B ∈ B j corresponds to G2

strong,ϕ(B) in the notation
of [23]). In particular, the presence of the factors 2−n in (3.35) and (3.36), absent in [23,
(6.67)], is inconsequential for the validity of these results. The same applies to further
references to [23] in the sequel.

Note also that, while the value of cw is fixed in [23] as cw = 2 and exponent inside
the definition of G j is multiplied by a factor (called c1) chosen large enough, we take cw

small, which is equivalent. Finally, note that (3.72) does not rely on the presence of the
∥·∥2

L2
j(∂X)

-term in G j, i.e., (3.72) holds with c2 = 0 in (3.41).

The inequality (3.73) is the content of (6.103) in [23]. Here G j and c2 corresponds to
Gϕ ′ and c3, respectively, in the notation of [23]. Whereas c1 (mentioned above) is fixed
beforehand in [23], the asserted dependence of parameters above (3.73) on c1 follows by
inspection of the proof of [23, Lemma 6.22], see in particular [23, (6.105)].
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3.7.3 Proof of Lemma 3.3.9

Proof of (3.81) of Lemma 3.3.9. By the Sobolev inequality, Lemma 3.A.3, for each a =

0,1,2, we have

Wj+s(X ,∇a
j+sζ )⩽Ca,d∥∇

a
j+sζ∥L∞(X∗) ⩽C′

a,d ∑
b=0,1,2

∥∇
a+b
j+s ζ∥L2

j+s(X
∗). (3.121)

Plugging this into the definition of g j+s(X ,ζ ) with scaled coefficients give the desired
result.

For the proof of (3.82), we will need the following general estimate for Gaussian fields;
see [23, Lemma 6.28] for a proof.

Lemma 3.7.1. Let ζ be a centered real-valued Gaussian field on a finite set X with co-
variance matrix C and suppose that the largest eigenvalue of C is smaller or equal to 1

2 .
Then

E
[

exp(
1
2 ∑

x∈X
ζ (x)2)

]
⩽ eTrC. (3.122)

Applying this lemma to gradients of the slices ξk (see Section 3.1.3) gives the following
lemma.

Lemma 3.7.2. For any j ∈ {1, . . . ,N}, k ∈ {1, . . . ,N′}, s = k−1
N′ , s′ = k

N′ , let Y ∈ Pc
j+s,

and let ξ be a centered Gaussian field with covariance Γ j+s, j+s′ . For a multiindex (µ) =

(µ1, . . . ,µa)∈ {±e1,±e2}a for a ∈ {0,1,2,3,4}, then let ηa,(µ) be the Gaussian field defined
by

ηa,(µ)(x) = ρ
2
J (logL)−1L−( j+s)

∇
µ1···µa
j+s ξ (x). (3.123)

Then there is a constant C′ > 0 such that if t ⩽ (2C′ℓ2)−1, then (recall L = ℓM)

E
[
e

t
2 ∑x∈Y η(x)2]

⩽ etC′M−1|Y | j+s (3.124)

where |Y | j+s denotes the number of L j+s-blocks contained in Y .

Proof. By Lemma 3.1.4, for all x,y ∈ ΛN and (µ) as above, defining α = (µ,−µ) to be the
concatenated multi-index (of length 2a),∣∣Eξk

[
(∇

(µ)
j+sξk)(x)(∇

(µ)
j+sξk)(y)

]∣∣⩽Cαρ
−2
J logℓ, (3.125)

which follows by considering the (worst) case estimate |α| = 0 in Lemma 3.1.4. Letting
Ha,(µ)(x,y) = Cov(ηa,(µ)(x),ηa,(µ)(y)), it follows from (3.123) and (3.125) that there is a
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constant C′ > 0 such that for all x,y ∈ Y and a = 0,1, . . . ,4,

|Ha,(µ)(x,y)|⩽C′(logL)−1L−2( j+s) logℓ. (3.126)

Since also Ha,(µ)(x,y) = 0 for |x− y|∞ ⩾ 1
2L j+s+(N′)−1

= 1
2ℓL

j+s by the finite-range property
(2.8), it follows from (3.126) that

t sup
a∈{0,...,4}

∥Ha,(µ)∥op ⩽ tC′ℓ2(logℓ)(logL)−1 =
C′t
N′ ℓ

2 ⩽
1

2N′ ⩽
1
2
, (3.127)

whenever t ⩽ (2C′ℓ2)−1. Thus
√

tηa,(µ) satisfies the assumption of Lemma 3.7.1 so that with
(3.126),

E[e
t
2 ∑x∈Y η(x)2

]⩽ etC′(N′)−1|Y | j+s (3.128)

as claimed.

Proof of (3.82) of Lemma 3.3.9. Let ηa,(µ) be as in Lemma 3.7.2 and write κL = cκρ2
J (logL)−1

with cκ > 0. Then by (3.81) there is a constant C > 0 such that

g j+s(Y,ξ )⩽
4

∏
a=0

∏
(µ)

exp
(Cc4cκ

2
(5 ·2a)−1∥ηa,(µ)∥2

L2(Y )

)
, (3.129)

and hence by Hölder’s inequality,

E[g j+s(Y,ξ )]⩽
4

∏
a=0

∏
(µ)

E
[

exp
(Cc4cκ

2
∥ηa,(µ)∥2

L2(Y )

)]1/(5·2a)
. (3.130)

Applying (3.124) with t = Cc4cκ , the right-hand side is bounded by eCc4cκC′(N′)−1|Y | j+s ⩽

2(N
′)−1|Y | j+s when cκ ⩽ (2CC′c4ℓ

2)−1 is chosen small enough.
For the analogous conclusion for the last step with Γ

ΛN
N instead of Γ j+1, we just need to use

the decomposition (3.14) instead of (3.13) and recall from Lemma 3.1.4 that Γ
ΛN
N−1+s,N−1+s′

satisfies the same estimates as ΓN−1+s,N−1+s′ .

3.7.4 Proof of Proposition 3.3.5

Proof of Proposition 3.3.5. Assuming that c2 is sufficiently small so that Lemma 3.3.10
applies, fix (with the right-hand sides as in the conclusion of Lemma 3.3.10)

ℓ= ℓ0(c2), c4 = c4(c2). (3.131)
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By the subdecomposition Γ j+1 = Γ j, j+1/N′ + · · ·+ Γ j+1−1/N′, j+1 and the corresponding
decomposition of the field

ζ =
N′

∑
k=1

ξk ∼ N (0,Γ j+1), ξk ∼ Γ j+ k−1
N′ , j+

k
N′
, (3.132)

by repeated application of (3.83), for all ϕ ′ ∈ RΛN , X ∈ Pc
j , it follows that

E[G j(X ,ϕ ′+ζ )]⩽
N′

∏
k=1

Eξk
[
g

j+ (k−1)
N′

(X k
N′
,ξk)

]
G j+1(X ,ϕ ′). (3.133)

Now by Lemma 3.3.9, and recalling |Y | j+s = |X j+s| j+s ⩽ |X | j, we obtain the claim:

E[G j(X ,ϕ ′+ζ )]⩽
(
2(N

′)−1|X | j
)N′

G j+1(X ,ϕ ′)⩽ 2|X | jG j+1(X ,ϕ ′). (3.134)

The proof of the analogous conclusion for the last step with Γ
ΛN
N instead of Γ j+1 is analogous.

3.8 Complex shift of variables

We prove Lemma 3.4.2 and Proposition 3.3.7 in this section.

3.8.1 Proof of Lemma 3.4.2

We prove Lemma 3.4.2 here. We first prove a lemma the justifies the complex shift of
variables for subdecomposed fields.

Lemma 3.8.1. Let X ∈ P j, F be a polymer activity such that ∥F(X)∥h,Tj(X) < ∞ and
ψ, ψ̃ ∈RΛN have ∥ψ∥C2

j
,∥ψ̃∥C2

j
< h/2. Also, for m2 > 0, let Cs =Γ j+s, j+s′+m2) if j+s′<N

and Cs = Γ
ΛN
j+s, j+s′ +m2 if j+ s′ = N. Then for ϕ ∈ RΛN ,

∫
RX∗

dξse−
1
2 (ξs,C−1

s ξs)F(X ,ϕ +ξs + ψ̃) =
∫
RX∗

+iψ
dξse−

1
2 (ξs,C−1

s ξs)F(X ,ϕ +ξs + ψ̃)

(3.135)

Proof. Consider the orthonormal change of coordinates of RX∗
(with L2-norm) from (δx : x ∈

X∗) to (ey : y ∈ A) (with |A|= |X∗|) such that ψ = αey0 for some α ∈R and y0 ∈ A. Writing
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(ξs,y)y∈A for the coordinates for ξs in this basis (so ξs = ∑y∈A ξs,yey), (3.135) is equivalent to∫
R

dξs,y0 e−
1
2 (ξs,C−1

s ξs)F(X ,ϕ ′+ξs + ψ̃) =
∫
R+iα

dξs,y0 e−
1
2 (ξs,C−1

s ξs)F(X ,ϕ ′+ξs + ψ̃).

(3.136)

Thus it is enough to apply the Cauchy’s integral formula and check∣∣e− 1
2 ((ξ

′+iψ),C−1
s (ξ ′+iψ)F(X ,ϕ ′+ξ

′+ i(ψ̃ +ψ))
∣∣→ 0 as ξ

′ → ∞ (3.137)

to take the limits ξs,y0 →±∞. But since ∥ψ̃ +ψ∥C2
j
< h, Proposition 3.4.1 and Lemma 3.3.10

give

|F(X ,ϕ ′+ξ
′+ i(ψ + ψ̃))|⩽ ∥F(X)∥h,Tj(X)G j(X ,ϕ ′+ξ

′)

⩽ ∥F(X)∥h,Tj(X)G j+s′(X j+s′,ϕ
′)g j+s(X j+s′,ξ

′) (3.138)

for s = s+(N′)−1. But also by Lemma 3.3.9,∫
RX∗

e−
1
2 (ξ

′,C−1
s ξ ′)g j+s(X j+s′,ξ

′)< ∞, (3.139)

thus in particular (3.137) holds.

Lemma 3.8.2. Let X ∈ P j, let F be a function such that ∥F∥h,Tj(X) < ∞. Let v2 ∈ RΛN be
such that ∥Γ j+s, j+sv2∥C2

j
< h/2 for each s,s ∈ {0,(N′)−1, · · · ,1} and s < s. If ϕ ′ ∈ RΛN ,

v = v1 + iv2 for some v1 ∈ RΛN , then

E[F(X ,ϕ ′+ζ +Γ j+1v)] = e−
1
2 (v,Γ j+1v)E

[
e(ζ ,v)F(X ,ϕ ′+ζ )

]
. (3.140)

Proof. Since X does not play any role, we will drop it at most places. By change of variable
ζ → ζ −Γ j+1v1, we have

E[F(ϕ +ζ +Γ j+1v1 + iΓ j+1v2)] = e−
1
2 (v1,Γ j+1v1)E[e(ζ ,v1)F(ϕ +ζ + iΓ j+1v2)]. (3.141)

So we aim to prove, for any m2 > 0 sufficiently small,

E[e(ζ
(m2),v1)F(ϕ +ζ

(m2)+ iCv2)] = e−i(v1,Cv2)+
1
2 (v2,Cv2)E

[
e(ζ

(m2),v1+iv2)F(ϕ +ζ
(m2))

]
(3.142)
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where now C = Γ j+1 +N′m2 and ζ (m2) ∼ N (0,C|X∗). Once this is obtained, we can take
the limit m2 ↓ 0 to conclude. But we have to be more careful than the real-valued shift of
variables, as we only have restricted amount of analyticity for F .

Also having done the subscale decomposition ζ (m2) =∑
N′
s=0 ξs with ξs ∼N (0,Γ j+s, j+s′+

m2) (where s′ = s+(N′)−1), the proof of (3.142), upto an induction, reduces to proving

E
[
e(ξs,v1)F(ϕ ′+ξs + i(Cs +C>s)v2)

]
= e−i(v1,Csv2)+

1
2 (v2,Csv2)E

[
e(ξs,v1+iv2)F(ϕ ′+ξs + iC>sv2)

]
(3.143)

where Cs = Γ j+s, j+s′ +m2, C>s = ∑s>sCs, ξs ∼ N (0,Cs) and ϕ ′ = ϕ +∑s̸=s ξs. But this
is just (3.135) with ψ = Csv2 and ψ̃ = C<sv2, whose conditions can be checked by the
assumptions on v2.

Then we are only left to bound the size of Γ j+s, j+s′ f̃ in order to verify Lemma 3.4.2. In
the next lemma, we recall IN′ = {0, · · · ,1− (N′)−1}.

Lemma 3.8.3. For α ∈ {1, · · · ,n}, let fα be as in (A′
f ) and let

u j+s, j+s,α = Γ j+s, j+s′ f̃α , s > s, s ∈ IN′, s ∈ (N′)−1 + IN′ (3.144)

for j ⩾ js. Then u j+s, j+s,α is supported on B0
j+s, the unique j+ s-block containing 0 and for

each n ⩾ 0 and

∥∇
nu j+s, j+s,α∥L∞ ⩽

C0Mρ2 logL if n = 0

CnMρ2L−n( j+s) if n ⩾ 1
(3.145)

Also, u j+1,α defined by (3.19) admits decomposition

u j+1,α = ∑
s∈IN′

u j+s, j+s+(N′)−1,α . (3.146)

Proof. The proof is identical to Lemma 3.1.5.

Proof of Lemma 3.4.2. Recall, u j+1 = Γ j+1f̃ if j ⩾ 0. By definition,

E(ω)

[
F(X ,ϕ ′+ζ )

]
= e−

1
2 ω2(f̃,Γ j+1 f̃)E

[
e(ζ ,ω f̃)F(X ,ϕ ′+ζ )

]
(3.147)
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Also, Lemma 3.8.3 and the condition |ω|< hω < (C logL)−1h implies

∥ωΓ j+s, j+sf̃∥C2
j
< h/2, s > s, s ∈ IN′, s ∈ (N′)−1 + IN′ (3.148)

whenever ω < (C logL)−1h for sufficiently large C. This verifies the assumptions of
Lemma 3.8.2, completing the proof.

3.8.2 Proof of Proposition 3.3.7

Lemma 3.8.4 (Gaussian integration by parts). Given f̃ satisfying (A′
f ), let u j+1 = Γ j+1f̃. Let

F be a polymer activity such that ∥F ∥⃗
h,Tj(X)

< ∞. Then

E
[
DkF(X ,ϕ ′+ζ )(u⊗k

j+1)
]
=

k

∑
l=0

(
k
l

)
(u j+1, f̃)

l/2 Hel(0)E
ζ

Γ j+1

[
(ζ |X∗, f̃)k−lF(X ,ϕ ′+ζ )

]
(3.149)

when He2p+1(0) = 0 and He2p(0) = (−1)p (2p)!
2p p! for p ∈ Z⩾0.

Proof. We drop X so that F(X ,ϕ) is written as F(ϕ). It is sufficient to prove this for
ζ ∼ N (0,C|X∗) and u j+1 =Cf̃, where C = Γ j+1 +m2 and m2 > 0. Also, by integration by
parts and upto a normalisation factor, EC[DkF(X ,ϕ ′+ζ )(u⊗k

j+1)] can be written in terms of
the Lebesgue integral∫

RX∗
dζ e−

1
2 (ζ ,C

−1ζ )DkF(ϕ ′+ζ )(u⊗k
j+1) =

∫
RX∗

dζ (−D)ke−
1
2 (ζ ,C

−1ζ )(u⊗k
j+1)F(ϕ ′+ζ ).

(3.150)

The derivative on the right-hand side can be written as

(−1)k dk

dsk

∣∣∣
s=0

e−
1
2 (ζ+su j+1,C−1(ζ+su j+1)) = (−1)k dk

dsk

∣∣∣
s=0

e−
1
2 As2−Bs−E (3.151)

where A = (u j+1,C−1u j+1) = (u j+1, f̃), B = (ζ ,C−1u j+1) = (ζ , f̃) and E = 1
2(ζ ,C

−1ζ ). By
the Leibniz formula,

(−1)k dk

dsk e−
1
2 As2−Bs−E =

k

∑
l=0

(
k
l

)
Hel(

√
As)Al/2Bk−le−

1
2 As2−Bs−E , (3.152)
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where Hel(x) is the Hermite polynomial of degree l. Therefore we obtain

EC

[
DkF(X ,ϕ ′+ζ )(u⊗k

j+1)
]

∝

k

∑
l=0

(
k
l

)
(u j+1, f̃)

l/2 Hel(0)
∫
RX∗

dζ e−
1
2 (ζ ,C

−1ζ )(ζ , f̃)k−lF(X ,ϕ ′+ζ )
]
. (3.153)

To conclude, take limit m2 → 0.

Lemma 3.8.5. Let f̃ be as in (A′
f ) and u j+1 be defined by (3.19) and j ⩾ js. If ∥DnF(X)∥n,Tj(X)<

∞, there is some constant C > 0 such that∥∥Eζ

Γ j+1

[
(ζ |X∗, f̃)kDnF(X ,ϕ ′+ζ )

]∥∥
n,Tj(X ,ϕ)

⩽C2|X | j(C logL)
3
2 k
(⌈k

2

⌉
!
)

G j+1(X ,ϕ ′)∥DnF(X)∥n,Tj(X).
(3.154)

Proof. Again, we drop X . Since |DnF(ϕ ′+ζ )|⩽ ∥DnF∥n,Tj(X)G j(X ,ϕ ′+ζ ) we just need

to bound E[|(ζ |X∗, f̃)|kG j(X ,ϕ ′+ζ )]. Firstly, after the subdecomposition ζ |X∗ = ∑
N′−1
s=0 ξs|X∗

(as in (3.132)) and using the Jensen’s inequality, we have

|(ζ |X∗, f̃)|k =
∣∣∣∑N′−1

s=0
(
ξs|X∗ , f̃

)∣∣∣k ⩽ (N′)k−1
∑

N′−1
s=0 |(ξs|X∗, f̃)|k

⩽ (N′)k−1
∑

N′−1
s=0 ∥f̃∥k

L1∥ξs∥k
L∞(X∗) (3.155)

But since

∥ξs∥k
L∞(X∗) ⩽ (c4κ)−

k
2 Γ

(k+2
2

)
exp
(
c4κ∥ξs∥2

L∞(X∗)

)
(3.156)

(Γ is the gamma function) and ∥f̃∥L1 ⩽ nMρ2 ⩽ 1, we see for some C > 0 that

|(ζ |X∗, f̃)|k ⩽ (N′)k−1
N′−1

∑
s=0

Ck
κ
− k

2

(⌈k
2

⌉
!
)

ec4κ∥ξs∥2
L∞(X∗). (3.157)

Secondly, by repeated application of Lemma 3.3.10,

G j(X ,ϕ ′+ζ )⩽ ∏
s∈IN′

g j+(N′)−1s(X j+(N′)−1s,ξs)G j+1(X ,ϕ ′) (3.158)
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(as in (3.133)). But since ec4κ∥ξs∥2
L∞(X∗) ⩽ g j+(N′)−1s(X ,ξs), combining this with (3.157), we

have

∣∣(ζ |X∗, f̃)
∣∣kG j(X ,ϕ ′+ζ )⩽ (N′)kCk

κ
− k

2

⌈k
2

⌉
!G j+1(X ,ϕ ′)

N′−1

∏
s=0

g j+(N′)−1s(X j+(N′)−1s,ξs)
2.

(3.159)

Also Lemma 3.3.9 says

E
[N′−1

∏
s=0

g j+(N′)−1s(X j+(N′)−1s,ξs)
2
]
⩽ 2|X | j , (3.160)

so the conclusion follows from recalling that N′ = logL
logℓ and κ = cκρ2

J (logL)−1.

Lemma 3.8.6. Let f̃ and u j+1 be as in the previous Lemma. Let hω ⩽ (C logL)−3/2 for
sufficiently large C and ∥F(X)∥⃗

h,Tj(X)
< ∞. Then

∥E[F(X ,ϕ ′+ζ +ωu j+1;ω)]∥⃗
h,Tj(X ,ϕ ′) ⩽C22|X | j∥F(X)∥k⃗h,Tj(X)

G j+1(X ,ϕ ′) (3.161)

for some C2 > 0.

Proof. Again, we drop X . We prove this by making the bound

∞

∑
l=0

hl
ω

l!

∥∥∥ dl

dω l

∣∣∣
ω=0

DnE[F(ϕ ′+ζ +ωu j+1;ω)
∥∥∥

n,Tj(X ,ϕ)

⩽C2|X | j
∞

∑
l=0

hl
ω

l!
∥∂

l
ωDnF(;̇ω)∥n,Tj(X)G j+1(X ,ϕ ′) (3.162)

for each n ⩾ 0 and C independent of n. Also, since n does not play any role in the proof, we
will just prove this for the case n = 0. To show this, first make expansion

dl

dω l

∣∣∣
ω=0

F(ϕ ′+ζ +ωu j+1;ω) =
l

∑
k=0

(
l
k

)
Dl−k

∂
k
ωF(ϕ ′+ζ ;0)(u⊗l−k

j+1 ) (3.163)

and by Lemma 3.8.4,

E
[
Dl−k

∂
k
ωF(ϕ ′+ζ ;0)(u⊗l−k

j+1 )
]

(3.164)

=
l−k

∑
m=0

(
l − k

m

)
(u j+1, f̃)

m
2 Hem(0)E

[
(ζ |X∗, f̃)l−k−m

∂
k
ωF(ϕ ′+ζ ;0)

]
,
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while by Lemma 3.8.5,∣∣E[(ζ |X∗, f̃)l−k−m
∂

k
ωF(ϕ ′+ζ ;0)

]∣∣ (3.165)

⩽C22|X | j(C1 logL)
3
2 (l−k−m)

(⌈ l − k−m
2

⌉
!
)

G j+1(X ,ϕ ′)∥∂
k
ωF∥0,Tj(X)

Combining these bounds, using (u j+1, f̃) ⩽ C(M,ρ) logL and He2p−1(0) = 0, He2p(0) =
(−1)p (2p)!

2p p! for p ∈ Z⩾0, we have

∞

∑
l=0

hl
ω

l!

∥∥∥ dl

dω l

∣∣∣
ω=0

E[F(ϕ ′+ζ +ω;ω)
∥∥∥

0,,Tj(X ,ϕ)
(3.166)

⩽C22|X | jG j+1(X ,ϕ ′)
∞

∑
k=0

∞

∑
l′=0

hl′+k
ω

k!

⌊ l′
2 ⌋

∑
p=0

C2p
3
(C1 logL)

3
2 l′−2p

2p p!(l′−2p)!

(⌈ l′−2p
2

⌉
!
)
∥∂

k
ωF∥0,Tj(X)

after reparametrising l′ = l − k, m = 2p and C3 = (C1/C)1/2. This is bounded by

C22|X | j
∞

∑
k=0

hk
ω

k!
∥∂

k
ωF(·;ω)∥0,Tj(X)G j+1(X ,ϕ ′)×

∞

∑
l′=0

(
· · ·
)

(3.167)

where

∞

∑
l′=0

(
· · ·
)
=

∞

∑
l′=0

(
(C1 logL)

3
2 hω

)l′
⌊ l′

2 ⌋

∑
p=0

Cp
3
(C1 logL)−2p

2p p!(l′−2p)!

⌈ l′−2p
2

⌉
!. (3.168)

But after using the trivial bound ∑
⌊ l′

2 ⌋
p=0

1
p!(l′−2p)!

⌈ l′−2p
2

⌉
! ⩽ e and setting hω and L so that

1
2C3(C1 logL)−2 ⩽ 1 and hω ⩽ 1

2(C1 logL)−3/2, we see that (3.167) is bounded by a constant
that is independent of L.

Proof of Proposition 3.3.7. By Lemma 3.4.2,

E(ω)[F(X ,ϕ ′;ω)] =
E
[
e(ζ ,f̃)F(X ,ϕ ′+ζ ;ω)

]
exp
(1

2ω2(f̃,Γ j+1f̃)
)

= E[F(X ,ϕ ′+ζ +ωu j+1;ω)]. (3.169)

Hence in fact

∥E(ω)[F(X ,ϕ ′+ζ ;ω)]∥⃗
h,Tj(X ,ϕ ′) = ∥E[F(X ,ϕ ′+ζ +ωu j+1;ω)]∥⃗

h,Tj(X ,ϕ ′) (3.170)
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and we obtain the bound (3.79) by applying Lemma 3.8.6. Also the analyticity of ω 7→
E(ω)[DnF(X ,ϕ ′+ζ ;ω)] is already proved in Lemma 3.4.4.
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Appendix 3.A Lattice Sobolev estimates

The proof of Lemma 3.3.10 heavily depends on formulas derived on lattice versions of the
Sobolev inequality and the trace theorem for Sobolev spaces. We include the versions we
need here. To simplify notation, from now on we fix d = 2.

Trace theorem Consider a block B ∈ {1, . . . ,R}2 with l1 = {0}× [1,R], l2 = [1,R]×{R+

1}, l3 = {R+1}× [1,R], l4 = [1,R]×{0}. Note that li’s are the outer boundary, which are
different from ∂B, which is the inner boundary.

Lemma 3.A.1. For any u : Λ → R, if (k,µk) ∈ {(1,−e1),(2,e2),(3,e1),(4,−e2)},

R−1
∑
x∈lk

u(x)2 ⩽ R−2
∑
x∈B

(
u(x)2 +R|∇µku(x)2|

)
. (3.171)

Proof. Without loss of generality, fix k = 1. Define a function ξ : B∪ (∪4
k=1lk)→ R by

ξ (ae1 +be2) = (R−a)/R. (3.172)

Then

R−1
∑
x∈l1

u(x)2 = R−1
∑
x∈l1

ξ (x)u(x)2

= R−1
L j

∑
k=1

∇
−e1
[ L j

∑
b=1

ξ (ke1 +be2)u(ke1 +be2)
2
]

= R−1
∑
x∈B

∇
−e1(ξ (x)u(x)2)

= R−2
∑
x∈B

(
(R∇

−e1ξ (x))u(x)2 +ξ (x− e1)R∇
−e1(u(x)2)

)
. (3.173)

But |ξ (x)|,R|∇−e1ξ (x)|⩽ 1 for x ∈ B and hence the result follows.

In particular, this lemma can be applied to the control the field on the boundary of the
box by the field inside the box.

Corollary 3.A.2. Let B be a box with outer boundary ∪klk as above and diameter R ⩾ 10.
Then for ϕ : Λ → R,

R−1
∑

x∈∪klk

|∇ϕ(x)|2 ⩽ 10
(

R−2
∑
x∈B

|∇ϕ(x)|2 +∥∇
2
ϕ∥L∞(B)

)
. (3.174)
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Proof. In Lemma 3.A.1, set

u(x)2 = |∂ µ
ϕ(x)|2. (3.175)

Then for ν ∈ ê = {±e1,±e2},

R|u(x+ν)2 −u(x)2|= R|∇µ
ϕ(x+ν)+∇

µ
ϕ(x)| |∇ν

∇
µ

ϕ(x)|

⩽
1
2
|∇µ

ϕ(x+ν)+∇
µ

ϕ(x)|2 +R2∥∇
2
ϕ∥L∞(B). (3.176)

so summation over x ∈ B gives

R ∑
x∈B

|∇νu(x)2|⩽ ∑
x∈B∪lk

|∇µ
ϕ(x)|2 +R4∥∇

2
ϕ∥L∞(B). (3.177)

Therefore the lemma gives

R−1
∑
x∈lk

|∇ϕ(x)|2 ⩽ 2R−2
∑

x∈B∪lk

|∇ϕ(x)|2 +R2∥∇
2
ϕ∥L∞(B). (3.178)

If R ⩾ 10, we may send the lk part in the sum ∑x∈B∪lk to the left-hand side to obtain

R−1
∑
x∈lk

|∇ϕ(x)|2 ⩽ 10
4

(
R−2

∑
x∈B

|∇ϕ(x)|2 +∥∇
2
ϕ∥L∞(B)

)
. (3.179)

Sobolev inequality While the large field regulator G j contains exp(∥∇2ϕ∥2
L∞(B∗)) for B ∈

B j, we have a nice estimate of Gaussian integration only for exponentials of quadratic forms.
Hence it is desirable to bound ∥∇2ϕ∥2

L∞(B∗) in terms of ∥∇aϕ∥2
L2(B∗)

, a⩾ 2. This follows from

the following Sobolev inequality. Here, we are using the convention ∥ f∥L2(X) = ∑x∈X | f (x)|2.

Lemma 3.A.3. For B be square of diameter R as above. There exists constant C > 0 uniform
in R such that for all f : {x ∈ Λ : d1(x,B)⩽ 2}→ R,

∥ f∥2
L∞(B) ⩽C

2

∑
a=0

R2a−2∥∇
a f∥2

L2(B). (3.180)



92 Polymer activities

Proof. Take x ∈ [1, R+1
2 ]2 ∩B. By symmetry, the conclusion follows if we bound f (x)2 in

terms of ∥∇a f∥2
L2(B), a = 0,1,2. Take

ξx(x+ae1 +be2) =

(1−3R−1a)(1−3R−1b) if 0 ⩽ a,b ⩽ 1
3R

0 otherwise
. (3.181)

Also let Dx = {x+ae1 +be2 : 0 ⩽ a,b ⩽ 1
3R+2}. Then

f (x)2 = f (x)2
ξx(x) =

⌊R/3⌋

∑
a,b=0

∇
e1∇

e2( f (x+ae1 +be2)
2
ξx(x+ae1 +be2))

=
⌊R/3⌋

∑
a,b=0

(
∇

e1∇
e2 f (x+ae1 +be2)

2)
ξx(x+(a+1)e1 +(b+1)e2)

+
(
∇

e1 f (x+ae1 +be2)
2)(

∇
e1ξx(x+ae1 +(b+1)e2)

)
+
(
∇

e1 f (x+ae1 +be2)
2)(

∇
e2ξx(x+ae1 +(b+1)e2)

)
+ f (x+ae1 +be2)

2
∇

e2∇
e1ξx(x+ae1 +be2)

)
. (3.182)

Noticing that ∥∇a
jξx∥L∞(B) ⩽ 3a for a = 0,1,2,

f (x)2 ⩽ 9
2

∑
a=0

Ra−2∥∇
a f 2∥L1(Dx)

(3.183)

but also the AM-GM inequality implies

∥∇
2 f 2∥L1(Dx)

⩽
1
2
∥∇ f∥2

L2(B)+R−1∥ f∥2
L2(B)+R∥∇

2 f∥2
L2(B) (3.184)

∥∇ f 2∥L1(Dx)
⩽ R−1∥ f∥L2(B)+R∥∇ f∥2

L2(B) (3.185)

which completes the inequality.

Appendix 3.B Completeness of the space of polymer activ-
ities

We prove the following proposition in this appendix.

Proposition 3.B.1. For any h > 0, the space {F ∈ N j(X) : ∥F∥h,Tj(X) < ∞} is a Banach
space.
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Proof. Suppose (Fk)k⩾1 is a Cauchy sequence in the norm ∥·∥h,Tj(X). Without loss of
generality, we will assume ∥Fk −Fk+1∥h,Tj(X) ⩽ 2−k. In particular,

hn

n!
∥Dn(Fk −Fk+1)(ϕ)∥n,Tj(X ,ϕ) ⩽ 2−kG j(X ,ϕ) (3.186)

for each n⩾ 0. Therefore the pointwise limit exists for (Fk)k⩾1, say F . From the completeness
of the spaces Ck(RX∗

), it is also clear that F is smooth. In fact, if we define another normed
space

N ′
j = {K polymer activity : ∥K∥′h,Tj(X) < ∞}, (3.187)

∥K∥′h,Tj(X) = sup
ϕ∈RX∗

G j(X ,ϕ)−1
(

sup
n⩾0

hn

n!
∥DnK(ϕ)∥n,Tj(X ,ϕ)

)
(3.188)

then the pointwise limit satisfies F ∈ N ′
j . Now suppose ∥F∥h,Tj(X) = +∞. Then for each

M > 0, there exists ϕM ∈ RX∗
and NM ∈ Z such that

NM

∑
n=0

hn

n!
∥DnF(ϕM)∥n,Tj(X ,ϕM) ⩾ MG j(X ,ϕM). (3.189)

But ∑
NM
n=0

hn

n!∥Dn(Fk −Fk+1)(ϕM)∥n,Tj(X ,ϕM) ⩽ 2−kG j(X ,ϕM) for each k so if we set M >

1+∥F1∥h,Tj(X), this gives a contradiction. This proves ∥F∥h,Tj(X) < ∞.
Finally, we have to prove Fk → F as k → ∞ in the ∥ · ∥h,Tj(X) norm. To see this, let

Fk = Fk −F , and notice that (Fk)k is still Cauchy in the ∥ · ∥h,Tj(X) norm. Suppose Fk does
not converge to 0 as k → ∞. By scaling and taking a subsequence if necessary, this means
there is ϕ ∈ RX∗

such that

∞

∑
n=0

hn

n!
∥DnFk(ϕk)∥n,Tj(X ,ϕk) ⩾ G j(X ,ϕk). (3.190)

But also since ∥DnFk(ϕ,k)∥n,Tj(X ,ϕ) → 0 as k → ∞, up to a subsequence, there exist se-
quences (Nk)k⩾0, (Mk)k⩾0 such that Nk < Mk < Nk+1 and

Mk

∑
n=Nk

hn

n!
∥DnFk(ϕk)∥n,Tj(X ,ϕk) ⩾

2
3

G j(X ,ϕk) (3.191)

∑
n∈N\[Nk,Mk]

hn

n!
∥DnFk(ϕ)∥n,Tj(X ,ϕ) ⩽

1
3

G j(X ,ϕ) for all ϕ ∈ RX∗
. (3.192)
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But this implies ∥(Fk −Fk+1)(ϕk+1)∥h,Tj(X ,ϕk+1) ⩾
1
3G j(X ,ϕk+1) which contradicts that Fk

is a Cauchy sequence. Therefore Fk → F as k → ∞.



Chapter 4

Polymer expansions

This chapter has two purposes. First, we discuss how the expansion (3.28)

Z0
j (ϕ|Λ) = e−E j|Λ| ∑

X∈P j(Λ)

eU j(Λ\X ,ϕ)K0
j (X ,ϕ), (4.1)

can be propagated under the recursive fluctuation integrals EΓ j+1 in (3.27). Due to the
flexibility of the polymer expansion, we will see that it is not difficult to devise operations
on polymer expansion to find triple (E j+1,U j+1,K0

j+1) satisfying the definition. However,
the difficult part is to obtain E j+1 and U j+1 that approximate logZ0

j relatively well and the
remainder K0

j is suppressed small. This point is related to the second purpose of this chapter.
By identifying the first-order terms of the reblocking operation and proving bounds on the
higher-order terms, we reduce the problem of determining (E j+1,U j+1) to a problem of
solving a linear equation, although the actual choice of (E j+1,U j+1) will be deferred to
Chapter 6. This chapter has applicability in general renormalisation group analysis, as it
does not require a specific form of the field theory. This is in contrast with what comes in the
following chapters, where we rely on the symmetries of the polymer activities.

We outline the organisation of this chapter. In Section 4.1, we introduce a number of
different ways to re-expand the polymer expansion after the fluctuation integral, exploiting
the high degree of freedom of the polymer activities. In Section 4.2, we explain a clever
expansion technique that cancels unwanted contributions from the artificial grid structure we
have implemented. The polymer activity K0

j+1 obtained from this operation exhibits a simple
linear approximation, which is used to determine (E j+1,U j+1) later. In Section 4.3, we insert
external fields f̃ and v inside the polymer expansions. These external fields are required to
bring the mesoscopic and the macroscopic observable of Theorem 1.1.3 and Theorem 1.1.5
into the picture. Combining with polymer operation techniques in Section 4.1, we see that
this only adds a slight amount of complexity to the polymer expansions. In Section 4.4, we
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prove that the non-linear term of K j+1 is differentiable in its arguments and the derivative
vanishes at 0. Thus the problem of how to keep K j suppressed small reduces to the problem
of how to control the linear approximation K j.

4.1 Polymer operations

We start the discussion with basic operations on polymer activities. The ideas of this section
is based on the principles developed in [23, Section 5].

4.1.1 Polymer powers

We introduce convenient notations

(F ◦ j G)(X) = ∑
Y∈P j(X)

F(X\Y )G(Y ), (F ⊗ j G)(X) =
Y ̸∼X\Y

∑
Y∈P j(X)

F(X\Y )G(Y ), (4.2)

for any X ∈ P j and scale j polymer functions F,G. Then (3.28) is equivalent to

Z0
j (·|Λ) = e−E j|Λ|(eU j ◦ j K0

j )(Λ, ·). (4.3)

Each ◦ j and ⊗ j is a commuting binary operator. These expansions have natural connections
with our polymer functions of interest, in view of the next lemma.

Lemma 4.1.1. Let F1,F2 be multiplicative polymer functions and G1,G2 be polymer activities
at scale j, i.e., Fα(X) = FX

α and Gα(X) = G⊗X
α for X ∈ P j and α = 1,2. Then

(F1 +F2)
X = (F1 ◦ j F2)(X), (G1 +G2)

⊗X = (G1 ⊗ j G2)(X). (4.4)

Proof. Recall that the polymer powers FX and F⊗X are defined by (3.30). The proof is direct
from the definitions.

4.1.2 Reblocking the perturbed field

We will encounter polymer expansions with two different types of field perturbation. The
first type is perturbing the whole field, so we consider

F(1)(ϕ) = (eU j ◦ j K j)(Λ,ϕ +ωu) (4.5)
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and the second type is perturbing only the field in U j, so we consider

F(2)(ϕ) = (eU j(·+ωu) ◦ j K j)(Λ,ϕ), (4.6)

cf. the shift of variable of Lemma 3.4.2. It is not difficult to put them in the standard form
(4.3) using the polymer powers.

Definition 4.1.2. Given u ∈ CΛ and (U j,K j) be functions of (X ,ϕ). Define

R
(1)
j [u,U j,K j](X) =

((
eU j(·+u)− eU j

)
◦ j K j(·+u)

)
(X) (4.7)

R
(2)
j [u,U j,K j](X) =

((
eU j(·+u)− eU j

)
◦ j K j

)
(X). (4.8)

Lemma 4.1.3. Suppose U j and K j satisfy eU j(X) = (eU j)X and K j(X) = K⊗X
j , respectively.

Then

F(α)(ϕ) =
(

eU j ◦ j R
(α)
j [ωu,U j,K j]

)
(Λ,ϕ) (4.9)

for both α = 1,2.
If we assume in addition that U j has form (3.50) and K j is a polymer activity, and fi u

is supported on some Yu ∈ P j, then R
(2)
j [u,U j,K j](X) = K j(X) whenever X ∩Yu = /0 and

R
(1)
j [u,U j,K j](X) = K j(X) whenever X ∩ (Yu)

∗ = /0 (where we recall that (·)∗ is the small
set neighbourhood).

Proof. For brevity, denote U j(X ,ϕ +ωu) =U ′
j(X ,ϕ), K j(X ,ϕ +ωu) = K′

j(X ,ϕ) and drop
ϕ . Then

F(1) = (eU ′
j ◦K′

j)(Λ) =
(
(eU j + eU ′

j − eU j)◦ j K′
j)
)
(Λ)

=
(

eU ′
j ◦ j
(
(eU ′

j − eU j)◦ j K′
j
))

(Λ) (4.10)

where we used Lemma 4.1.1 in the second line. This gives (4.9) for α = 1. The proof is the
same for α = 2, just replacing K′

j by K j.
To see the second point, just observe that U j(X ,ϕ) = U j(X ,ϕ + u) if X ∩Yu = /0 and

K j(Z,ϕ) = K j(Z,ϕ + u) if Z ∩Y ∗
u = /0 (see Definition 3.2.1 for the definition of polymer

activity).

The following lemma also suggests that the estimates on these operations are well-
behaved.
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Lemma 4.1.4. Suppose β ⩾ 8h2c−2
f , 2hω∥u∥C2

j
⩽ h, U j is given in form (3.50) and K j ∈

N j,hω
. Denoting h⃗=(h,hω), there exists εr ≡ εr(β ,L)> 0 such that whenever max{∥U j∥ΩU

j
,∥K j∥⃗h,Tj,A

}⩽
εr and ω ∈ Dhω

,∥∥R(1)
j [ωu,U j,K j]

∥∥
(h/2,hω ),Tj,

1
2 A ⩽C max

{
∥U j∥ΩU

j
,∥K j∥⃗h,Tj,A

}
, , (4.11)∥∥R(2)

j [ωu,U j,K j]
∥∥⃗
h,Tj,

1
2 A ⩽C max

{
∥U j∥ΩU

j
,∥K j∥⃗h,Tj,A

}
(4.12)

for some absolute constant C (that does not depend on any other parameters).

Proof. For brevity, denote R(α) = R
(α)
j [ωu,U j,K j] for α = 1,2. By Lemma 3.4.4 and

Lemma 3.2.8 with the assumption h+hω∥u∥C2
j
< 2h, one may write

∥U j(B,ϕ +ωu)−U j(B,ϕ)∥⃗h,Tj(B,ϕ)
⩽ 2∥U j(B,ϕ)∥h+hω∥u∥,Tj(B,ϕ)

⩽CA−1∥U j∥ΩU
j
(h2 +w j(B,ϕ)2). (4.13)

Then by (3.64), for ∥U j∥ΩU
j
⩽ min{1,β−1},

∥eU j(B,ϕ+ωu)− eU j(B,ϕ)∥⃗
h,Tj(B,ϕ)

⩽ ∥eU j(B,ϕ)∥⃗h,Tj(B,ϕ)
∥eU j(B,ϕ+ωu)−U j(B,ϕ)−1∥⃗

h,Tj(B,ϕ)

⩽CA−1∥U j∥ΩU
j
e

CA−1∥U j∥ΩU
j

w j(B,ϕ)2

. (4.14)

Hence, if x := max{∥U j∥ΩU
j
,∥K j∥⃗h,Tj,A

} is sufficiently smaller than min{1,β−1,cwκ}, then
by (3.64) and Lemma 3.3.4,∥∥∥(eU j(·,ϕ+ωu)− eU j(·,ϕ)

)X\Y
K j(Y,ϕ)

∥∥∥⃗
h,Tj(X ,ϕ)

⩽ A−|X | j(Cx)
|X\Y | j

ecwκw j(X\Y,ϕ)2
x|Comp j(Y )|G j(Y,ϕ)

⩽ A−|X | j(Cx)
|X\Y | j

x|Comp j(Y )|G j(X ,ϕ) (4.15)

for X ,Y ∈ P j, Y ⊂ X . By the definition of R(2), now with x sufficiently smaller than A,

∥R(2)(X)∥⃗
h,Tj(X)

⩽ A−|X | j ∑
Y∈P j(X)

(Cx)|X\Y | jx|Comp j(Y )| ⩽C(A/2)−|X | jx, (4.16)

which is exactly (4.11).
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For the bound on R(1), we just have to replace the norm on K j using Lemma 3.4.4 with
the assumption h

2 +hω∥u∥< h,

∥K j(Y,ϕ +ωu)∥(h/2,hω ),Tj(Y,ϕ) ⩽ ∥K j(Y,ϕ)∥⃗h,Tj(X ,ϕ)
. (4.17)

Thus we obtain (4.12).

4.1.3 Reblocking to next scale

Changing the scale of the polymer expansion is based on the coarse-graining-reblocking
operations defined as

K0
j(X ,ϕ) =

Y=X

∑
Y∈P j(X)

eU j(X\Y,ϕ)K0
j (Y,ϕ), X ∈ P j+1. (4.18)

Then it is basic to check that

Z0
j (·|Λ) = e−E j|Λ|(eU j ◦ j K0

j )(Λ, ·) = e−E j|Λ|(eU j ◦ j+1 K0
j)(Λ, ·). (4.19)

The linearised coarse-graining-reblocking is also of importance, defined as

SK0
j (X ,ϕ) =

Y=X

∑
Y∈Pc

j (X)

K0
j (Y,ϕ), X ∈ Pc

j+1. (4.20)

As the name indicates, S is a linear operator mapping a j-scale polymer activity to a j+1-
scale polymer activity. We see from the following proposition that only a limited number of
terms actually contribute in SK0

j , since the norm of the polymer activities supported on large
sets contract upon S.

Proposition 4.1.5. There exists a geometric constant η > 0 such that the following holds
when L⩾ 2d+1= 5. For hω ⩽ (C logL)−

3
2 for sufficiently large C, A

η

2 ⩾ 2
2+η

2 eL3, X ∈Pc
j+1,

and any scale- j polymer activity F with ∥F∥h,Tj < ∞,

∥S(E(ω)[F1Y ̸∈S j ])(X)∥⃗
h,Tj+1(X)

⩽ (L−1A−1)|X | j+1∥F ∥⃗
h,Tj

. (4.21)

The factor L−1 will compensate the loss of the factor of 2 in the A/2 factor in Lemma 3.3.6.
The proof is a consequence of the following combinatorial lemma.
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Lemma 4.1.6 (Lemmas 6.14–15 of [23]). There exists a geometric constant η > 0 such that
the following holds when L ⩾ 2d +1 = 5. For every X ∈ P j,

(1+η)|X | j+1 ⩽ |X | j +8(1+η)|Comp j(X)|. (4.22)

Moreover, if X is connected but not a small set, then

(1+η)|X | j+1 ⩽ |X | j. (4.23)

Proof of Proposition 4.1.5. By (4.23), we have |Y | j ⩾ (1 + η)|X | j+1 if Y = X and Y ∈
Pc

j\S j, so applying successively (4.20), (3.44)-(3.63) and Proposition 3.3.7, one obtains

∥SE(ω)[F1Y ̸∈S j ](X ,ϕ ′)∥⃗
h,Tj+1(X ,ϕ ′)

⩽C
Y=X

∑
Y∈Pc

j\S j

(A/2)−|Y | jG j+1(X ,ϕ ′)∥F ∥⃗
h,Tj

⩽C
Y=X

∑
Y∈Pc

j\S j

(A/2)−|Y | j/2(A/2)−(1+η)|X | j+1/2G j+1(X ,ϕ ′)∥F ∥⃗
h,Tj

. (4.24)

Next, observe that for any z > 0, decomposing a polymer Y ∈ P j with Y = X over ( j +
1)−blocks constituting X , one can rewrite

Y=X

∑
Y∈P j

z|Y | j = ∏
B∈B j+1(X)

Y ′=B

∑
Y ′∈P j

z|Y
′| j =

(
(1+ z)L2

−1
)|X | j+1. (4.25)

Returning to (4.24), using (4.25) with the choice z = (A/2)−1/2, one obtains that the quantity
∥SE[F1Y ̸∈S j ](X ,ϕ ′)∥h,Tj+1(X ,ϕ ′) is bounded by

(A/2)−
1+η

2 |X | j+1
(
(1+(A/2)−

1
2 )L2

−1
)|X | j+1G j+1(X ,ϕ ′)∥F ∥⃗

h,Tj

⩽ (A/2)−
1+η

2 |X | j+1
(
e(A/2)−

1
2 L2)|X | j+1G j+1(X ,ϕ ′)∥F ∥⃗

h,Tj
(4.26)

under the assumption
√

2A− 1
2 L2 ⩽ 1 where we use (1+b)c −1 ⩽ exp(bc)−1 ⩽ ebc for any

b,c ⩾ 0, bc ⩽ 1 to obtain the last inequality. If we assume further that A is large enough so
that e(A/2)−(2+η)/2L2 ⩽ L−1A−1, then this is bounded by

(e(A/2)−
2+η

2 L2)|X | j+1G j+1(X ,ϕ ′)∥F ∥⃗
h,Tj

⩽ (L−1A−1)|X | j+1G j+1(X ,ϕ ′)∥F ∥⃗
h,Tj

, (4.27)
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giving the desired bound.

We also have the following lemma which is of a slightly different flavour, but has its use
in various places related to large sets.

Lemma 4.1.7. Let X ∈P j+1, 0⩽ x⩽ εrb =A−16, η be as in Lemma 4.1.6 and L2A−η/(1+η)⩽

1. Then

Y=X

∑
Y∈P j

1Y ̸∈S j1|Comp j(Y )|=1xA−|Y | j ⩽ (eL2A−(1+2η)/(1+η))|X | j+1x (4.28)

and

Y=X

∑
Y∈P j

1Y ̸∈S j1|Comp j(Y )|⩾2x|Comp j(Y )|A−|Y | j ⩽ A16(eL2A−(1+2η)/(1+η))|X | j+1x2. (4.29)

Proof. For the first estimate, for x ⩽ 1, (4.23) implies |Y | j =
1

1+η
|Y | j +

η

1+η
|Y | j ⩾ |X | j+1 +

η

1+η
|Y | j so that

Y=X

∑
Y∈Pc

j

1Y ̸∈S jx
|Comp j(Y )|A−|Y | j ⩽ A−|X | j+1

Y=X

∑
Y∈Pc

j

A− η

1+η
|Y | jx (4.30)

and we get the desired bound after applying (4.25).
For the second estimate, observe that (4.22) implies |Y | j =

1
1+η

|Y | j+
η

1+η
|Y | j ⩾ |X | j+1−

8|Comp j(Y )|+
η

1+η
|Y | j so that

Y=X

∑
|Comp j(Y )|⩾2

x|Comp j(Y )|A−|Y | j ⩽
Y=X

∑
|Comp j(Y )|⩾2

A− η

1+η
|Y | jA−|X | j+1+8|Comp j(Y )|x|Comp j(Y )|

⩽ A16A−|X | j+1
Y=X

∑
Y∈P j

A− η

1+η
|Y | jx2. (4.31)

where the final line follows under the assumption x ⩽ εrb = A−16. Now (4.25) implies

A−|X | j+1
Y=X

∑
Y∈P j

A− η

1+η
|Y | j = A−|X | j+1

[
(1+A−η/(1+η))L2

−1
]|X | j+1

⩽ A−|X | j+1
(

eA−η/(1+η)L2
−1
)|X | j+1

, (4.32)
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If A is chosen so that A−η/(1+η)L2 ⩽ 1, then this can be bounded by

(eL2A−(2+η)/(1+η))|X | j+1, (4.33)

completing the proof of the second estimate.

4.2 Reexpansion in the succeeding scale

In this section, we assume Z0
j of form (4.1) and we have good candidates for E j+1 −E j

and U j+1, the leading terms for the expansion in scale j+1. To emphasize that they will
eventually given as functions of (U j,K0

j ), we denote them E j+1 and U j+1. Then we may
now expand Z0

j+1 in terms of polymer activities in scale j+1 and in form (4.1). Note that
this section is a modification of [23, Section 5], with the small difference that the order of
expectation and reblocking is reversed, following the set-up of [35], and the operations are
purely algebraic. The justification of convergence of expectation E and estimates are subjects
of Section 4.4 and later chapters.

Recall that the change of scale of the expansion was already presented in (4.18)–(4.19)
using the coarse-graining-reblocking. So we are left to find a way to integrate the fluctuation
integral E with the polymer expansion. The first step is to replace U j by U j+1 using

U
0
j+1(X ,ϕ) :=−E j+1|X |+U j+1(X ,ϕ) (4.34)

and Lemma 4.1.1:

eθζU j(X) = (eθζU j − eU
0
j+1 + eU

0
j+1)X =

(
(eθζU j − eU

0
j+1)◦ j+1 eU

0
j+1

)
(X) (4.35)

for X ∈ P j+1, where we recall the notation θζ F(X ,ϕ ′) = F(X ,ϕ ′+ζ ). Thus by (3.27) and
(4.19),

Z0
j+1(·|Λ) = e−E j|Λ|Eζ

[
eθζU j ◦ j+1 θζ K0

j

]
(Λ)

= e−E j|Λ|
(

eU
0
j+1 ◦ j+1 Eζ

[
(eθζU j − eU

0
j+1)◦ j+1 θζ K0

j
])

(Λ). (4.36)

where we have inserted (4.35) for the second inequality. Naively, this should complete the
reexpansion if U

0
j+1 is chosen correctly, but we will further manipulate this expansion to

obtain a linear approximation of the polymer activity at scale j+ 1 more suitable for the
analysis.
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4.2.1 Redistribution of local terms

An additional expansion step can be performed in order to replace K j with a polymer activity
with delicate cancellations. Suppose we are given a polymer function Q0

j : B j×S j×RΛ →R
that ∑B∈B j Q0

j(B,X ,ϕ ′) approximates Eθζ K j(X ,ϕ ′). Such functions are called localisations.
The localisation depends on the model of interest, and for the DG model, we define it in
Section 5.2 which are used to define Q0

j in (6.63), but the choice of Q j can be arbitrary at
this point. We also define redistribution operators on the localisation by

DQ0
j(B,X) = 1X∈S j1B∈B j+1(X) ∑

D∈B j(B)

D∈B j(Y )

∑
Y∈S j

Q0
j(D,Y )(1Y=X −1B=X) (4.37)

DQ0
j(X) = ∑

B∈B j+1(X)

DQ0
j(B,X). (4.38)

Restrictions X ∈ S j and B ∈ B j+1(X) on DQ0
j(B,X) are redundant, but we have included

them for clarity. The role of DQ0
j is to reorder the summation. If X was given, the sum with

1Y=X asks to first seek Y ∈ S j such that Y = X and then sum over D ∈ P j(B∩Y ), but the
sum with 1B=X asks to first find D ∈ B j(B) and sum over Y ∈ S j such that D ∈ B j(Y ). See
Remark 4.2.3 to see the advantage of these operations.

Then we use Lemma 4.1.1 to obtain

θζ K0
j(X) = ((θζ K0

j −DQ0
j) ⊗ j+1 DQ0

j)(X) (4.39)

and (4.36) becomes

Z0
j+1(·|Λ) = e−E j|Λ|

(
eU

0
j+1 ◦ j+1 Eζ

[
(eθζU j − eU

0
j+1)◦ j+1

(
(θζ K j −DK0

j ) ⊗ j+1 DK0
j
)])

(Λ)

= e−E j|Λ| ∑
X ′,X0,X1,Z∈P j+1

eU
0
j+1(X

′)Eζ

[
(eθζU j − eU

0
j+1)X0(θζ K0

j −DQ0
j)
[X1]
]

× ∏
Z′∈Comp j+1(Z)

∑
BZ′∈B j+1(Z′)

DQ0
j(BZ′,Z′) (4.40)
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where X ′,X0,X1,Z ∈ P j+1 are disjoint, X ′ ∪X0 ∪X1 ∪ Z = Λ and X1 ̸∼ Z. We let X =

X0 ∪X1 ∪ (∪Z′∈Comp j+1(Z)B
∗
Z′) and let K 0

j+1 be what is present on X :

K 0
j+1(U j,K j;X) :=

∗

∑
X0,X1,Z,(BZ′)

e−U
0
j+1(T )+U j+1(X)

×Eζ

[
(eθζU j − eU

0
j+1)X0(θζ K0

j −DQ0
j)
[X1]
]

∏
Z′∈Comp j+1(Z)

DQ0
j(BZ′,Z′) (4.41)

where the sum ∑
∗
X0,X1,Z,(B′

Z))
indicates T = X0 ∪X1 ∪Z, X1 ̸∼ Z and BZ′ ∈ B j+1(Z′) for each

Z′ ∈ Comp j+1(Z). Then it is natural to see that

Z0
j+1(·|Λ) = e−E j+1|Λ|

(
eU j+1 ◦ j+1 K 0

j+1
)
(Λ). (4.42)

It will be useful to summarise these results as the following.

Definition 4.2.1. Given U j,K j, U+, U+ and Q, define

K j+1(U j,K j,U+,U+,Q;X) :=
∗

∑
X0,X1,Z,(BZ′)

e−U+(T )+U+(X)

×E
[
(eθζU j − eU+)X0(θζ K j −DQ)[X1]

]
∏

Z′∈Comp j+1(Z)
DQ(BZ′,Z′) (4.43)

for X ∈ Pc
j+1, where the sum ∑

∗
X0,X1,Z,(B′

Z))
indicates X0,X1,Z ∈ P j+1, (BZ′) is a collection

such that Z′ ∈ Comp j+1(Z) and BZ′ ∈ B j+1(Z′), T = X0 ∪X1 ∪Z, X1 ̸∼ Z.

Proposition 4.2.2. For any choice of U+,U+ and Q such that (U+−U+)(X) is scalar-valued
(i.e., independent of the field ϕ), let

K j+1 =K j+1(U j,K j,U+,U+,Q;X). (4.44)

Then it satisfies

Eζ [θζ (e
U j ◦ j K j)(Λ)] = e(U+−U+)(Λ)(eU+ ◦ j+1 K j+1)(Λ), (4.45)

if the convergence of the expectation E is guaranteed.

4.2.2 Linear expansion of K 0
j+1

At the first sight, it is not so clear what is the purpose of the redistribution operator. This
point will get clear once we restrict ourselves to the linear order. The first order analysis does
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not only help the conceptual understanding of the map K 0
j+1, but it will also be a crucial

component of our analysis.
The first order terms of K 0

j+1 can be identified by the following steps on (4.41). (1) Only
consider X0,X1,Z,(BZ′) in the sum ∑

∗ such that

#(X0,X1,Z) := |X0| j + |Comp j(X1)|+ |Comp j(Z)|= 1. (4.46)

(2) Replace eE j+1|T |+U j+1(X\T ) by 1. (3) Replace eθζU j −eU j+1 by θζU j −U j+1. (4) Replace

K0
j by SK0

j (X). These will leave us with the linearised version of K 0
j+1 as follows: for

X ∈ Pc
j+1,

L 0
j+1(U j,K0

j ;X ,ϕ ′) := ∑
Y :Y=X

(
1Y∈Pc

j
Eζ

θζ K0
j (Y,ϕ

′)−1Y∈S j ∑
D∈B j(Y )

Q0
j(D,Y,ϕ ′)

)

+
D=X

∑
D∈B j

(
Eζ [θζU j(D,ϕ ′)]+E j+1|D|−U j+1(D,ϕ ′)+

D∈B j(Y )

∑
Y∈S j

Q0
j(D,Y,ϕ ′)

)
.

(4.47)

In more detail, the terms in the first line above and the Q0
j-terms in the second line come

from X = T = X1 (replacing eU j(X\Y ) by 1 in K j, which corresponds to replacing K j by
SK j, and keeping only connected polymers Y ), the remaining terms in the second line are
due to X = T = X0 (and linearising the exponentials), and finally the terms with T = Z
(and thus X = B∗

Z) actually vanish by the construction of DQ0
j (after the replacement of the

exponential outside the expectation, i.e., in the first line of (4.41), by 1). Indeed, to see that
the contribution from X = B∗

Z cancels, note that for any B ∈ B j+1,

B∈B j+1(Z)

∑
Z∈S j+1

DQ0
j(B,Z) =

B∈B j+1(Z)

∑
Z∈S j+1

∑
D∈B j(B)

D∈B j(Y )

∑
Y∈S j

Q j(D,Y )(1Y=Z −1B=Z)

= ∑
D∈B j(B)

D∈B j(Y )

∑
Y∈S j

Q j(D,Y )
B∈B j+1(Z)

∑
Z∈S j+1

(1Y=Z −1B=Z) = 0. (4.48)

Now, in light of Proposition 4.1.5, we see that the very first term of (4.47) has meaningful
contribution only when Y ∈ S j. We thus see that it is enough to choose Q0

j that cancels
Eθζ K j on small sets.

We may also define for X ∈ Pc
j+1

M 0
j+1(U j,K j) = K 0

j+1(U j,K j)−L 0
j+1(U j,K j), (4.49)
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the remaining part of K 0
j+1. We will later see in Lemma 4.4.2 that M 0

j+1 is of order ⩾ 2.

Remark 4.2.3. As mentioned, the redistribution operator was introduced in order to facilitate
the first order analysis. Suppose we have not introduced Q j and rather have defined

K′
j+1(X) = eE j+1|X |E

[
(eθζU j − eU j+1)◦ j+1 θζ K0

j
]
(X) (4.50)

Then by (4.36), it also satisfies

Z j+1(·|Λ) = e−E j+1|Λ|(eU j+1 ◦ j+1 K′
j+1)(X) (4.51)

so K′
j+1 is also a valid candidate for the remainder coordinate in scale j+1. However, if we

expand out K′
j+1 in first order, we get

L ′
j+1(X) = ∑

Y :Y=X

1Y∈Pc
j
Eθζ K0

j (Y )+
D=X

∑
D∈B j

E[θζU j(D)]+E j+1|D|−U j+1(D). (4.52)

In above definition of L 0
j+1, we see that we can have cancellations in both of the sum by

choosing Q0
j , E j+1 and U j+1 appropriately. But for L ′

j+1K j, since the form of the two sums
are incompatible, there is no obvious way to make a cancellation between the two terms. The
role of the redistribution operator is to add and subtract terms in both ∑Y :Y=X and ∑

D=X
D∈B j

in
a compatible way so there there are natural cancellations.

4.3 Polymer expansion with external field

In general, an expansion of form (3.28) is used when we are interested in macroscopic
observables, such as the free energy or the torus scaling limit of Theorem 1.1.1. However,
if we are interested in observables at lower scales, it is desirable to consider the Laplace
transformations, or the tilted expectation of (3.16),

E(ω)[F(ζ )] = E
[
eω(f̃,ζ )F(ζ )

]
/E[eω(f̃,ζ )] (4.53)

for the external field f̃.
If we are further given the observable scale js > 0 (also present in (A′

f )) and field v ∈RΛ,
we may consider a flow of Z j defined inductively by

Z0(ϕ;ω|Λ) = Z0
0(ϕ +ωv|Λ) (4.54)
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and

Z j+1(ϕ;ω|Λ) =

E[θζ Z j(ϕ;ω|Λ)] ( j < js)

E(ω)

[
θζ Z j(ϕ;ω|Λ)

]
( j ⩾ js).

(4.55)

In the case when ω is real, then we can use a change of variables to write

Z j+1(ϕ;ω|Λ) = E
[
θζ Z j(ϕ +ωΓ j+1f̃;ω|Λ)

]
(4.56)

but for general complex ω , this is not always possible, as we haven’t checked the complex
analyticity of Z j. We also impose a restriction on v similar to that of (A′

u).

(Av) Given the observable scale js ⩾ 0, the field v has decomposition v = ∑
n
i=1 Tyivα such

that ∥vi∥C2
js
⩽Cn−1 logL. Also, supp(vi)⊂ B js+1

0 for each i.

The norm of v is bounded in scale js, but it is allowed to be supported on a larger region
B js+1

0 . This makes a problem if it happens at all scales, but v only lives at a single scale js, so
this is acceptable. Again, C will be a constant independent of all the other parameters, so we
do not mention the dependence on it.

Nevertheless, we will be tracing the complex analyticity when required, and seek for a
representation for j > js

Now, we seek for polymer representations of Z j,

Z j(ϕ;ω|Λ) =

e−E j|Λ|(eU j ◦ j K0
j )(Λ,ϕ +ωv) ( j ⩽ js)

e−E j|Λ|+e j(ω)(eU j(·,ϕ+ωu j) ◦ j K j(·,ϕ))(Λ) ( j > js)
(4.57)

when ω is sufficiently small and u j = 1 j> jsΓ j f̃ (see (3.19)). (Note that case j ⩽ js in (4.57)
is not the same as what is given in (4.55). This point will be justified in Section 4.3.1. ) To
this end, we define the renormalisation group step as a slight modification of (4.43), whose
justifications will be given in Section 4.3.1, 4.3.2.

Definition 4.3.1. Let v and (u j) j satisfy (Av) and (A′
u), respectively. Suppose E j+1, U j,

U j+1 and K j are given. Then define K j+1 as the following.

• When j < js, suppose localisation Q0
j is given. Then consider K0

j+1 defined by (4.43),
i.e.,

K0
j+1 = K 0

j+1(U j,K0
j ) :=K j+1(U j,K0

j ,U j+1,U
0
j+1,Q

0
j ;X), (4.58)

and let K j+1 = K0
j+1.
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• When j ⩾ js, let

K†
j (·;ω) =

R
(1)
j [ωv,U j,K j(·;ω)] ( j = js)

R
(2)
j [ωu j,U j,K j(·;ω)] ( j > js)

(4.59)

with R(1),R(2) defined by (4.7),(4.8). If we are given a localisation Q j and g j+1(X ;ω)

is some polymer function of X ∈ P j+1 such that g j+1(X ∪Y ) = g j+1(X)+ g j+1(Y )
for any X ∩Y = /0, then let

K j+1 = K j+1(U j,K
†
j ) :=K j+1(U j,K

†
j ,U j+1,U j+1,Q j;X) (4.60)

where now

U j+1(X ,ϕ;ω) = g j+1(X ;ω)−E j+1|X | j+1 +U j+1(X ,ϕ +ωu j+1), (4.61)

and recall K j+1 from Definition 4.2.1.

Although it is conceptually better to think of K j+1 as a function of (U j,K j), it is often
more convenient to think of it as a function of (U j,K

†
j ) for its estimates. K j does not depend

on ω for j ⩽ js, but we are denoting K j(·;ω)≡ K0
j to minimize notational changes. Then

we have the following analogue of Proposition 4.2.2.

Proposition 4.3.2. Suppose Z j satisfies (4.57). Let Z j+1 be defined by (4.55) and K j+1 be
defined by Definition 4.3.1 with integrability in E being assumed. Then Z j+1 also satisfies
(4.57) with E j+1 = E j +E j+1 and e j+1(Λ) = e j(Λ)+g j+1(Λ) (with convention e j ≡ 0 for
j ⩽ js).

The proof will be given in the following sections.

4.3.1 Regime j < js

The j < js case of Definition 4.3.1 is valid only when we have equivalence of (4.55) and
(4.57). Indeed, we verify that these two definitions match in the following lemma, where we
drop Λ for brevity.

Lemma 4.3.3. Let v satisfy (Av) and hω ⩽ (C logL)−1h for large C. Let Z j be defined itera-
tively by Z j+1(ϕ;ω) = Eζ

Γ j+1
[θζ Z j(ϕ;ω)] for ϕ ∈RΛ and Z0(ϕ;ω) = Z0

0(ϕ +ωv). Suppose
there is a sequence (E j,U j,K j) j⩽ js such that Z0

j (ϕ) admits expansion (4.1), ∥K0
j ∥h,Tj <+∞
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and ∥U j∥ΩU
j

are sufficiently small (polynomially in β ,L) for each j ⩽ js. Then

Z j(ϕ;ω) = Z0
j (ϕ +ωv) for all j ⩽ js, ω ∈ Dhω

. (4.62)

Proof. When ω ∈ R∩Dhω
, then the identity is trivial by definition. Thus it is enough

to verify that Z j and Z0
j (ϕ +ωv) are complex analytic functions of ω ∈ Dhω

. First, by
Proposition 3.4.1, we see that ω 7→ K0

j (X ,ϕ +ωv) is analytic for each X ∈ P j with

|K0
j (X ,ϕ +ωv)|⩽ ∥K0

j (X ,ϕ)∥h,Tj(X ,ϕ) ⩽ ∥K0
j (X)∥h,Tj(X)G j(X ,ϕ) (4.63)

Also, by the explicit form of U j, we see that ω 7→ Z0
j (ϕ+ωv) is analytic. To prove analyticity

of ω 7→ Z j+1(ϕ;ω), we use induction, so assume that Z j(·;ω) = Z0
j (·+ωv). Observe that

sup
ω∈Dhω

|U j(X ,ϕ +ωv)|⩽ O(∥U j∥ΩU
j
)(h2 +w j(X ,ϕ)2)⩽ cwκL(1+w j(X ,ϕ)2) (4.64)

for ∥U j∥ΩU
j

sufficiently small. Thus combined with (4.63),

sup
ω∈Dhω

∣∣∣eU j(Λ\X ,ϕ+ωv)K0
j (X ,ϕ +ωv)

∣∣∣⩽ O(∥K0
j (X)∥h,Tj(X)G j(Λ,ϕ) (4.65)

where we used Lemma 3.3.4 to bound ecwκLw j(Λ\X ,ϕ)2
G j(X ,ϕ). But by Proposition 3.3.5, we

see EΓ j+1θζ G j(X ,ϕ)< ∞, so by the Dominated Convergence Theorem,

ω 7→ Z j+1(·;ω) = e−E j|Λ|Eζ

Γ j+1

[
θζ ∑

X∈P j

eU j(Λ\X ,·+ωv)K j(X , ·+ωv)
]

(4.66)

is continuous in ω . The same bound also allows to use the Fubini’s theorem, so∫
γ

dωZ j+1(ϕ;ω) = e−E j|Λ|Eζ

Γ j+1

[
θζ ∑

X∈P j

∫
γ

dωeU j(Λ\X ,ϕ+ωv)K0
j (X ,ϕ +ωv)

]
= 0 (4.67)

for any C1 curve γ in Dhω
, where the second equality follows from the Cauchy’s integral

theorem. We conclude that ω 7→ Z j+1(ϕ;ω) is analytic, completing the induction.

4.3.2 Regime j ⩾ js

We now justify (4.60) in the proof of Proposition 4.3.2.
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Proof of Proposition 4.3.2. The case j < js is already checked by Lemma 4.3.3. For j ⩾ js,
(4.57) and Lemma 4.9 show

Z js(·|Λ) = e−E j|Λ|+e j(Λ)(eU j ◦ j K†
j )(Λ). (4.68)

Thus Proposition 4.2.2 guarantees (4.57) for Z j+1 and K j+1.

4.4 Estimate on the non-linear part

In this section, we define the linearisation L j+1 of K j+1 and prove estimates on the remaining
terms. The results of this section also applies to K 0

j+1, since it can simply be considered as
the case with vanishing external fields, so we do not discuss it separately.

Exactly following the procedure of Section 4.2.2, we see that the linear part of K j+1 is
given by

L j+1(U j,K
†
j ;X ,ϕ ′) := ∑

Y :Y=X

(
1Y∈Pc

j
E(ω)θζ K†

j (Y,ϕ
′)−1Y∈S j ∑

D∈B j(Y )
Q j(D,Y,ϕ ′)

)

+
D=X

∑
D∈B j

(
E(ω)θζU j(D,ϕ ′)−U j+1(D,ϕ ′)+

D∈B j(Y )

∑
Y∈S j

Q j(D,Y,ϕ ′)
)

(4.69)

where ζ ∼ N (0,Γ j+1) if j < N − 1 and ζ ∼ N (0,ΓΛN
N ) if j = N − 1. Then again, the

remaining part will be defined by

M j+1(U j,K
†
j ) := K j+1(U j,K

†
j )−L j+1(U j,K

†
j ) (4.70)

The aim of this section is to expand out M j+1 and prove that M j+1 is of order O((∥U j∥ΩU
j
+

∥K†
j ∥⃗h,Tj

)2) in Lemma 4.4.2. At this stage, we are not fixing E j+1,U j+1 and Q j, so the esti-
mate will only be proved modulo some estimates on them.

Below we write U j+1,U j+1 in place of U j+1,U j+1 for simplicity of notation and recall

U j+1(X ,ϕ ′;ω) =−E †
j+1(X ;ω)+U j+1(X ,ϕ ′+ωu j+1) (4.71)

where we also let

E †
j+1(X ;ω) = E j+1|X | j+1 −g j+1(X ;ω). (4.72)
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Accordingly, we introduce the map

ω j = (U j,K j) 7→ K j(ω j)≡ (E †
j+1|X |,U j,U j+1,K

†
j ,K j,Q j)(ω j). (4.73)

In terms of ω j, one may decompose M j+1 into four terms as follows: for X ∈ Pc
j+1, using

the notation (4.73),

M j+1(U j,K
†
j ,X ,ϕ ′) =

4

∑
k=1

M
(k)
j+1(K j(ω j),X ,ϕ ′), (4.74)

where the M
(k)
j+1 are given as follows:

M
(1)
j+1(K j(ω j),X) =

∗

∑
X0,X1,Z,(BZ′′)

1#(X0,X1,Z)⩾2eE †
j+1(X)eU j+1(X\T )

×Eζ

(ω)

[
(eθζU j − eU j+1)X0(θζ K j −DQ j)

[X1]
]

∏
Z′′∈Comp j+1(Z)

DQ j(BZ′′ ,Z′′)

(4.75)

M
(2)
j+1(K j(ω j),X) =

∗

∑
X0,X1,Z,(BZ′′)

1#(X0,X1,Z)⩽1(e
E †

j+1(X)eU j+1(X\T )−1)

×Eζ

(ω)

[
(eθζU j − eU j+1)X0(θζ K j −DQ j)

[X1]
]

∏
Z′′∈Comp j+1(Z)

DQ j(BZ′′ ,Z′′)

(4.76)

M
(3)
j+1(K j(ω j),X) =

X0=X

∑
|X0| j+1=1

Eζ

(ω)

[(
eθζU j − eU j+1 −θζU j +U j+1

)X0
]

(4.77)

M
(4)
j+1(K j(ω j),X) = Eζ

(ω)

[
θζ

Y=X

∑
Y∈P j

eU j(Y )K†
j (X\Y )−S[K†

j ](X)
]

(4.78)

where ∑
∗ is as in Definition 4.2.1, thus in particular T = X0 ∪X1 ∪ Z. Each M

(b)
j+1 (b =

1,2,3,4) arise as the remainder of the linearisation process (1)–(4) described above (4.47).
The bound of M j+1(U j,K

†
j ) will follow by bounding each M

(k)
j+1(K j) separately. Al-

though the above is not the most efficient way to express M j+1, writing it in this way will
make it easier to generalise the estimates to different settings. Indeed, one may deduce a
bound on each M

(b)
j+1 that only depends on the estimates on K j. The next definition collects

a list of bounds on various terms that appear in the above formulas. These estimates are
sufficient to imply the desired bounds on the M

(b)
j+1, as asserted in Lemma 4.4.2.
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These “building block estimates” require a suitable notion of derivative. Let X and Y be
Banach spaces with norms ∥·∥X and ∥·∥Y, and let F : X→ Y. The directional derivative of
F at a point x ∈ X, in direction ẋ is denoted by DF(x, ẋ), i.e., when the limit exists,

DF(x, ẋ) = lim
t→0

1
t
(F(x+ tẋ)−F(x)), (4.79)

and if F is Fréchet-differentiable the norm of the derivative is the operator norm

∥DF(x, ·)∥ := sup{∥DF(x, ẋ)∥Y : ∥ẋ∥X ⩽ 1}. (4.80)

Definition 4.4.1. Let (X, | · |) be a closed subset of a normed vector space. Given δ ,η > 0, de-
fine X K

j (Y), to be the set of functions K j : x(∈X) 7→K j(x)= (E †
j+1(X),U j,U j+1,K

†
j ,K j,Q j)(x)

where each component takes polymer activity value as in the right-hand side of (4.73),
such that K j(0) = 0 and x 7→ (K†

j (x),Q j(x)) is linear and K†
j (x) is bounded as a function

X→ N j,hω
and satisfies the following estimates for all B ∈ B j+1, Z ∈ P j+1 and ϕ ∈ RΛN :

for k ∈ {0,1,2},

∥U(B,ϕ)∥⃗
h,Tj(B,ϕ)

⩽C(δ ,L)(1+δcwκLw j(B,ϕ)2)|x| (4.81)

∥eU(B,ϕ)−
k

∑
m=0

1
m!

(U(B,ϕ))m∥⃗
h,Tj(B,ϕ)

⩽C(δ ,L)eδcwκLw j(B,ϕ)2
|x|k+1, (4.82)

for U ∈ {U j,U j+1,E
†
j+1} and some C(L), and when U = E †

j+1, the inequality holds with
C(δ ,L) replaced by C(L) and δ set to 0. Moreover,

∥DeU
′(B,ϕ)∥⃗

h,Tj(B,ϕ)
⩽C(L)ecwκLw j(B,ϕ)2

, (4.83)

∥D2eU
′(B,ϕ)∥⃗

h,Tj(B,ϕ)
⩽C(L)ecwκLw j(B,ϕ)2

, (4.84)

∥DK j(Z,ϕ)∥⃗h,Tj(Z,ϕ)
⩽C(A,L)A−(1+η)|Z| j+1G j(Z,ϕ), (4.85)

∥DQ j(D,Y,ϕ)∥⃗
h,Tj(Y,ϕ)

⩽C(L)A−1ecwκLw j(D,ϕ)2
, (4.86)

for any Y ∈ S j, D ∈ B j(Y ), and U′ ∈ {U j,U j+1,E
†
j+1}, and in the case of E †

j+1, the factor
ecwκLw j(B,ϕ) can be omitted. The derivatives exist in the space of polymer activities with finite
∥·∥⃗

h,Tj(B)
-norm for eU

′
, DeU

′
, finite ∥·∥⃗

h,Tj(Z)
-norm for K j and finite ∥·∥⃗

h,Tj(Y )
-norm for Q j.

Having these assumptions at hand, we can prove bounds on each M
(k)
j+1 as in the following

lemma.
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Lemma 4.4.2. Then there exist L0,A0(L) such that the following holds. Let (X, | · |) be a
closed subset of a normed space. If L ⩾ L0, A ⩾ A0(L) and if K j is in X K

j (X), there exist

η0 ≡ η0(η)> 0 and εnl > 0 such that each M
(k)
j+1(K j(x)) is continuously differentiable on

{x ∈ X : |x|⩽ εnl} for k ∈ {1,2,3,4} and satisfies∥∥DM
(k)
j+1(K j(x),X)

∥∥⃗
h,Tj+1(X)

⩽C2(A,L)A−(1+η0(η))|X | j+1|x| (4.87)

for some C2(A,L)> 0.

In practice, we set X to be a set of (U j,K
†
j ), thus the derivative in (4.87) is a derivative

in (U j,K
†
j ). In this case, the assumption K j ∈ X K

j (X) is verified later in Lemma 6.4.1 for
the bulk RG and in Lemma 8.3.1 for the observable RG, after making the choice of E j+1,
g j+1, U j+1 and Q j. The lemma has two important implications in this setting. First is that
M j+1 is continuously differentiable function of order 2 in (U j,K

†
j ). Second is that the large

set regulator of M j+1 is improved by a power of η0, thus we have relatively large amount
of freedom on modifying the large set regulator in the reblocking steps. For example, we
see that the large set regulator gets worse in Lemma 4.1.4, but this can be compensated by
taking A sufficiently large so that 2A−η0 ⩽ 1. Note that η0 is a function that solely depends
on η in Definition 4.4.1 (that defines X K

j (X)). We will later see that η is a purely geometric
constant (i.e., only depends on the graph, Z2 for our case), thus η0 is also a purely geometric
constant.

We again emphasize that we can also apply Lemma 4.4.2 to the setting without the
external fields v and f̃, as it would be equivalent to setting v ≡ f̃≡ 0. The rest of the chapter
will be devoted to proving this lemma. The principles used to prove the lemma does not
depend heavily on the system, so they have potential to be applied to much general settings.

4.4.1 Product rule for polymer activities

In preparation of the proof of Lemma 4.4.2, we first prove a product rule for polymer activities
defined as in (4.75)–(4.76). For general polymer activities K, K′ with ∥K∥

ΩK
j
,∥K′∥

ΩK
j
<

∞, the polymer activity defined by K′′(X) = ∑Y∈P j(X)K j(Y )K′
j(X\Y ) is not necessarily

differentiable. There are obstacles related both to the large field and the large set regulators.
The first obstable is that it is not true that G j(X)G j(Y ) = G j(X ∪Y ) for general disjoint
X ,Y ∈ P j. The second obstacle is that summing over all Y ∈ P j(X) would create a
combinatorial factor 2|X | j in the end, so taking the supremum over X ∈ Pc

j would make
∥K′′∥ j diverge. Fortunately, we can circumvent these problems in (4.75)–(4.76) due to the
the specific form of the polymers involved. Sufficient conditions for the former operations
are implied by the following conditions:
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(Q) Let (X, | · |) be a normed space and BX
ε be the open ball with radius ε > 0. Let ϕ ′,ζ

be fields taking value in RΛ, and ζ ∼ N (0,Γ j+1). Let Q = ∪4
α=1Qα be a partition

of B j+1 and let Fx( ·,ϕ ′,ζ ) and f y
x ( ·,ϕ ′,ζ ) be polymer activities supported on Q and

labelled by x ∈ BX
ε , y ∈ X. Assume that F0(Q,ϕ ′,ζ )≡ 1Q= /0, that f y

x is linear in y, and
that there are C > 0, η⃗(Q)⩾ 0 and a function ψ : X→ R with ψ(z) = o(1) as z → 0
such that

(i) (Boundedness)

∥ f y
x (Q,ϕ ′,ζ )∥⃗

h,Tj(Q,ϕ ′) ⩽CA−(1+η⃗(Q))|Q| j+1G (Q,ϕ ′,ζ )|y|;

(ii) (Continuity)

∥( f y
x+z − f y

x )(Q,ϕ ′,ζ )∥⃗
h,Tj(Q,ϕ ′) ⩽CA−(1+η⃗(Q))|Q| j+1G (Q,ϕ ′,ζ )|y|ψ(z);

(iii) (Derivative)

∥(Fx+y −Fx − f y
x )(Q,ϕ ′,ζ )∥⃗

h,Tj(Q,ϕ ′) ⩽CA−(1+η⃗(Q))|Q| j+1G (Q,ϕ ′,ζ )|y|ψ(y)

where G (Q,ϕ ′,ζ ) is 1 if Q ∈Q1, is ecwκw j(Q,ϕ ′) if Q ∈Q2, is ecwκw j(Q,ϕ ′+ζ ) if Q ∈Q3,
and is G j(Q,ϕ ′+ζ ) if Q ∈ Q4, and Y,Z ∈ Q4 implies Y ̸∼ Z. Also, assume that Fx

does not depend on ζ if Q ∈ Q1 ∪Q2, and η⃗(Q) takes value 0 or η0 > 0 and if
η⃗(Q) = 0, then Q ∈ S j+1.

The flexibility of G j will save us from the problem of regulators and the extra decay due
to η⃗(Q) will save us from the problem of combinatorial factor 2|X | j . The choices of G j’s will
have the following consequence, where we denote Q ∈ Q(X) if Q ∈ Q and Q ⊂ X .

Lemma 4.4.3. Let Q = ∪4
α=1Qα be as in (Q) for X ∈ P j+1 and suppose f (Q,ϕ ′,ζ ) is a

polymer function such that

∥ f (Q,ϕ,ζ )∥⃗
h,Tj(Q,ϕ)

⩽ a(Q)G j(Q,ϕ ′,ζ ). (4.88)

Also, let f (Q,ϕ ′,ζ ) be independent of ζ when Q ∈ Q1 ∪Q2. Then∥∥∥E(ω) ∏
Q∈Q(X)

f (Q,ϕ ′,ζ )
∥∥∥⃗
h,Tj+1(X ,ϕ ′)

⩽C2|X | jG j+1(X ,ϕ ′) ∏
Q∈Q(X)

a(Q). (4.89)

for some constant C > 0.

Proof. Since f (Q) does not depend on ζ when Q ∈Q1∪Q2, we first consider Q ∈Q3∪Q4

to see that∥∥∥ ∏
Q∈Q3(X)∪Q4(X)

f (Q,ϕ ′,ζ )
∥∥∥⃗
h,Tj(X34)

⩽ G j(X34,ϕ
′+ζ ) ∏

Q∈Q3(X)∪Q4(X)

a(Q) (4.90)
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where X34 = ∪Q∈Q3(X)∪Q4(X)Q and we have used Lemma 3.3.4 to bound the products of G ’s.
Thus by Proposition 3.3.7,∥∥∥E(ω) ∏

Q∈Q3(X)∪Q4(X)

f (Q,ϕ ′,ζ )
∥∥∥⃗
h,Tj+1(X ,ϕ ′)

⩽C2|X34| jG j+1(X34,ϕ
′) ∏

Q∈Q3(X)∪Q4(X)

a(Q). (4.91)

Now we have the desired inequality if we just multiply the norm on f (Q,ϕ ′,ζ ) for Q ∈
Q3 ∪Q4.

Then we have the product rule for the case of our interest.

Proposition 4.4.4 (Product rule). Let X, Q, Q(X), f , F, ψ and η⃗ be as in (Q) for X ∈P j+1.
Given collection of parameters x⃗ = {x(Q) ∈ X : Q ∈ Q}, define for X ∈ P j+1,

Lx⃗(X ,ϕ ′) =

E(ω)

[
∏Q∈Q(X)Fx(Q)(Q,ϕ ′,ζ )

]
if |Q(X)|⩾ 2, X = ∪Q∈Q(X)Q

0 otherwise.

(4.92)

Then for A sufficiently large and ε sufficiently small (polynomially in L, A, C), the partial
derivatives of x⃗ 7→ Lx⃗ exist (as a map from X to the space of polymer activities of finite
∥·∥h,Tj+1(X)-norm), the partial derivatives in directions P ∈ Q are given by

d y
P := ∂y,PLx⃗ := E(ω)

[
f y
x(P)(P,ϕ

′,ζ ) ∏
Q∈Q(X\P)

Fx(Q)(ϕ
′)
]

if |X | j+1 ⩾ 2, (4.93)

and they are continuous in the domain {⃗x : |x(Q)| < ε, ∀Q ∈ Q}. Moreover, in the case
x(Q)≡ x, if we let Lx = Lx⃗, then Lx is differentiable in {|x|< ε}, the derivative satisfies
the bounds

∥DLx(X)∥⃗
h,Tj+1(X)

⩽CA−(1+η0/2)|X | j+1|x|max{1, |Q(X)|−1
2 }, (4.94)

and DLx(X) is continuous in x.

Proof. All X used below are assumed to satisfy |Q(X)| ⩾ 2 and ∪Q∈Q(X)Q = X which is
sufficient by the definition of Lx⃗. We first show that d y

P has finite norm. Indeed, Lemma 4.4.3
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gives

∥d y
P(ϕ

′,X)∥⃗
h,Tj+1(X ,ϕ ′)

⩽C|Q(X)|A−∑Q∈Q(X)(1+η⃗(Q))|Q| j+12|X | jG j+1(X ,ϕ ′) |x||Q(X)|−1|y|

⩽C|Q(X)|Aη0 ∑
η⃗(Q)=0
Q∈Q(X)

|Q| j+1(2L2
A−(1+η0))|X | j+1G j+1(X ,ϕ ′)|x||Q(X)|−1|y|

⩽C|Q(X)|A4η0|Q(X)|(2L2
A−(1+η0))|X | j+1G j+1(X ,ϕ ′)|x||Q(X)|−1|y|. (4.95)

Thus (y 7→ d y
P) is a bounded linear map from X to the polymer activities of finite ∥·∥⃗

h,Tj+1(X)
-

norm.
To show that d y

P is the derivative of Lx, let δLx⃗,y := Lx⃗+yδP,Q
−Lx⃗ − d y

P. Then by
essentially the same computation as above,

∥δLx⃗,y(X ,ϕ ′)∥⃗
h,Tj+1(X ,ϕ ′)

=
∥∥∥E(ω)

[
(Fx(P)+y −Fx(P)− f y

x(P))(P) ∏
Q∈Q(X\P)

Fx(Q)(Q)
]∥∥∥

h,Tj+1(X ,ϕ ′)

⩽ (CA4η0)|Q(X)||x||Q(X)|−1A−(1+η0)|X | j+1|y|2|X | jG j+1(X ,ϕ ′)ψ(y)

⩽ (CA4η0)|Q(X)||x||Q(X)|−1(2L2
A−(1+η0))|X | j+1G j+1(X ,ϕ ′)|y|ψ(y), (4.96)

proving the existence of the partial derivatives of Lx⃗ as a function from X to the space of
polymer activities of finite ∥·∥⃗

h,Tj+1(X)
-norm. To see the differentiability of Lx, let

d y(X ,ϕ ′) := DLx(X ,ϕ ′) := ∑
P∈Q(X)

∂y,PLx⃗|x(Q)≡x. (4.97)

Then

∥d y(X , ·)∥⃗
h,Tj+1(X)

⩽ |Q(X)|(CA4η0)|Q(X)||x||Q(X)|−1(2L2
A−(1+η0))|X | j+1G j+1(X ,ϕ ′)|y|

(4.98)

and hence (y 7→ d y) is bounded linear from X to the space of polymer activities with finite
∥·∥⃗

h,Tj+1(X)
-norm. Also applying (4.96) multiple times shows that

∥(Lx+y −Lx −d y)(X , ·)∥⃗
h,Tj+1(X)

⩽ (CA4η0)|Q(X)||Q(X)| |x||Q(X)|−1(2L2
A−(1+η0))|X | j+1 |y|ψ(y)

(4.99)
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proving differentiability of Lx. The bound for the derivative is obtained once we choose ε

small and A large so that

A|X | j+1∥DLx(X)∥⃗
h,Tj+1(X)

⩽ (CA4η0)|Q(X)||Q(X)|A−η0
2 |X | j+1 |x||Q(X)|−1

⩽C′A−η0
2 |X | j+1 |x|

|Q(X)|−1
2 . (4.100)

But for the case |Q(X)|= 2, one could just have bounded the left-hand by C′A−η0
2 |X | j+1|x|

instead.
The continuity of the derivative follows from the assumption on the continuity of f .

4.4.2 Proof of Lemma 4.4.2

In this subsection, E j+1|X |,U j,U j+1,K j and Q j will always be a function of x implicitly.
Also, since Q j contributes only through DQ j and DQ j, it is convenient to also think K j is a
collection (E j+1|X |,U j,U j+1,K j,DQ j,DQ j) and use the following estimates.

Lemma 4.4.5. Under the assumptions of Lemma 4.4.2,

∥DDQ j(B,Z,ϕ)∥⃗h,Tj(B,ϕ)
⩽C(L)A−1ecwκLw j(B,ϕ)2

, (4.101)

∥DDQ j(Z,ϕ)∥⃗h,Tj(Z,ϕ)
⩽C(A,L)A−(1+η)|Z| j+1ecwκLw j(Z,ϕ)2

, (4.102)

for some constants C(L),C(A,L)> 0, being differentiable in the indicated space.

Proof. The proof is direct recalling x 7→ Q j(x) is linear, the bound (4.86) and (4.37),(4.38)
for the definition of DQ j and DQ j.

Now for brevity, we define the following expressions which appear as part of the defini-
tions of the M

(k)
j+1:

F(K j,T,X) = eE †
j+1|X |+U j+1(X\T ) (4.103)

H(K j,X0,X1,Z,(BZ′′)) = E
[
(eU j − eU j+1)X0(K j −DQ j)

[X1]
]

× ∏
Z′′∈Comp j+1(Z)

DQ j(B,Z′′). (4.104)
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Lemma 4.4.6. Under the same assumptions as in Lemma 4.4.2,

A1(K j(x),X) = 1|X | j+1=1E[eU j(X)−U j(X)− eU j+1(X)+U j+1(X)] (4.105)

A2(K j(x),T ) =
#(X0,X1,Z)⩾2

∑
X0,X1,Z,(BZ′′)

H(x,X0,X1,Z,(BZ′′)) (4.106)

with T = X0 ∪X1 ∪ (∪Z′′∈Comp j+1(Z)B
∗
Z′′) are differentiable in x with

∥DH(K j(x),X0,X1,Z,(BZ′′))∥⃗
h,Tj+1(T )

⩽CAA−(1+η

4 )|X | j+1|x|max{1, #(X0,X1,Z)−1
2 } (4.107)

∥DAl(K j(x),X)∥⃗
h,Tj+1(T )

⩽CA−(1+η)|X | j+1 |x|, l = 1,2 (4.108)

for some η > 0, CA ≡ CA(A,L), C ≡ C(L) and H defined by (4.104). Moreover, each
derivative is continuous in x.

Proof. The differentiability of A1 follows from (4.82) and (4.83). To see its bound, let
X = B ∈ B j+1. We have E[eU j(B) −U j(B)− eU j+1(B) +U j+1(B)] = E

[(
(eU j − 1−U j) +

(eU j+1 −1−U j+1)
)
(B)
]
, and (4.84) implies

∥DE[(eU j −1−U j)](B,ϕ ′)∥⃗
h,Tj+1(B,ϕ ′) ⩽CE[ecwκLw j(B,ϕ ′+ζ )2

]|x|⩽C′G j+1(B,ϕ ′)|x|
(4.109)

where the second inequality follows from E[ecwκLw j(B,ϕ ′+ζ )2
]⩽E[G j(B,ϕ ′+ζ )]⩽ 2L2

G j+1(B,ϕ ′),
see Lemma 3.3.4 and Proposition 3.3.5. The same estimate applies to eU j+1 −1−U j+1 and
hence

∥DA1(K j(x),B)∥⃗h,Tj+1(B)
⩽C|x|. (4.110)

To show the differentiability of A2, we can apply Proposition 4.4.4. To see this, expand

H(K j(x),X0,X1,Z,(BZ′′)) = ∑
Y0,Y1

(−1)|Y0| j+1+|Comp j+1(Y1)|

×E
[
(eU j −1)X0\Y0(eU j+1 −1)Y0(K j)

[X1\Y1](DQ j)
[Y1]
]

∏
Z′′∈Comp j+1(Z)

DQ j(B,Z′′)

(4.111)

where the sum runs over Y0 ∈ P j+1(X0) and Comp j+1(Y1) ⊂ Comp j+1(X1). For fixed X0,
X1, Z, Y0 ⊂ X0 and Y1 ⊂ X1, let Q = B j+1(X0)∪Comp j+1(X1)∪Comp j+1(Z)∪B j+1(T c)
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where T = X0 ∪X1 ∪Z and define

Fx(Q,ϕ ′,ζ ) =



eU j(Q,ϕ ′+ζ )−1 if Q ∈ B j+1(X0\Y0)

eU j+1(Q,ϕ ′)−1 if Q ∈ B j+1(Y0)

K j(Q,ϕ ′+ζ ) if Q ∈ Comp j+1(X1\Y1)

DQ j(Q,ϕ ′) if Q ∈ Comp j+1(Y1)

DQ j(BQ,Q,ϕ ′) if Q ∈ Comp j+1(Z)

1 if Q ∈ B j+1(T c),

(4.112)

and

G (Q,ϕ ′,ζ ) =


ecwκLw j(Q,ϕ ′+ζ ) if Q ∈ B j+1(X0\Y0)

ecwκLw j(Q,ϕ ′) if Q ∈ B j+1(Y0)∪Comp j+1(Y1)∪Comp j+1(Z)

G j(Q,ϕ ′+ζ ) if Q ∈ Comp j+1(X1\Y1)

1 if Q ∈ B j+1(T c).

(4.113)
Then Proposition 4.4.4 with the assumption that K j ∈ X K

j (X) (i.e., it satisfies the bounds
(4.81)–(4.102)) shows A2 is differentiable and

∥DA2(K j(x),X)∥⃗
h,Tj+1(X)

⩽
#(X0,X1,Z)⩾2

∑
X0,X1,Y0,Y1,Z,(BZ′′)

E(X0,X1,Y0,Y1,Z,(BZ′′)) (4.114)

E(X0,X1,Y0,Y1,Z,(BZ′′)) =CAA−(1+η/2)|T | j+1|x|max{1, #(X0,X1,Z)−1
2 } (4.115)

First consider the cases #(X0,X1,Z) ⩾ 4 and note that max{1, #(X0,X1,Z)−1
2 } = #(X0,X1,Z)−1

2 .
Since X0,X1,Y0,Y1,(BZ′′),Z\(∪Z′′BZ′′) and X\T partition X , one may bound the sum by a
sum running over partitions of X partitioned into 7 subsets. This gives a crude combinatorial
bound

#(X0,X1,Z)⩾4

∑
X0,X1,Y0,Y1,Z,(BZ′′)

E(X0,X1,Y0,Y1,Z,(BZ′′))⩽CA7|X | j+1 supA−(1+η

2 )|T | j+1 |x|
#(X0,X1,Z)−1

2

(4.116)

where the supremum also runs over the choices of X0,X1,Y0,Y1,Z,(BZ′′). Also with the
assumption 7A−η/4 ⩽ 1, this can also be bounded by

CAA−(1+η

4 )|X | j+1 supA(1+η

2 )|X\T | j+1|x|
#(X0,X1,Z)−1

2 . (4.117)



120 Polymer expansions

But |X\T | j+1 = | ∪Z′′ (B∗
Z′′\Z′′)| j+1 ⩽ 48|Z| j+1, so A|X\T | j+1 ⩽ A48|Z| j+1 . Since each con-

nected component of Z is a small set, it follows that |Z| j+1 ⩽ 4|Comp j+1(Z)|, and hence the
condition A192(1+η/4)|x|1/8 ⩽ 1 gives

A(1+η

4 )|X | j+1

#(X0,X1,Z)⩾4

∑
X0,X1,Y1,Y2,Z,(BZ′′)

E(X0,X1,Y0,Y1,Z,(BZ′′))⩽C|x|. (4.118)

For the cases #(X0,X1,Z) ∈ {2,3}, we have |X0| j+1 ⩽ 3 and |∪Z′′ B∗
Z′′ | j+1 ⩽ 3×49 so

A(1+η

4 )|X | j+1

#(X0,X1,Z)∈{2,3}

∑
X0,X1,Y1,Y2,Z,(BZ′′)

E(X0,X1,Y0,Y1,Z,(BZ′′))⩽CA|x| (4.119)

by just setting CA sufficiently large depending on A.
The continuity of DG and DAl is a result of the continuity of the derivative in Proposi-

tion 4.4.4.

Proof of Lemma 4.4.2, case k ∈ {1,2,3}. Consider the function

M j+1(x,x′) =
#(X0,X1,Z)⩾2

∑
X0,X1,Z,(BZ′′)

F(K j(x),T,X)H(K j(x′),X0,X1,Z,(BZ′′)) (4.120)

and recall that F and H are defined by (4.103) and (4.104), and we emphasise that abpve
F uses x to define E j+1 and U j+1 while H uses x′, so that M(1)

j+1(K j(x)) = M j+1(x,x). By

Lemmas 6.4.4 and 4.4.6, M j+1(x,x′), M
(2)
j+1(K j(x′)) and M

(3)
j+1(K j(x′)) are differentiable in

x′ with the desired bounds. For the x derivative of M j+1(x,x′), we justify the differentiability
more carefully: let

f ẋ
x (T,X ,ϕ ′) = (DE †

j+1(ẋ)|X |+DU j+1(X\T )(ẋ))F(K j(x),T,X) (4.121)

mẋ
x(X ,ϕ ′) =

#(X0,X1,Z)⩾2

∑
X0,X1,Z,(BZ′′)

f ẋ
x (T,X)H(K j(x′),X0,X1,Z,(BZ′′)). (4.122)
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Letting δẋM j+1(x,x′) = M j+1(x+ ẋ,x′)−M j+1(x,x′)−mẋ
x, the bounds (4.82) and (4.107)

give

∥δẋM j+1(x,x′)(X ,ϕ ′)∥⃗
h,Tj+1(X ,ϕ ′)

⩽CA

#(X0,X1,Z)⩾2

∑
X0,X1,Z,(BZ′′)

C|X | j+1(A−1−η)|X | j+1ecwκLw j(X\T,ϕ ′)2
G j+1(T,ϕ ′)|ẋ|2|x′|max{2, #(X0,X1,Z)+1

2 }

⩽CA sup(5C)|X | j+1(A−1−η)|X | j+1G j+1(X ,ϕ ′)|ẋ|2|x′|max{2, #(X0,X1,Z)+1
2 } (4.123)

where the supremum ranges over X0,X1,Z,(BZ′′) with #(X0,X1,Z)⩾ 2. Choosing 5CA−η

2 ⩽

1,

∥δẋM j+1(x,x′)(X ,ϕ ′)∥⃗
h,Tj+1(X ,ϕ ′) ⩽CAA−(1+η

2 )|X | j+1G j+1(X ,ϕ ′)|ẋ|2|x′|2. (4.124)

Therefore M j+1(x,x′)(X) is differentiable in x and the same computation gives the bound

∥∂xM j+1(x,x′)(X)∥⃗
h,Tj+1(X)

⩽CAA−(1+η

2 )|X | j+1|x′|2. (4.125)

The continuity of the derivatives are results of continuity of derivatives in Lemma 4.4.6.

Proof of Lemma 4.4.2, case k = 4. We may alternatively write M(4)
j+1 =EM(4)

− :=E[M(4,1)
− +

M(4,2)
− ] where

M(4,1)
− (K j(x),X ,ϕ ′,ζ ) =

Y=X

∑
Y∈P j

1Y∈Pc
j
(eU j(X\Y,ϕ ′+ζ )−1)K†

j (Y,ϕ
′+ζ ) (4.126)

M(4,2)
− (K j(x),X ,ϕ ′,ζ ) =

Y=X

∑
Y∈P j

1Y ̸∈S j1Y ̸∈Pc
j
eU j(X\Y,ϕ ′+ζ )

∏
Z∈Comp j(Y )

K†
j (Z,ϕ

′+ζ ) (4.127)

as 1Y ̸∈S j1Y ̸∈Pc
j
= 1Y ̸∈Pc

j
. By (4.82),

∥DeU j(X\Y,ϕ)(ẋ)∥⃗
h,Tj(X ,ϕ)

⩽C(δ ,L)e(1+C(δ ,L)|x|)(|X\Y | j+δcwκLw j(X\Y,ϕ)2)|ẋ|

⩽C(L)e2|X\Y | jecwκLw j(X\Y,ϕ)|ẋ| (4.128)

for δ < 1/2 and |x|⩽ 1
C(δ ,L) and then the mean value theorem gives

∥eU j(X\Y,ϕ)−1∥h,Tj(X ,ϕ) ⩽C(L)e2|X\Y | jecwκLw j(X\Y,ϕ)|x|. (4.129)
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So using (4.128) to bound ∂U jM
(4)
− and (4.129) to bound ∂K jM

(4)
− , and since x 7→ K j is linear

and bounded, we see that

∥DM(4,1)
− (K j(x),X ,ϕ ′,ζ )∥⃗

h,Tj(X ,ϕ ′)

⩽C(L)
Y=X

∑
Y∈P j

1Y∈Pc
j
e2|X\Y | j+1ecwκLw j(X\Y )2

|x|A−|Y | jG j(Y,ϕ ′+ζ ). (4.130)

If Y ∈ S j, then X ∈ S j+1 and |X | j+1 ⩽ |Y | j so the summand on the right-hand side is
bounded by C′(A,L)A−(1+η)|X | j+1|x| where C′(A,L)=C(L)A4η . If Y ̸∈S j, then Lemma 4.1.6
implies |Y | j ⩾

η

2(1+η) |Y | j +
2+η

2 |X | j+1 so that

C(L)
Y=X

∑
Y∈P j

1Y ̸∈S j(2e2)|X | j+1A−|Y | j |x|⩽C(L)(2e2A− 2+η

2 )|X | j+1|x|
Y=X

∑
Y∈P j

A− η

2(1+η)
|Y | j . (4.131)

But for L2 ⩽ A
η

2(1+η) ,

∑
Y :Y=X

A− η

2(1+η)
|Y | j ⩽ (1+A− η

2(1+η) )|X | j ⩽ eL2A
− η

2(1+η) |X | j+1 ⩽ e|X | j+1 (4.132)

so we may conclude

∥DM(4,1)
− (K j(x),X ,ϕ ′)∥⃗

h,Tj(X ,ϕ ′) ⩽C(A,L)(e3A−(1+η

2 ))|X | j+1|x|G j(X ,ϕ ′+ζ ) (4.133)

For M(4,2)
− , we have

∥DM(4,2)
− (K j(x),X ,ϕ ′,ζ )∥⃗

h,Tj+1(X ,ϕ ′)

⩽C(L)
Y=X

∑
Y∈P j\Pc

j

1Y ̸∈S j |Comp j(Y )|A−|Y | je2|X\Y | jecwκLw j(X\Y,ϕ)G j(Y,ϕ ′+ζ )|x||Comp j(Y )|−1

⩽C(L)G j(X ,ϕ ′+ζ )e2L2|X | j+1
Y=X

∑
Y∈P j\Pc

j

1Y ̸∈S j(e
2A/2)−|Y | j |x||Comp j(Y )|−1. (4.134)

But by Lemma 4.1.7, this is bounded by

C(L)G j(X ,ϕ ′+ζ )e2L2|X | j+1(2e−1L2A−1−η)|X | j+1|x| (4.135)
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for some η > 0. Hence for sufficiently large A, we have

∥DM(4,2)
− (K j(x),X ,ϕ ′)∥⃗

h,Tj(X ,ϕ ′) ⩽C(L)A−(1+η/2)|X | j+1|x|G j(X ,ϕ ′+ζ ) (4.136)

and the same bounds also imply the differentiability of DM
(4)
j+1 with bound

∥DM
(4)
j+1(K j(x))∥⃗h,Tj+1(X ,ϕ ′) ⩽C(A,L)A−(1+η

3 )|X | j+1|x|G j+1(X ,ϕ ′). (4.137)

The continuity of the derivative is a consequence of continuity of derivatives in Lemma 4.4.6.





Chapter 5

Localisation of periodic polymer
activities

This chapter is dedicated to identifying the localisation and the mechanisms that are used to
prove the contraction of the linearised renormalisation group map. In Chapter 4, we have
already seen that terms in polymer expansions that are algebraically of degree ⩾ 2 are also
analytically of degree ⩾ 2 in appropriate norms. Thus the results of this chapter combined
with the previous chapter would complete the picture for proving the analytic properties of
the polymer expansion introduced in Definition 4.2.1. Ultimately, the contraction estimates
will become the key component for showing the stability of the renormalisation group flow,
when the localisation and the coupling constants are chosen correctly.

There are essentially three sources of contraction in our setup, one relying on the peri-
odicity (which is inherited from the original potential), one from terms only involving the
gradients ∇nϕ of order n > 2, and one coming from large polymers X /∈ S j. The final one is
already proved in Proposition 4.1.5, so we focus on the first two mechanisms.

The main results of this chapter are Propositions 5.2.2 and 5.2.3, which concern small
polymers. Most of the remainder of this section consists of supporting arguments that are
used only for the proof of these propositions and will not be applied directly in the rest of
this paper.

5.1 Periodicity, charge decomposition, and lattice symme-
tries

For a field ϕ = (ϕx) and scalar t ∈ R we often write ϕ + t = (ϕx + t) in the sequel. Our
starting point is the following charge decomposition of a globally periodic field functional,
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introduced in [29]. The period would depend on the parameter β , but we would not make the
dependence always explicit.

Definition 5.1.1. Let β > 0. Then a polymer activity F is 2π/
√

β -periodic if t ∈ R 7→
F(X ,ϕ + t) is 2π/

√
β -periodic. Its Fourier expansion in the constant field is denoted by

F(X ,ϕ + t) = ∑
q∈Z

ei
√

βqt F̂q(X ,ϕ), t ∈ R (5.1)

where

F̂q(X ,ϕ) =
∫ 1

0
dc e−2πiqcF(X ,ϕ +2πβ

−1/2c), q ∈ Z. (5.2)

The polymer activity F̂q is called the charge-q part of F (and the neutral part when q = 0).
Moreover, a polymer activity F is said to have charge q if F = F̂q and neutral if has charge 0.

We simply refer to a 2π/
√

β -periodic polymer activity for some β > 0 as periodic in
the sequel. In doing so, we always assume that statements hold for any value of β , unless
explicitly stated otherwise.

Notice that the smoothness assumption on F guarantees the existence and absolute
convergence of the Fourier series (5.1). Moreover, F having charge q is equivalent to the
condition that

F(X ,ϕ + t) = ei
√

βqtF(X ,ϕ), for all t ∈ R (5.3)

(the direct implication follows plainly from (5.2) and the converse by comparing (5.3) and
(5.1)).

For later use, we record the following instance of the above setup. For any polymer
activity F(X ,ϕ) as appearing in Definition 5.1.1, fixing a point x0 ∈ X and denoting δϕ(x) =
ϕ(x)−ϕ(x0), using that F(X ,ϕ) = F(X ,ϕ(x0)+δϕ), one sees that

F(X ,ϕ) = ∑
q∈Z

ei
√

βqϕ(x0)F̂q(X ,δϕ). (5.4)

The following elementary lemma states that the charge-q part F̂q of a polymer activity is
bounded in terms of the norm of the polymer activity (defined in Definition 3.2.4).

Lemma 5.1.2. Let F be a periodic polymer activity. For all ϕ ∈ RΛN and X ∈ Pc
j ,

∥F̂q(X ,ϕ)∥h,Tj(X ,ϕ) ⩽ ∥F(X)∥h,Tj(X)G j(X ,ϕ). (5.5)
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Proof. The inequality (5.5) is obtained by starting from (5.2) and then using the definition
of the norm: for ( fk)

n
k=1 with ∥ fk∥C2

j (X
∗) ⩽ 1 for each k,

∣∣DnF̂q(X ,ϕ)( f1, · · · , fn)
∣∣⩽ ∫ 1

0
ds |DnF(X ,ϕ +2πβ

−1/2s)( f1, · · · , fn)|

⩽
∫ 1

0
ds∥DnF(X ,ϕ +2πβ

−1/2s)∥n,Tj(X ,ϕ) (5.6)

hence

∥F̂q(X ,ϕ)∥h,Tj(X ,ϕ) ⩽
∫ 1

0
ds∥F(X , ·)∥h,Tj(X)G j(X ,ϕ +2πβ

−1/2s) (5.7)

(3.41)
= ∥F(X , ·)∥h,Tj(X)G j(X ,ϕ). (5.8)

The localisation operators which will be used to exact the relevant and marginal part from
the remainder coordinates rely on the charge decomposition as well as on lattice symmetries,
so we define these first.

Definition 5.1.3. A scale- j polymer activity F = (F(X))X∈Pc
j

is even if F(X ,ϕ) =F(X ,−ϕ)

for each (X ,ϕ). F is invariant under lattice symmetries if for every graph automorphism A
of the torus ΛN that maps any block in B j to a block in B j one has F(AX ,Aϕ) = F(X ,ϕ)

where (Aϕ)(x) = ϕ(A−1x). The meaning is analogues for polymer activities on Z2.

5.2 Localisation operator

The main result of Section 5 are the following localisation operators LocX ,B which will be
used to exact the relevant and marginal part from the remainder coordinates. Our notation
LocX ,B is inspired by that of [26], but compared to this reference, the contraction mechanisms
in this section rely on oscillations under the Gaussian expectation for the charged terms in
addition. These operators are given in the next definition, but the explicit definition does
not play a direct role in the remainder of the paper: all that we will require in the following
sections are its main properties which are stated in Propositions 5.2.2 and 5.2.3 below.

The intuition that motivates the definition of Loc (and is substantiated by its properties
stated in the next propositions) is related to which terms of a given periodic polymer F are
relevant or marginal: all the higher order Fourier coefficients F̂q, q ⩾ 1, contract at large β

(i.e., they become irrelevant along the renormalisation group flow), cf. Lemma 5.4.7 below,
and so does the neutral part F̂0 after removal of its Taylor expansion in ∇ϕ up to terms of



128 Localisation of periodic polymer activities

second order, cf. Lemma 5.4.12 below. The combination of these mechanisms culminates in
Proposition 5.2.3. These considerations motivates the localisation to be an approximation of
the Taylor expansion of the neutral part of the polymer activities. Moreover, it is sufficient to
exhibit these cancellations for small polymers X ∈S j. Large polymers contract automatically
(due to their size), as was seen in Section 4.1.3, in particular Proposition 4.1.5.

Definition 5.2.1. Let F be a periodic scale- j polymer activity, and let F̂0 be its neutral part.
For X ∈ S j and B ∈ B j(X), define

Loc(0)X ,B F(X ,ϕ) = F̂0(X ,0). (5.9)

If H is an even periodic scale- j polymer activity and respects lattice symmetries, define

Loc(2)X ,B H(X ,ϕ) =
1

8|X ||B| ∑
x0,y0∈B

∑
x1,x2∈X∗

∂ϕ(x1)∂ϕ(x2)Ĥ0(X ,0)

× ∑
µ,ν∈ê

(1+δµ,ν −δµ,−ν)∇
µ

ϕ(y0)(δx1)
µ

∇
ν
ϕ(y0)(δx2)

ν
(5.10)

where δxi = xi − x0 for i ∈ {1,2} and yµ is the µ-component of y with the convention
y−µ =−yµ , and let

LocX ,B H(X) = Loc(0)X ,B H(X)+Loc(2)X ,B H(X). (5.11)

Then define

Loc(0)X F(X) = ∑
B∈B j(X)

Loc(0)X ,B F(X)

LocX H(X) = ∑
B∈B j(X)

LocX ,B H(X), Loc(2)X H(X) = ∑
B∈B j(X)

Loc(2)X ,B H(X)
(5.12)

In the definition of Loc(2), although the points x0,x1,x2 live in ΛN , since they are restricted
to a small polymer X ∈ S j (that doe not ‘wrap’ around the torus), we can define the
subtraction δxi = xi − x0 in the local coordinates of X .

As one can see from the definition, we use Loc(0) for localising periodic polymer activities
without any symmetry and use Loc for localising even periodic polymer activities with lattice
symmetries. Without the presence of the external field, we can define the (bulk) polymer
activities that always preserve the symmetries, so only Loc appears in the bulk renormalisation
group flow.
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5.2.1 Algebraic property

Following our convention, recall that j is tacitly allowed to take values j = 1, . . . ,N −1 for a
given torus of side length LN and the following statements hold uniformly in N (and L unless
stated otherwise). We emphasise that LocX F is meant to be the Taylor expansion of F̂0 in
the second order, so it is a second degree polynomial of ∇ϕ . But by the specific definition of
of it, we see that the localisation only contains terms of specific form.

In the following proposition and the rest of the chapter, again recall that E means we are
taking expectation over ζ ∼ N (0,Γ j+1) if j+1 < N and ζ ∼ N (0,ΓΛN

N ) if j+1 = N. The
non-random part of the field is often denoted ϕ ′.

Proposition 5.2.2. Let F,H be periodic scale- j polymer activity such that H is even and
invariant under lattice symmetries. Then there are scalars E = E(F), s = s(H) satisfying
(with purely geometric implicit constants)

E = O(A−1L−2 j∥F∥h,Tj), s = O(A−1h−2∥H∥h,Tj) (5.13)

such that for any B ∈ B j,

∑
X∈S j:X⊃B

Loc(0)X ,BEθζ F(X ,ϕ ′) = E|B| (5.14)

∑
X∈S j:X⊃B

Loc(2)X ,BEθζ H(X ,ϕ ′) =
1
2

s|∇ϕ
′|2B (5.15)

where the localisation operators are applied on the variable ϕ ′. Moreover, whenever
∥F∥h,Tj ,∥H∥h,Tj < ∞, both E = E(F) and s = s(H) are continuous functions of the implicit
parameter s ∈ [−εsθJ,εsθJ] (inherent to E).

5.2.2 Analytic properties

Since localisations approximate the polymer activities, we can also write estimates on the
error of the approximation, stated in terms of

αLoc = L−3(logL)3/2 +min

{
1, ∑

q⩾1
e4
√

βqhe−(q−1/2)rβΓ j+1(0)

}
(5.16)

α
(0)
Loc = L−1(logL)1/2 +min

{
1, ∑

q⩾1
e4
√

βqhe−(q−1/2)rβΓ j+1(0)

}
. (5.17)
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As mentioned in Section 3.2.3, h will be a constant in the end, while h is allowed to depend
on the scale. We distinguish the role of h and h because of this reason.

Proposition 5.2.3. There exists a constant ch > 0 such that the following holds. Let r ∈
(0,1] and assume that 2h ⩾ h ⩾ max{rchρ

−2
J

√
β ,ρ−1

J }, that κL = cκρ2
J (logL)−1 as in

Proposition 3.3.5, and that L ⩾C and A ⩾ 1. Then for all ϕ ′ ∈RΛN , hhω
< (C1 logL)−1h for

sufficiently large C1 and some C2 > 0,

(i) if F is a periodic ω-polymer activity at scale j and X ∈ S j,∥∥(Loc(0)X −1)E(ω)θζ F(X , ·)
∥∥⃗
h,Tj+1(X)

⩽C2α
(0)
LocA−|X | j∥F ∥⃗

h,Tj
; (5.18)

(i) if F is an even periodic ω-polymer activity at scale j and X ∈ S j,∥∥(LocX −1)E(ω)θζ F(X , ·)
∥∥⃗
h,Tj+1(X)

⩽C2αLocA−|X | j∥F ∥⃗
h,Tj

. (5.19)

Proposition 5.2.4. Let F be a periodic ω-polymer activity and hω < (C1 logL)−1h for
sufficiently large C1. Then Loc(0)X ,B and LocX ,B are bounded in the sense (note the Tj instead
of Tj+1 norm on the left-hand side)

∥Loc(0)X E(ω)θζ F(X ,ϕ ′)∥hω ,T ⩽C∥F(X)∥⃗
h,Tj(X)

(5.20)

∥LocX ,BE(ω)θζ F(X ,ϕ ′)∥⃗
h,Tj(X ,ϕ ′) ⩽C(logL)∥F(X)∥⃗

h,Tj(X)
ecwκLw j(B,ϕ ′)2

, (5.21)

and Loc(0)X ,BE(ω)θζ F(X) and LocX ,BE(ω)θζ F(X) are continuous in the implicit parameter
s ∈ [−εsθJ,εsθJ] (inherent to E(ω)) with respect to the same norms.

In our application (carried out precisely in Section 7.3), we will choose h ⩽ rchρ
−2
J

√
β .

The expression for αLoc can then be simplified as follows: since then

e4
√

βh ⩽C′e4rchρ
−2
J β (5.22)

and for j+1 < N, the maximum in (5.16) is bounded by

e−
1
2 rβΓ j+1(0)e4

√
βh

∑
q⩾0

e4
√

βqhL−qrβΓ j+1(0) ⩽
(
Ce−

1
2 Γ j+1(0)

)rβ

∑
q⩾0

(
Ce−Γ j+1(0)

)qrβ (5.23)

for C =C′e4ch . By Corollary 3.1.1, the covariances satisfy Γ j(0)∼ (4/βfree+O(s/β 2
free)) logL

with βfree = 8π(v2
J + s). For any θ ∈ (0,1/2] and β is sufficiently large so that rβ >
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βfree(1+2θ), it follows that if L is sufficiently large depending on C, θ , and vJ (to ensure
that C ⩽ e

1
4 θΓ j+1(0)), and s is sufficiently small,

(Ce−
1
2 Γ j+1(0))rβ ⩽ L−2rβ (1−θ/2)

(
(1/βfree+O(s/β 2

free)
)
⩽ L−2(1+2θ)(1−θ/2) ⩽ L−2(1+θ), (5.24)

and hence (5.23) is bounded by CL−2−2θ . In particular,

αLoc ⩽C(L−3(logL)3/2 +L−2−2θ )⩽ L−2−θ . (5.25)

The contractivity of the (bulk) renormalisation group map will later be ensured by CL2αLoc <

CL−θ < 1.
Much of the remainder of this section is concerned with the proof of these propositions.

Proposition 5.2.2 is a relatively straightforward consequence of the definitions. Proposi-
tion 5.2.3 is more involved and combines different contraction mechanisms for neutral and
charged terms. We thus discuss these mechanisms separately.

5.3 Symmetries of Loc–proof of Proposition 5.2.2

Proof of Proposition 5.2.2. (5.14) is relatively easy to see, as

E =
1
|B| ∑

X∈S j:X⊃B
Loc(0)X ,BEθζ F(X ,ϕ ′) = ∑

X∈S j:X⊃B

1
|X |

EF̂0(X ,ζ ). (5.26)

Also, by Definition 5.2.1, the left-hand side of (5.15) equals

∑
X∈S j:X⊃B

1
|X ||B| ∑

x0,y0∈B
∑

x1,x2∈X∗

1
2

∂ϕ(x1)∂ϕ(x2)EĤ0(X ,ζ )⟨∇ϕ
′(y0),x1 − x0,∇ϕ

′(y0),x2 − x0⟩,

(5.27)

where

⟨∇ϕ
′(y0),y1,∇ϕ

′(y0),y2⟩=
1
4 ∑

µ,ν∈ê
(1+δµ,ν −δµ,−ν)∇

µ
ϕ
′(y0)y

µ

1 ∇
ν
ϕ
′(y0)yν

2 . (5.28)

As we now explain, by invariance under lattice rotations, only the diagonal terms in the inner
product contribute and we see that this expression equals the right-hand side of (5.15) with

s = ∑
X∈S j:X⊃B

1
|X ||B| ∑

x0∈B,x1,x2∈X∗
∂ϕ(x1)∂ϕ(x2)EĤ0(X ,ζ )(x1 − x0,x2 − x0), (5.29)
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where (·, ·) is the standard ℓ2 inner product. To see this in detail, expand (5.27) using
the definition (5.28) and let Iµν be the (scaled) coefficient of ∇µϕ ′(y0)∇

νϕ ′(y0) written
explicitly as

Iµν = iµν ∑
X∈S j:X⊃B

1
|X | ∑

x0∈B
∑

x1,x2∈X∗
∂ϕ(x1)∂ϕ(x2)EF̂0(X ,ζ )(x1 − x0)

µ(x2 − x0)
ν (5.30)

where iµµ = 2, i(−µ)µ = 0 and iµν = 1 if µ ⊥ ν . But by rotational invariance, we have
Iµµ = Iνν for any µ,ν ∈ ê, so

Iµµ =
1
4 ∑

ν∈ê
Iνν = ∑

X∈S j:X⊃B

1
|X | ∑

x0∈B
∑

x1,x2∈X∗
∂ϕ(x1)∂ϕ(x2)EF̂0(X ,ζ )(x1 − x0,x2 − x0) (5.31)

Therefore summing over µ = ±ν and y0 ∈ B simply gives 1
2s|∇ϕ ′|2B. Now for the case

µ ⊥ ν , it is direct from the expression that I(−µ)ν =−Iµν and Iµν = Iνµ . But since µ ⊥ ν ,
by rotation invariance, Iν(−µ) = Iµν and it follows that Iµν = 0.

To bound s, let f x0
ν (x1) = (x1 − x0)

ν for x1 ∈ X∗ and a fixed x0 ∈ X . Then ∥ f x0
ν ∥C2

j (X
∗) ⩽

CL j and with (3.78) it follows that

|s|=
∣∣∣ ∑

X∈S j:X⊃B

1
|X ||B| ∑

x0∈B,ν=1,2
D2EF̂0(X ,ζ )( f x0

ν , f x0
ν )]
∣∣∣

⩽Ch−2
∑

X∈S j:X⊃B

1
|X ||B| ∑

x0∈B,ν=1,2
L2 j∥EF(X ,ζ )∥h,Tj(X ,0)

⩽ 24Ch−2A−1∥F∥h,Tj ∑
X∈S j:X⊃B

1
|X | j

⩽C′h−2A−1∥F∥h,Tj . (5.32)

The bound for E is proved similarly:

|E|=
∣∣∣ ∑

X∈S j:X⊃B

1
|X |

EF̂0(X ,0)
∣∣∣⩽ ∑

X∈S j:X⊃B

1
|X |

(2A)−|X | j∥F∥h,Tj ⩽CL−2 jA−1∥F∥h,Tj .

(5.33)
The asserted continuity in the implicit parameter s follows from the expressions in the first
line of (5.32) and (5.33) in combination with Lemma 3.3.11. This completes the proof.
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5.4 Proof of Proposition 5.2.3

5.4.1 Preliminaries

As a preliminary to the proof of Proposition 5.2.3, we state how the norm of a polymer
activity changes when measured in terms of Tj+1 compared to the Tj-norm. We will use the
following elementary inequality.

Lemma 5.4.1. Let X ∈ S j. Fix x0 ∈ X and for f : X∗ → C, define δ f (x) = f (x)− f (x0).
Then

∥δ f∥C2
j (X

∗) ⩽CdL−1 max
m=1,2

∥∇
m
j+1 f∥L∞(X∗). (5.34)

for some geometric constant Cd > 0.

Proof. Since X ∈ S j, its small set neighbourhood X∗ contains at most 2db blocks, where
b = |B∗| j for any B ∈ B j. Thus the ℓ∞-diameter of X∗ is at most CdL j and thus

∥δ f∥L∞(X∗) = max
x∈X∗

| f (x)− f (x0)|⩽CdL j max
x∈X∗,µ∈ê

|∇µ f (x)|⩽CdL−1∥∇ j+1 f∥L∞(X∗).

(5.35)
Also, for m ⩾ 1, ∇mδ f = ∇m f , and the result follows.

This lemma has the following important consequence for neutral polymer activities.

Lemma 5.4.2. Let F be a neutral scale- j polymer activity. Then for X ∈ S j, ϕ ′ ∈ RΛN and
n ⩾ 0,

∥DnF(X ,ϕ)∥n,Tj+1(X ,ϕ) ⩽ (C−1
d L)−n∥DnF(X ,ϕ)∥n,Tj(X ,ϕ). (5.36)

In particular, if F is in addition supported on X ∈ S j (i.e., F(X) = 0 when X /∈ S j),

∥F(X ,ϕ)∥h,Tj+1(X ,ϕ) ⩽ ∥F(X ,ϕ)∥CdL−1h,Tj(X ,ϕ). (5.37)

Proof. Since F is neutral, i.e. has charge q = 0, cf. (5.3), for f1 constant-valued one has

DF(X ,ϕ)( f1) = f1 ∑
x0∈X

∂

∂ϕx0

F(X ,ϕ) = f1
d
dc

F(X ,ϕ + c)
∣∣
c=0 = 0 (5.38)

and the same reasoning implies that DnF(X ,ϕ)( f1, · · · , fn) = 0 whenever any of f1, . . . , fn is
constant-valued. Therefore, having fixed x0 ∈ X , for any fi ∈ RΛN , by multilinearity,

DnF(X ,ϕ)( f1, . . . , fn) = DnF(X ,ϕ)(δ f1, . . . ,δ fn),
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where (δ fk)(x) = fk(x)− fk(x0). Therefore if ∥ fk∥C2
j+1(X

∗) ⩽ 1 for k = 1, . . . ,n,

|DnF(X ,ϕ)( f1, . . . , fn)|⩽ (C−1
d L)−n∥DnF(X ,ϕ)∥n,Tj(X ,ϕ) (5.39)

by Lemma 5.4.1. In view of (3.40), the claim follows.

The following similar but weaker bound holds for charged polymer activities.

Lemma 5.4.3. Let F be a scale- j polymer activity of charge q that is supported on X ∈ S j.
Then

∥F(X ,ϕ)∥h,Tj+1(X ,ϕ) ⩽ e
√

β |q|h∥F(X ,ϕ)∥CdL−1h,Tj(X ,ϕ). (5.40)

Proof. One may decompose F(X ,ϕ) = ei
√

βqϕ(x0)F(X ,δϕ) where δϕ(x) = ϕ(x)−ϕ(x0).
Define F(X ,ϕ) := F(X ,δϕ), then F is now neutral. The estimate of Lemma 5.4.2 applies to
F , giving

∥F(X ,ϕ)∥h,Tj+1(X ,ϕ) ⩽ ∥F∥CdL−1h,Tj(X ,ϕ). (5.41)

The conclusion now follows from (3.53) and the submultiplicativity property of the norm
(3.64).

5.4.2 Proof of Proposition 5.2.3: charged part

We will prove Proposition 5.2.3 by decomposing F into its neutral and charged part and con-
sidering both contributions separately, starting with the latter. The estimate (5.18) and (5.19)
for charged F relies crucially on how the expectation acts on the charged components. The
contraction mechanism for charged polymer activities is a generalisation of the elementary
identity

E[ei
√

βqζx0 ] = e−
1
2 βq2Γ j+1(0), (5.42)

valid for all integers q and β > 0, where here and in the sequel, Γ j+1(x) = (δ0,Γ j+1δx).
The generalisation uses the analyticity of polymer activities with finite ∥ · ∥h,Tj-norm, see
Proposition 3.4.1, which justifies the following complex translation.

Lemma 5.4.4. Let h> 0, and let F be a charge-q polymer activity with ∥F(X)∥h,Tj(X) < ∞,
q ∈ Z. Then for any constant c ∈ R with |c|< h,

F(X ,ϕ + ic) = e−
√

βqcF(X ,ϕ). (5.43)
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Proof. First recall that by Proposition 3.4.1, F(ϕ + z) is well-defined and complex analytic
for z∈ {w∈C : |w|< h}. Hence f : {z∈C : |z|< h}→C, z 7→ F(X ,ϕ+z)−eiq

√
β zF(X ,ϕ)

is a complex analytic function that takes value 0 on the real line by (5.3). Therefore f ≡ 0.

Before we jump into the main result, we first discuss a technical point, which defines the
constant ch appearing in the statement of Proposition 5.2.3. Ultimately we are interested in the
covariance Γ j+1, but to obtain the optimal estimates we must work with its subdecomposition
into fractional scales introduced in Section 3.1.3. Thus for ℓ,N′ as in Section 3.3.3, let IN′ =

{0,(N′)−1,2(N′)−1, . . .1−(N′)−1} be the set of fractional scales. Then for s= k(N′)−1 ∈ IN′

and s′ = s+(N′)−1 (cf. Remark 3.3.8 regarding N′), set

ξs(x) =
√

β (Γ j+s, j+s′(x− x0)−Γ j+s, j+s′(0)), ξ<s = ∑
t∈IN′ ,t<s

ξt . (5.44)

Lemma 5.4.5 (Choice of ch). There exists ch > 0 such that for any X ∈ S j, s ∈ IN′ and
β > 0,

∥ξs∥C2
j (X

∗)∨∥ξ<s∥C2
j (X

∗) <
1
2

chρ
−2
J

√
β . (5.45)

Proof. By Lemma 3.1.4,

∥∑
s∈J

∇
α
j ξs∥L∞(X∗) ⩽Cαρ

−2
J

√
β (5.46)

for any J ⊂ IN′ and |α| ∈ {1,2}. Also for α = 0 and X ∈ S j, with the same constant Cd as
in (5.35),

sup
x∈X∗

|∑
s∈J

ξs(x)|⩽CdL j∥∑
s∈J

∇ξs∥L∞(X∗) ⩽Cd∥∑
s∈J

∇ jξs∥L∞(X∗) ⩽CdCα

√
βρ

−2
J . (5.47)

Combining both inequalities gives the claim with ch = 3Cα(Cd ∨1).

Henceforth, we fix ch so that the conclusions of Lemma 5.4.5 hold. The formula (5.42)
can now be generalised to the following identity.

Lemma 5.4.6. Let r ∈ (0,1], h ⩾ rchρ
−2
J

√
β , and let F be a charge-q ω-polymer activity

with ∥F(X)∥⃗
h,Tj(X)

< ∞. Then for X ∈ S j, q ∈ Z, x0 ∈ X and ξ (x) =
√

β (Γ j+1(x− x0)−
Γ j+1(0)), for all ϕ ′ ∈ RΛN ,

E[F(X ,ϕ ′+ζ )] = e−
1
2 βΓ j+1(0)(2r|q|−r2)E

[
e−i

√
β rσqζx0 F(X ,ϕ ′+ζ + irσqξ (x))

]
, (5.48)

where σq = sign(q).
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Proof. Recall that ζ ∼ N (0,Γ j+1) under E. (or ζ ∼ N (0,ΓΛN
N ) when j+1 = N, but we

will drop label ΛN for brevity). We will need to work with the subdecomposition of the
covariance Γ j+1 discussed above the lemma. Since ξ = ∑s∈IN′ ξs, it is sufficient to show the
lemma for ∥F∥h,Tj+s <+∞ and Γ j+1 replaced by Γ j+s, j+s′ where s = s′−M−1 ∈ IN′ and ζ

replaced by ζs + irξ<s where ζs ∼ N (0,Γ j+s, j+s′). It is convenient to work with invertible
covariance matrices, so we will work with C = Γ j+s, j+s′ +δ for δ > 0 so that C is strictly
positive definite, and then take the limit δ ↓ 0 to conclude. All in all, it thus suffices to show
that∫

e−
1
2 (ζs,C−1ζs)F(X ,ϕ ′+ζs + irσqξ<s)dζs (5.49)

= e−
1
2 βC(0)(2r|q|−r2)

∫
e−

1
2 (ζs,C−1ζs)−i

√
β rσqζs(x0)F(X ,ϕ ′+ζs + irσq(ξ<s +ξs))dζs,

from which (5.48) readily follows by integrating successively over ζs, s∈ IN′ and letting δ ↓ 0.
Here, with a slight abuse of notation, we define ξs(x) =

√
β (C(x− x0)−C(0)), from which

ξs as introduced in (5.44) is obtained in the limit δ → 0. Then the bound of Lemma 5.4.5
holds the same for this modified ξs when δ is sufficiently small, which we henceforth tacitly
assume.

We now show (5.49). Let X ′ = {x ∈ Λ : d1(x,X∗)⩽ 2} so that ∥ψ∥C2
j (X

∗) only depends on
ψ|X ′ . Performing a change of variable from ζs to ζs − irσqξs, the integral on the right-hand
side of (5.49) can be recast as∫

RX ′
e−

1
2 (ζs,C−1ζs)−i

√
β rσqζs(x0)F(X ,ϕ ′+ζs + irσqξ<s + irσqξs)dζs = e−

1
2 β r2C(0)Rrσqξs(r)

(5.50)
where

Rψ(r′) =
∫
RX ′

+iψ
e−

1
2 (ζ+ir′z,C−1(ζ+ir′z))F(X ,ϕ ′+ζ + irσqξ<s)dζ . (5.51)

and z = σq
√

βC(0). By Lemma 5.4.5 (which is just the Cauchy’s integral formula) and
assumption on δ , the condition h⩾ chrρ−2

√
β guarantees ∥rσqξs∥C2

j (X
∗), ∥rσqξ<s∥C2

j (X
∗) <

1
2h, we can apply Lemma 3.8.1 to see that

Rrσqξs(r) = R0(r) (5.52)

and thus it will be enough to compute R0(r).
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To compute R0(r), consider R0(r′+δ r′) for sufficiently small δ r′. Another application
of Lemma 3.8.1 shows that

R0(r′+δ r′) =
∫
RX ′

e−
1
2 (ζ+ir′z,C−1(ζ+ir′z))F(X ,ϕ ′+ζ + irσqξ<s − i(δ r′)z)dζ . (5.53)

But by (5.43), F(X ,ϕ ′+ζ + irσqξ<s− i(δ r′)z) = e
√

βqzδ r′F(X ,ϕ ′+ζ + irσqξ<s), so R0(r′)
satisfies

d
dr′

R0(r′) =
√

βqzR0(r′) = β |q|C(0)R0(r′). (5.54)

Solving this differential equation yields

R0(r) = e|q|rβC(0)
∫
RX ′

e−
1
2 (ζ ,C

−1ζ )F(X ,ϕ ′+ζ + irσqξ<s)dζ , (5.55)

and thus (5.49) is obtained once we recall (5.50) (5.52).

This identity leads to the following contraction mechanism for charge-q polymer activi-
ties.

Lemma 5.4.7. Let r ∈ (0,1], h⩾ rchρ
−2
J

√
β , L⩾ 4Cd and hω ⩽ (C1 logL)−1h for sufficiently

large C1. Then there exists C > 0 such that for X ∈ S j, and any charge-q polymer activity F
with |q|⩾ 1 and ∥F(X)∥⃗

h,Tj(X)
< ∞, and all ϕ ′ ∈ RΛN ,

∥E[θζ F(X)]∥(2h,hω ),Tj+1(X) ⩽Ce2
√

β |q|he−(|q|−1/2)rβΓ j+1(0)∥F(X)∥⃗
h,Tj(X)

. (5.56)

Proof. We will hide the dependence of F(X ,ϕ) on X for brevity. Let us start from (5.48)
with r ∈ (0,1]. Then

Dn
θζE[F(ϕ ′)] = e−

2|q|r−r2
2 βΓ j+1(0)E[e−i

√
β rσqζx0 Dn

θζ F(ϕ ′+ irσqξ )] (5.57)

where ξ (x) =
√

β (Γ j+1(x−x0)−Γ j+1(0)). By our assumptions and Lemma 5.4.5 (with the
choice M = 1), we have 2CdL−1h+r∥ξ∥< h, where ∥·∥= ∥·∥C2

j
. Thus by Proposition 3.4.1,

F is analytic in the strip S2CdL−1h+r∥ξ∥, and hence the Taylor expansion

Dn
θζ F(ϕ ′+ irσqξ ) =

∞

∑
k=0

1
k!

Dk
ϕ ′(Dn

θζ F)(ϕ ′)((irσqξ )⊗k) (5.58)
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is convergent and so, combining with (5.57), and since |σq|= 1,

∥Dn
ϕ ′E[F(ϕ ′+ζ )]∥n,Tj(X ,ϕ ′) ⩽ e−

2|q|−1
2 rβΓ j+1(0)E

[ ∞

∑
k=0

∥rξ∥k

k!
∥Dn+kF(ϕ ′+ζ )∥n+k,Tj(X ,ϕ ′)

]
.

(5.59)

Therefore, for h′ > 0 left to be chosen,

∥Eθζ [F(ϕ ′)]∥h′,Tj(X ,ϕ ′) ⩽ e−
2|q|−1

2 rβΓ j+1(0)E
[
∑
n,k

h′n∥rξ∥k

n!k!
∥Dn+k

θζ F(ϕ ′)∥n+k,Tj(X ,ϕ ′)

]
⩽ e−

2|q|−1
2 rβΓ j+1(0)E

[ ∞

∑
n=0

(h′+∥rξ∥)n

n!
∥Dn

θζ F(ϕ ′)∥n,Tj(X ,ϕ ′)

]
= e−

2|q|−1
2 rβΓ j+1(0)E[∥θζ F(ϕ ′)∥h′+r∥ξ∥,Tj(X ,ϕ ′)]. (5.60)

To complete the lemma, one is just left to compare ∥θζ F(ϕ ′)∥h,Tj+1(ϕ ′,X) with a quantity in a
lower scale. This is where Lemma 5.4.3 comes in, yielding the bound

∥Eθζ F(ϕ ′)∥2h,Tj+1(ϕ ′,X) ⩽ e2
√

β |q|h∥E[F(ϕ ′+ζ )]∥2CdL−1h,Tj(ϕ ′,X) (5.61)

and we see that the choice h′ = 2CdL−1h gives

∥E[θζ F(ϕ ′)]∥2h,Tj+1(ϕ ′+ζ ) ⩽ e2
√

β |q|he−
2|q|−1

2 rβΓ j+1(0)E[∥F(ϕ ′+ζ )∥2CdL−1h+r∥ξ∥,Tj(ϕ ′,X)].

(5.62)

Now invoking Proposition 3.3.5,

∥E[θζ F(ϕ ′)]∥2h,Tj+1(ϕ ′,X) ⩽ e−
2|q|−1

2 rβΓ j+1(0)e2
√

β |q|hE[θζ G j(X ,ϕ ′)]∥F∥2CdL−1h+r∥ξ∥,Tj(X)

⩽ e−
2|q|−1

2 rβΓ j+1(0)e2
√

β |q|h2|X | jG j+1(X ,ϕ ′)∥F∥2CdL−1h+r∥ξ∥,Tj(X).

(5.63)

Since ∥F∥2CdL−1h+r∥ξ∥,Tj(X) ⩽ ∥F∥h,Tj(X) and X is a small set, we obtain

∥E[θζ F(X ,ϕ ′)]∥2h,Tj+1(X ,ϕ ′) ⩽Ce2
√

β |q|he−(|q|−1/2)rβΓ j+1(0)∥F(X)∥h,Tj(X)G j+1(X ,ϕ ′).

(5.64)

The same estimate holds for each ∥Dm
ωE[θζ F(X ,ϕ ′)]∥2h,Tj+1(X ,ϕ ′) (m ⩾ 0), so the desired

conclusion holds.
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Finally, we conclude the Proposition 5.2.3 for charged F .

Lemma 5.4.8. Under the setting of Proposition 5.2.3, let F be a periodic scale- j polymer
activity and X ∈ S j. Also, assume that the neutral part of F(X) vanishes, i.e., F̂0(X) = 0.
Then

∥E(ω)θζ F(X , ·)∥⃗
h,Tj+1(X)

⩽CαLoc∥F(X)∥⃗
h,Tj(X)

(5.65)

for some C > 0 independent of all the other parameters.

Proof. Since F̂0(X) = 0, by (5.1),
F = ∑

q̸=0
F̂q. (5.66)

The triangle inequality, (3.63), Lemma 5.4.7 and the assumption h⩽ 2h give

∥Eθζ F(X ,ϕ ′)∥(2h,hω ),Tj+1(X ,ϕ ′)

⩽C

[
∑
q⩾1

e4
√

β |q|he−(|q|−1/2)rβΓ j+1(0)

]
∥F(X)∥⃗

h,Tj(X)
G j+1(X ,ϕ ′), (5.67)

But by Lemma 3.4.4,

∥E(ω)θζ F(X ,ϕ ′)∥⃗
h,Tj+1(X ,ϕ ′) ⩽ ∥Eθζ F(X ,ϕ ′)∥(2h,hω ),Tj+1(X ,ϕ ′) (5.68)

whenever 2h⩾ h′′ = h+hω∥u j+1∥C2
j
, thus we have the desired bound.

5.4.3 Proof of Proposition 5.2.3: neutral part

For neutral F , the contractions in Proposition 5.2.3 does not rely on the fluctuation integral,
but instead uses that gradients contract under change of norm. In all of the following lemmas,
we assume that h⩾ ρ

−1
J as appearing in the assumptions of Proposition 5.2.3, and we also

suppose that all remaining assumptions of Proposition 5.2.3 are in force. We will also
frequently abbreviate EF(X) = Eθζ F(X).

LocX EF(X)−EF(X) = (LocX EF(X)−Tay2EF(X))+(Tay2EF(X)−EF(X))

= (LocX EF(X)−Tay2EF(X))−Rem2EF(X), (5.69)
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where the Taylor approximation and its remainder are defined as follows: For F(X) ∈
N j,hω

(X) with ∥F ∥⃗
h,Tj(X)

< ∞, define the Taylor approximation and remainder of degree n
in the variable ϕ by

Tayϕ
n F(X ,ϕ +ψ) =

n

∑
k=0

1
k! ∑

x1,··· ,xk∈X∗

∂ kF(X ,ψ)

∂ϕ(x1) · · ·∂ϕ(xk)
ϕ(x1) · · ·ϕ(xk) (5.70)

Remϕ
n F(X ,ϕ +ψ) = F(X ,ϕ +ψ)−Tayϕ

n F(X ,ϕ +ψ). (5.71)

If F is neutral, then we can also define the Taylor expansion in the gradient of ϕ ,

Tayϕ

n F(X ,ϕ +ψ) =
1
|X | ∑

x0∈X
Tayδϕ

n F(X ,δϕ +ψ) (5.72)

Remϕ

n F(X ,ϕ +ψ) = F(X ,ϕ +ψ)−Tayϕ

n F(X ,ϕ +ψ) (5.73)

where δϕ(x) := ϕ(x)−ϕ(x0) is dependent of the choice of x0 ∈ X .
We first collect two auxiliary results that will be used to bound the first term in (5.69).

Lemma 5.4.9. For ϕ ∈ RΛN , X ∈ S j and x0,y0 ∈ X,

∥∇
e1ϕ(x0)∇

e2ϕ(x0)−∇
e1ϕ(y0)∇

e2ϕ(y0)∥h,Tj+1(X ,ϕ)

⩽CL−2 j−3(h+∥∇ j+1ϕ∥L∞(X)+∥∇
2
j+1ϕ∥L∞(X))

2 (5.74)

and for any µ ∈ ê and x ∈ X (see below (3.31) for notation),

∥∇
µ

ϕ(x)∇(µ,−µ)
ϕ(x)∥h,Tj+1(X ,ϕ) ⩽CL−3 j−3(h+∥∇ j+1ϕ∥L∞(X)+∥∇

2
j+1ϕ∥L∞(X))

2.

(5.75)

Proof. To see the first inequality, observe that

|∇µ
ϕ(x0)−∇

µ
ϕ(y0)|⩽CL− j−2∥∇

2
j+1ϕ∥L∞(X), (5.76)

hence

|Dϕ(∇
µ

ϕ(x0)−∇
µ

ϕ(y0))( f )|= |∇µ f (x0)−∇
µ f (y0)|⩽CL− j−2∥ f∥C2

j+1(X
∗). (5.77)

Since ∇µϕ(x0)−∇µϕ(y0) is linear in ϕ , all but the first two terms in the series expansion
(3.40) of ∥∇µϕ(x0)−∇µϕ(y0)∥h,Tj+1(ϕ,X) vanish and therefore, using (5.76) and (5.77),

∥∇
µ

ϕ(x0)−∇
µ

ϕ(y0)∥h,Tj+1(X ,ϕ) ⩽CL− j−2(h+∥∇
2
j+1ϕ∥L∞(X)). (5.78)
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Analogously,

∥∇
µ

ϕ(x0)∥h,Tj+1(X ,ϕ)+∥∇
µ

ϕ(y0)∥h,Tj+1(X ,ϕ) ⩽CL− j−1(h+∥∇ j+1ϕ∥L∞(X)), (5.79)

and (5.74) follows using the submultiplicativity of the norm. The second inequality (5.75)
follows from similar direct computations:

∥∇
µ

ϕ(x)∇(µ,−µ)
ϕ(x)∥0,Tj(X ,ϕ) ⩽CL−3 j−3∥∇ j+1ϕ∥L∞(X)∥∇

2
j+1ϕ∥L∞(X) (5.80)

∥D∇
µ

ϕ(x)∇(µ,−µ)
ϕ(x)∥1,Tj(X ,ϕ) ⩽CL−3 j−3(∥∇ j+1ϕ∥L∞(X)+∥∇

2
j+1ϕ∥L∞(X)) (5.81)

∥D2
∇

µ
ϕ(x)∇(µ,−µ)

ϕ(x)∥2,Tj(X ,ϕ) ⩽CL−3 j−3, (5.82)

and higher-order derivatives vanish.

Lemma 5.4.10. Let F ∈ N j,hω
(X) with ∥F∥h,Tj(X) < ∞, and let X ∈ S j. Choose any x0 ∈ X

and denote δx1 = x1 − x0, δx2 = x2 − x0. Then∣∣∣ ∑
x1,x2∈X∗

∂ϕ(x1)∂ϕ(x2)EF(X ,ζ )δxµ

1 δxν
2

∣∣∣⩽Ch−2L2 j∥F(X)∥h,Tj(X). (5.83)

Proof. By definition of ∥·∥h,Tj(X) followed by (3.78) with G(X ,0) = 1,

h2

∣∣∣∣∣∑x1,x2

∂ϕ(x1)∂ϕ(x2)EF(X ,ζ )δxµ

1 δxν
2

∣∣∣∣∣⩽ ∥EF(X ,ζ )∥h,Tj(X ,0)∥δxµ

1 ∥C2
j (X

∗)∥δxν
2∥C2

j (X
∗)

⩽CL2 j∥F(X)∥h,Tj(X)

(5.84)

where we used ∥δxµ

1 ∥C2
j (X

∗),∥δxν
2∥C2

j (X
∗) = O(L j).

Lemma 5.4.11. Let h⩾ ρ
−1
J and κL = cκρ2

J (logL)−1. Then for all X ∈ S j and neutral and
even F(X) ∈ N j,hω

(X), we have∥∥(LocX −Tay2
)
Eθζ F(X , ·)

∥∥
(2h,hω ),Tj+1(X)

⩽CL−3(logL)A−|X | j∥F ∥⃗
h,Tj

(5.85)

for h⃗= (h,hω).

Proof. We will prove the statement without the ω-derivatives, i.e., we aim to prove

∥LocX Eθζ F(X , ·)−Tay2Eθζ F(X , ·)∥2h,Tj+1(X) ⩽CL−3(logL)A−|X | j∥F∥h,Tj . (5.86)

Then the same estimates on Dm
ωF are essentially the same.
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By definition (see (5.11) and (5.12)), denoting by B j(x0) the block B ∈ B j such that
x0 ∈ B,

LocX EF(X) = ∑
B∈B j(X)

LocX ,BEF(X) = EF̂0(X ,ζ )

+
1
|X | ∑

x0∈X

1
|B| ∑

y0∈B j(x0)
∑

x1,x2∈X∗

1
2

∂ϕx1
∂ϕx2

EF̂0(X ,ζ )⟨∇ϕ(y0),δx1,∇ϕ(y0),δx2⟩, (5.87)

where δx1 = x1 − x0,δx2 = x2 − x0 and, following the notation of Lemma 5.4.10 (cf. (5.28)),

⟨∇ϕ(y0),δx1,∇ϕ(y0),δx2⟩ :=
1
4 ∑

µ,ν∈ê
(1+δµ,ν −δµ,−ν)∇

µ
ϕ(y0)δxµ

1 ∇
ν
ϕ(y0)δxν

2 .

(5.88)

We firstly replace ⟨∇ϕ(y0),δx1,∇ϕ(y0),δx2⟩ by (∇ϕ(y0),δx1)(∇ϕ(y0),δx2) and secondly
replace y0 by x0 in (5.87) where (∇ϕ(x),y) = 1

2 ∑µ∈ê ∇µϕ(x)yµ . This gives

1
|X | ∑

x0∈X
∑

x1,x2∈X∗

1
2

∂ϕx1
∂ϕx2

EF̂0(X ,ζ )(∇ϕ(x0),δx1)(∇ϕ(x0),δx2) (5.89)

and, as we now explain, an error term bounded in the ∥·∥2h,Tj+1(X ,ϕ)-norm by

CL−32|X | j∥F(X)∥h,Tj(X)h
−2(h+∥∇ j+1ϕ∥L∞(X∗)+∥∇

2
j+1ϕ∥L∞(X∗))

2. (5.90)

Indeed, to obtain this error bound, we proceed as follows: observing that

(∇ϕ(y0),δx1)(∇ϕ(x0),δx2)−⟨∇ϕ(y0),δx1,∇ϕ(x0),δx2⟩

=
1
4 ∑

µ∈ê
∇

µ
ϕ(y0)∇

(µ,−µ)
ϕ(y0)δxµ

1 δxµ

2 , (5.91)

the claimed bound for the first replacement is justified by (5.75) and (5.83), whereas the
claimed bound for the second replacement follows from (5.74) and (5.83). The factor 2|X | j

appearing in (5.90) follows hereby from an application of Proposition 3.3.5. Rather than
including full details here, we refer to (5.96)-(5.97) below, which estimate a similar but
slightly more involved error term, yielding the bound (5.95). The bound (5.90) is readily
obtained by adapting these arguments.
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Next we replace ⟨∇ϕ(x0),δxi⟩ in (5.89) by δϕ(xi) = ϕ(xi)−ϕ(x0). For X ∈ S j, one
has

∥δϕ(x)∥C2
j+1(X

∗), ∥⟨∇ϕ(x0),δx⟩∥C2
j+1(X

∗) ⩽CL−1∥∇ j+1ϕ∥L∞(X∗) (5.92)

∥δϕ(x)−⟨∇ϕ(x0),δx⟩∥C2
j+1(X

∗) ⩽CL−2∥∇
2
j+1ϕ∥L∞(X∗). (5.93)

Using again the definition of the norm (3.40), we may thus replace (5.89) by

1
2|X | ∑

x0∈X
∑

x1,x2∈X∗
∂δϕ(x1)∂δϕ(x2)EF̂0(X ,ζ )(ϕ(x1)−ϕ(x0))(ϕ(x2)−ϕ(x0)) (5.94)

with an error in the ∥ · ∥2h,Tj+1(X ,ϕ)-norm bounded by

CL−32|X | j∥F(X)∥h,Tj(X)h
−2(h+∥∇ j+1ϕ∥L∞(X∗)+∥∇

2
j+1ϕ∥L∞(X∗)

)2
. (5.95)

Indeed,∣∣∣ ∑
x1,x2∈X∗

∂δϕ(x1)∂δϕ(x2)EF̂0(X ,ζ )(δϕ(x1)− (∇ϕ(x0),δx1))δϕ(x1)
∣∣∣

⩽ E∥D2F̂0(X ,ζ )∥n,Tj+1(X ,ζ )∥δϕ(x1)− (∇ϕ(x0),δx1)∥C2
j+1(X

∗)∥ϕ(x2)−ϕ(x0)∥C2
j+1(X

∗)

⩽Ch−2∥F(X)∥h,Tj(X)E[G j(X ,ζ )]L−3∥∇ j+1ϕ∥L∞∥∇
2
j+2ϕ∥L∞(X∗)

⩽CL−32|X | j∥F(X)∥h,Tj(X)h
−2∥∇ j+1ϕ∥L∞(X∗)∥∇

2
j+1ϕ∥L∞(X∗) (5.96)

using (5.5) for the second inequality and Proposition 3.3.5 in the last step, and since each
δϕ(x1)− (∇ϕ(x0),δx1) and δϕ(x1) are linear in ϕ , we immediately see (see around (5.77)
for a similar reasoning) that

∥ ∑
x1,x2∈X∗

∂δϕ(x1)∂δϕ(x2)EF̂0(X ,ζ )(δϕ(x1)− (∇ϕ(x0),δx1))δϕ(x1)∥2h,Tj+1(X ,ϕ)

⩽CL−32|X | j∥F(X)∥h,Tj(X)h
−2(2h+∥∇ j+1ϕ∥L∞(X∗))(2h+∥∇

2
j+1ϕ∥L∞(X∗)) (5.97)

A similar bound holds for

∑
x1,x2∈X∗

∂ 2EF̂0(X ,ζ )

∂ (δϕ(x1))∂ (δϕ(x2))
(δϕ(x1)− (∇ϕ(x0),δx1))(∇ϕ(x0),δx2) (5.98)

and hence the claim follows.
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Recognizing EF̂0(X ,ζ ) in (5.87) together with (5.94) as Tay2EF(X) and collecting the
errors, we have thus overall shown

∥LocX EF(X)−Tay2EF(X)∥2h,Tj+1(X ,ϕ ′)⩽CL−3∥F(X)∥h,Tj(X)(1+h−1 max
n=1,2

∥∇
n
j+1ϕ∥L∞(X∗))

2.

(5.99)
The claim now follows from Lemma 3.3.3, along with (3.63), using that h−2κ

−1
L = O(logL)

which holds since h−2 = O(ρ2
J ) by our assumption h⩾ ρ

−1
J and since κ

−1
L = O(ρ−2

J logL).

Lemma 5.4.12. Under the setting of Lemma 5.4.11, for all X ∈S j, neutral F(X)∈N j,hω
(X)

and α ⩾ 0,

∥Remϕ ′

α Eθζ F(X , ·)∥(2h,hω ),Tj+1(X) ⩽Cα

(
L−1(logL)1/2)α+1A−|X | j∥F ∥⃗

h,Tj
(5.100)

with h⃗= (h,hω).

Proof. Again, we will only prove the bound without the ω-derivative.
Recall that F(X ,ζ + ϕ ′) = F(X ,ζ + δϕ ′) with δϕ ′(x) = ϕ ′(x)− ϕ ′(x0) for neutral

F and any x0 by (5.4). Thus, Remϕ ′

α EF = 1
|X | ∑x0∈X Remδϕ ′

α EF with δϕ ′(x) defined for

varying x0’s, we just need to prove the statement for a fixed x0 ∈ X and Remϕ ′

α replaced by
Remα ≡ Remδϕ ′

α .
We need to estimate ∥DnRemαEF(X)∥n,Tj+1(X ,ϕ ′). We will divide the cases n ⩾ α +1

and n ⩽ α . Using that RemαEθζ F(X ,ϕ ′) is neutral, the estimate for n ⩾ α + 1 follows
simply from Lemma 5.4.2 and the fact that DnRemα = Dn for n ⩾ α +1:

∥DnRemαEθζ F(X ,ϕ ′)∥n,Tj+1(X ,ϕ ′) ⩽ (C−1
d L)−n∥DnEθζ F(X ,ϕ ′)∥n,Tj(X ,ϕ ′). (5.101)

Multiplying by hn/n!, summing over n, and combining with Lemma 3.3.6, noting that
2|X | j ⩽C since X is small, this readily yields

∑
n⩾α+1

(2h)n

n!
∥DnRem2Eθζ F(X ,ϕ ′)∥n,Tj+1(X ,ϕ ′) ⩽CL−(α+1)A−|X | j∥F∥h,TjG j+1(X ,ϕ ′).

(5.102)
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The cases n = 0, · · · ,α require a bit of effort and represent in fact the dominant contributions.
We use Taylor’s theorem and neutrality of F to write

DnRemαEθζ F(X ,ϕ ′)( f1, · · · , fn) =
α

∑
k=n

1
(k−n)!

Dk Remα EF(X ,ζ )( f1, · · · , fn,(δϕ
′)⊗k−n)

+
∫ 1

0
dt

(1− t)α+1−n

(α −n)!
Dα+1 Remα EF(X ,ζ + tϕ ′)( f1, · · · , fn,(δϕ

′)⊗α+1−n).

(5.103)

But since Dk Remα EF(X , ·) = DkEF(X , ·) for k ⩾ α + 1, applying successively (3.39),
(5.36) and (3.75), one sees that

|Dα+1 Remα EF(X ,ζ + tϕ ′)( f1, · · · , fn,(δϕ
′)⊗α+1−n)|

⩽ ∥Dα+1EF(X ,ζ + tϕ ′)∥α+1,Tj+1(X ,tϕ ′)∥δϕ
′∥α+1−n

C2
j+1(X

∗) ∏
1⩽l⩽n

∥ fl∥C2
j+1(X

∗)

⩽ (C−1
d L)−(α+1)∥Dα+1EF(X ,ζ + tϕ ′)∥α+1,Tj(X ,tϕ ′)∥δϕ

′∥α+1−n
C2

j+1(X
∗) ∏

1⩽l⩽n
∥ fl∥C2

j+1(X
∗)

⩽C′(hL)−(α+1)∥F(X)∥α+1,Tj(X)G j+1(X , tϕ ′)∥δϕ
′∥α+1−n

C2
j+1(X

∗) ∏
1⩽l⩽n

∥ fl∥C2
j+1(X

∗).

(5.104)

Moreover, since Dk Rem2EF(X ,ζ ) = 0 for k ∈ {0, · · · ,α}, whenever ∥ fl∥C2
j+1(X

∗) ⩽ 1 for
each l ∈ {1, . . . ,n}, one obtains that the left-hand side of (5.103) is bounded in absolute value
by

(C−1
d Lh)−(α+1)

∫ 1

0
dt

(1− t)α+1−n

(α −n)!
∥F(X)∥α+1,Tj(X)G j+1(X , tϕ ′)∥δϕ

′∥α+1−n
C2

j+1(X
∗)
. (5.105)

Now since G j+1(X ,ϕ ′) = G j+1(X , tϕ ′)G j+1(X ,
√

1− t2ϕ ′) by definition of G j+1 in (3.41),
and then using Lemma 3.3.3 applied with ϕ =

√
1− t2ϕ ′, we obtain, for n ⩽ α

sup
ϕ ′

G j+1(X , tϕ ′)∥δϕ ′∥α+1−n
C2

j+1(X
∗)

G j+1(X ,ϕ ′)
= sup

ϕ ′

∥δϕ ′∥α+1−n
C2

j+1(X
∗)

G j+1(X ,
√

1− t2ϕ ′)
⩽ O(κ

−(α+1−n)/2
L )(1− t2)−(α+1−n)/2.

(5.106)

All in all, since∫ 1

0
(1− t)α+1−n(1− t2)−(α+1−n)/2 dt ⩽Cn

∫ 1

0
t(α+1−n)/2 < ∞, n ⩽ α, (5.107)
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this implies, for n ⩽ α ,

∥DnRemαEF(X ,ϕ)∥n,Tj+1(X ,ϕ ′)

⩽ O(L−(α+1)
κ
−(α+1−n)/2
L )h−(α+1)∥F(X)∥α+1,Tj(X)G j+1(X ,ϕ ′). (5.108)

Multiplying by hn/n!, summing over n, using that

∑
0⩽n⩽α

hn−α−1

n!
κ
−(α+1−n)/2
L ⩽C(logL)(α+1)/2h−(α+1) (5.109)

by assumption on κL and h (the dominant term being n = 0), it follows that

∑
n⩽α

(2h)n

n!
∥DnRemαEF(X ,ϕ)∥n,Tj+1(X ,ϕ ′)⩽C

(
L−1(logL)1/2)α+1A−|X | j∥F∥h,TjG j+1(X ,ϕ ′).

(5.110)
The claim follows immediately by combining the estimates (5.102) (with (3.63)) and (5.110).

Proof of Proposition 5.2.3. The Fourier decomposition (5.1.1) yields, since Loc(α)
X Eθζ F̂q(X)=

0 whenever q ̸= 0 (cf. (5.11)),

Loc(α)
X E(ω)θζ F(X)−E(ω)θζ F(X) =

(
Loc(α)

X −1
)
E(ω)θζ F̂0(X)− ∑

q ̸=0
E(ω)θζ F̂q(X),

(5.111)

which allows to bound them by bounding the terms of different charge separately. The last
sum is the charged part of F and was already bounded by Lemma 5.4.8.
(i) Since Tay0Eθζ F̂0(X) = Loc(0)X Eθζ F̂0(X), Lemma 5.4.12 (with the choice F = F̂0) is

enough to obtain

∥(Loc(0)X −1)Eθζ F̂0(X)∥(2h,hω ),Tj+1(X) ⩽Cα
(0)
LocA−|X | j∥F ∥⃗

h,Tj
(5.112)

and also by Lemma 3.4.4,

∥(Loc(0)X −1)E(ω)θζ F̂0(X)∥⃗
h,Tj+1(X)

⩽ ∥(Loc(0)X −1)Eθζ F̂0(X)∥(2h,hω ),Tj+1(X). (5.113)

These prove (5.18).
(ii) Assume F is even and periodic. Then Lemmas 5.4.11 and 5.4.12 (with the choice F = F̂0)

yield bounds on (LocX −Tay2)Eθζ F̂0(X ,ϕ ′) and (1−Tayϕ ′

2 )Eθζ F̂0(X ,ϕ ′), respectively, and
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thus

∥(LocX −1)Eθζ F̂0(X)∥(2h,hω ),Tj+1(X) ⩽CαLocA−|X | j∥F ∥⃗
h,Tj

. (5.114)

As above, this proves (5.19) once we recall Lemma 3.4.4.

Boundedness of localisation

The following will be used to deduce (5.21).

Lemma 5.4.13. For F a neutral j scale ω-polynomial activity B ∈ B j and X ∈ S j∣∣Loc(0)X ,BEθζ F(X ,ϕ ′)
∣∣⩽C∥F(X)∥h,Tj(X) (5.115)

∥Loc(2)X ,BEθζ F(X ,ϕ ′)∥(2h,hω ),Tj(X ,ϕ ′) ⩽C(logL)∥F(X)∥⃗
h,Tj(X)

ecwκLw j(B,ϕ ′)2
. (5.116)

Proof. Loc(0)X EF(X) is bounded using (3.75) with ϕ ′ ≡ 0 by

|EF̂0(X ,ζ )|⩽ 2|X | j∥F(X)∥h,Tj(X) ⩽C∥F(X)∥h,Tj(X), (5.117)

since X is small. Now consider

Loc(2)X ,BEF(X) =
1
|X | ∑

x0,y0∈B

1
|B| ∑

x1,x2∈X∗

1
2

∂ϕx1
∂ϕx2

EF̂0(X ,ζ )⟨∇ϕ
′(y0),δx1,∇ϕ

′(y0),δx2⟩.

(5.118)

(see (5.88) for the notation). For µ,ν ∈ ê, ∑x1,x2∈X∗ ∂ϕx1
∂ϕx2

EF̂0(X ,ζ )(δx1)
µ(δx2)

ν can be
bounded using Lemma 5.4.10. Moreover since y0 ∈ B,

L j∥∇
µ

ϕ
′(y0)1y0∈B∥h,Tj(X ,ϕ ′) ⩽ h+∥∇ jϕ

′∥L∞(B). (5.119)

Putting these together, using the submultiplicativity of the norm and recalling the definition
of w j from (3.71), the ∥·∥h,Tj(ϕ,X)-norm of the second term of (5.118) is readily seen to be
bounded by

Ch−2(h+∥∇ jϕ
′∥2

L∞(B))
2∥F∥h,Tj(X) ⩽C′h−2

κ
−1
L ∥F(X)∥h,Tj(X)e

cwκLw j(B,ϕ ′)2
. (5.120)

The claim again follows from the fact that h−2κL
−1 = O(logL).

Proof of Proposition 5.2.4. The bounds are direct results of Lemma 5.4.13 and Lemma 3.4.4.
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The continuity in s again follows from Lemma 3.3.11, similarly as in the proof of
Proposition 5.2.2.



Chapter 6

Renormalisation group on the Discrete
Gaussian model at high temperature

This chapter reformulates the Discrete Gaussian model in terms of a statistical physics model
with continuous spin values and applies the renormalisation group analysis without the
external field. The RG analysis is composed of two parts. We construct the (bulk) RG map
Φ0

j+1, a function of (U j,K0
j ) that constructs the coordinates in the next scale in Section 6.3.3.

The (bulk) RG map is then used to construct the (bulk) RG flow, whose convergence is
subject to the choice of the initial condition, and the set of converging initial values form a
stable manifold. The stable manifold and the (bulk) RG flow is constructed in Chapter 7. The
(bulk) RG flow becomes the basis of proving the torus scaling limit theorem in Chapter 9,
and observable RG flows are discussed in Chapter 8.

The bulk RG map of this chapter only considers scales j + 1 < N, which we tacitly
assume.

6.1 Main results

6.1.1 Reformulation into a continuous spin model

We have two inputs in the reformulated J-DG model: the regularising mass m2 and the
stiffness renormalisation factor s. These give covariances Γ j(s), Γ

ΛN
N (s) and tN(s,m2)QN

introduced in Section 3.1 and

C̃(s)≡ C̃ΛN (s) =
N−1

∑
j=1

Γ j(s)+Γ
ΛN
N (6.1)
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(see Lemma 3.1.2), the tilted expectation

E(ω),C[F(ϕ)] =
EC
[
eω(f̃,ϕ)F(ζ )

]
EC[F(ζ )]

, f̃= (1+ sγ∆)f (6.2)

for given f, and the following reformulation.

Proposition 6.1.1. Suppose ∑x f(x) = 0 and let f̃= (1+ sγ∆)f. Then for |s| sufficiently small,
β > 0 and ω ∈ C,

⟨eβ−1/2ω(f,σ)⟩ΛN
J,β = e

1
2 ω2(f̃,C̃(s)f̃)+ γ

2 ω2(f,f̃) lim
m2↓0

FN,m2[f](ω) (6.3)

FN,m2 [f](ω) =
Eϕ ′Eζ

(ω)
[Z0(ϕ

′+ζ +ωγf)]

Eϕ ′Eζ [Z0(ϕ ′+ζ )]
(6.4)

with ϕ ′ ∼ N (0, tN(m2)QN) and ζ ∼ N (0,C̃(s)) and

Z0
0(ϕ|ΛN) = exp

[1
2

s0|∇ϕ|2ΛN
+ ∑

x∈ΛN , q⩾1
z(q)0 cos(q

√
βϕ(x))

]
, (6.5)

for s0 = s and some z(q)0 = O(e−c f β (1+q)).

The proposition simply states that the J-DG model is equivalently described by the
continuous-valued spin model with potential U0 ∈ ΩU

0 (of form given by Definition 3.2.6).
The proof is given in Section 6.2.

6.1.2 Renormalisation group map

As in Chapter 4, we study Eζ [Z0
0(ϕ

′+ζ )] by inductively defining Z0
j+1(ϕ

′|ΛN)=Eζ

Γ j+1
[θζ Z0

j (ϕ
′|ΛN)]

when Z0
j = e−E j|ΛN |(eU j ◦ j K0

j )(ΛN) for some U j ∈ ΩU
j and some polymer activity K0

j . We
construct a map

Φ
0
j+1 : (E j,s j,z j,K0

j ) 7→ (E j +E j+1,s j+1,z j+1,K
0

j+1), (6.6)

so that if (E j+1,s j+1,z j+1,K0
j+1) = (E j +E j+1,s j+1,z j+1,K

0
j+1), then

Z0
j+1 = e−E j+1|ΛN |(eU j+1 ◦ j K0

j+1)(ΛN) (6.7)

(see Theorem 6.3.5). We also make use of the symmetries and periodicity under constant sum-
mations, so only even periodic K0

j respecting lattice symmetry at scale j will be considered.
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We denote this by letting ΩK
j,0 be the space of such K0

j and also

∥K0
j ∥ΩK

j,0
= ∥K0

j ∥2h,Tj,A, ∥(U j,K0
j )∥Ω j,0 = max{∥U j∥ΩU

j
,∥K0

j ∥ΩK
j,0
} (6.8)

We choose (E j+1,s j+1,z j+1) that satisfy the following analytic results. The first theorem is
about the coupling constants (s j,z j) (equivalently, U j), which form the leading part of the
RG map.

Theorem 6.1.2 (Estimates for coupling constants). Let U j = (s j,z j) ∈ ΩU
j and K0

j ∈ ΩK
j,0.

For any choice of L > 1, A > 1, and h > 0, we have z
(q)
j+1(z j) = L2e−

1
2 βq2Γ j+1(0)z(q)j for all

q ⩾ 1 and s j+1, E j+1 only depend on (s j,K0
j ) with the following estimates:

|s j+1(s j,K0
j )− s j|⩽Ch−2A−1∥K0

j ∥ΩK
j,0

(6.9)

|E j+1(s j,K0
j )+ s j∇

(e1,−e1)Γ j+1(0)|⩽CL−2 jA−1∥K0
j ∥ΩK

j,0
. (6.10)

Moreover, all maps above are continuous in the implicit parameter s for fixed (s j,z j,K0
j ).

The next theorem is the estimate on the remaining coordinate K0
j , saying that the norm

always contracts if U j and K0
j are small enough. This contraction is necessary, as it makes

K0
j ‘irrelevant’.

Theorem 6.1.3 (Estimate for remainder coordinate). Let j+1 < N, U j = (s j,z j) ∈ ΩU
j and

K0
j ∈ ΩK

j,0. Then K 0
j+1(U j,K j) ∈ ΩK

j+1,0 and admits a decomposition

K 0
j+1(U j,K0

j ) = L 0
j+1(K

0
j )+M 0

j+1(U j,K0
j ) (6.11)

into polymer activities at scale j+ 1 such that the following holds for any β large and r
small (satisfying (6.56)), h given by (3.60) provided L ⩾ L0, A ⩾ A0(L), for K0

j ∈ ΩK
j,0.

(i) The map L 0
j is linear in K0

j and independent of U j. There is a constants C1 > 0
independent of all the parameters such that, with αLoc as in (5.16),

∥L 0
j+1(K

0
j )∥ΩK

j+1,0
⩽C1L2

αLoc∥K0
j ∥ΩK

j,0
. (6.12)

(ii) The remainder maps M 0
j+1 satisfy M 0

j+1 = O(U j,K j)
2 in the sense that there exist

εnl ≡ εnl(β ,A) > 0 (only polynomially small in β ) and C3 = C3(β ,A,L) > 0 (only
polynomially large in β ) such that M 0

j+1(U j,K0
j ) is continuously Fréchet-differentiable
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and, for ∥(U j,K0
j )∥Ω j,0 ⩽ εnl ,

∥DM 0
j+1(U j,K0

j )∥ΩK
j+1,0

⩽C3∥(U j,K0
j )∥Ω j,0 (6.13)

with M 0
j+1(0,0) = 0.

The proofs are given in Section 6.3 and 6.4.

6.2 Reformulating the Discrete Gaussian model

In this section, we prepare for the renormalisation group analysis by performing several
initial manipulations of the Discrete Gaussian model as defined in (1.12). In this section,
we will mostly keep the interaction J and the underlying torus Λ = ΛN (of side length LN)
implicit throughout this section. The corresponding statements are then simply understood to
hold for any choice of J satisfying the conditions above (1.8), all N ⩾ 0 and L ⩾ 1. In fact
the choice of side length for Λ will play no role in the present section.

6.2.1 Mass regularisation

In the first regularisation step, we replace the Discrete Gaussian model ⟨·⟩J,β supported on
σ ∈ ΩΛN by a mass-regularised version without fixing σ0 to be 0, thus restoring translation
invariance. To this end, given m2 > 0, let

Zβ = 2πβ
−1/2Z (6.14)

and for any bounded function F : ZΛN
β

→ R, let

⟨F⟩β ,m2 =
1

Zβ ,m2
∑

σ∈ZΛ

β

e−
1
2 (σ ,(−∆J+m2)σ)F(σ), (6.15)

where Zβ ,m2 is the corresponding normalisation constant. The following lemma shows that
we recover ⟨·⟩J,β in the limit m2 ↓ 0. In the sequel, for t ∈ Zβ and σ ∈ ZΛN

β
we write σ + t

for the shifted configuration with entries (σ + t)x = σx + t, x ∈ ΛN .

Lemma 6.2.1. Let F : ZΛ

β
→R be such that F(σ) = F(σ + t) for any constant (field) t ∈ Zβ ,

and assume that F |
ΩΛ

β

is integrable with respect to ⟨·⟩J,β . Then F is integrable under ⟨·⟩β ,m2

for all m2 > 0 and
⟨F(β−1/2

σ)⟩J,β = lim
m2↓0

⟨F(σ)⟩β ,m2 . (6.16)
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Proof. Recall (1.12) for ⟨·⟩J,β . By rescaling the spins by β−1/2,

⟨F(β−1/2
σ)⟩J,β = ∑

σ∈ΩΛ

β

e−
1
2 (σ ,−∆Jσ)F(σ)/ZJ,β , ZJ,β = ∑

σ∈ΩΛ

β

e−
1
2 (σ ,−∆Jσ) (6.17)

where ΩΛ

β
= {σ ∈ ZΛ

β
: σ0 = 0}. Thus it will be sufficient to prove

1
ZJ,β

∑
σ∈ΩΛ

β
e−

1
2 (σ ,−∆Jσ)

F(σ)∼ ⟨F(σ)⟩β ,m2 (6.18)

as m2 ↓ 0.
For F having the above properties, writing any element of ZΛ

β
as σ + t with t ∈ Zβ and

σ ∈ ΩΛ

β
, one has that

∑
σ∈ZΛ

β

e−
1
2 (σ ,(−∆J+m2)σ)|F(σ)|= ∑

t∈Zβ

∑
σ∈ΩΛ

β

e−
1
2 (σ+t,(−∆J+m2)(σ+t))|F(σ + t)|

= ∑
σ∈ΩΛ

β

e−
1
2 (σ ,−∆Jσ)|F(σ)| ∑

t∈Zβ

e−
1
2 m2(σ+t,σ+t),

(6.19)

where the second line is obtained using that F(σ) = F(σ + t) and expanding the quadratic
form (note that ∆Jt = 0 when t is constant-valued). Since, uniformly in σ ∈ ΩΛ

β
,

∑
t∈Zβ

e−
1
2 m2(σ+t,σ+t) = ∑

t∈Zβ

∏
x∈Λ

e−
1
2 m2(σx+t)2

⩽ ∑
t∈Zβ

e−
1
2 (mt)2

, (6.20)

where the inequality follows by retaining only x = 0 with σx = 0, and combining with the
integrability of F |

ΩΛ

β

, it follows that the left-hand side of (6.19) is finite; hence F is in

L1(⟨·⟩β ,m2). Moreover (6.19) continues to hold without absolute values, as follows readily by
the Dominated convergence theorem. Now, as m2 ↓ 0, for any fixed σ ∈ ΩΛ

β
, we claim that

∑
t∈Zβ

e−
1
2 m2(σ+t,σ+t) ∼ ∑

t∈Zβ

e−
1
2 m2t2|Λ|. (6.21)

Indeed, since |(σ ,1)t|⩽ 1
2εt2 + 1

2ε
(σ ,1)2 for any ε > 0 by Young’s inequality, the left-hand

side is

e−
1
2 m2(σ ,σ)

∑
t∈Zβ

e−
1
2 m2t2

e−m2(σ ,1)t ⩽ e−
1
2 m2(σ ,σ)e

1
2ε

m2(σ ,1)2

∑
t∈Zβ

e−
1
2 (1−ε)m2t2

. (6.22)
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Therefore, for all ε > 0,

limsup
m2↓0

∑t∈Zβ
e−

1
2 m2(σ+t,σ+t)

∑t∈Zβ
e−

1
2 (1−ε)m2t2

⩽ 1, (6.23)

and analogously

liminf
m2↓0

∑t∈Zβ
e−

1
2 m2(σ+t,σ+t)

∑t∈Zβ
e−

1
2 (1+ε)m2t2

⩾ 1. (6.24)

From this, (6.21) follows by taking ε → 0. By (6.19) and the Dominated convergence
theorem, thus

∑
σ∈ZΛ

β

e−
1
2 (σ ,(−∆J+m2)σ)F(σ)∼ ∑

t∈Zβ

e−
1
2 m2t2

∑
σ∈ΩΛ

β

e−
1
2 (σ ,−∆Jσ)F(σ) (6.25)

and the claim follows by taking a ratio of this and the expression with F replaced by 1.

6.2.2 Smoothing the discrete model

In the next step, we replace the Discrete Gaussian model with mass m2 ∈ (0,1] given by
(6.15) with a continuous-valued spin model. For this we write

(−∆J +m2)−1 = γ id+C(m2) (6.26)

where γ > 0 is a positive constant chosen such that C(m2) is positive definite. Assuming
m2 ∈ (0,1], we have 0 < −∆J +m2 ⩽ 3id as quadratic forms, and one can choose any
γ ∈ (0,1/3). Note that C(m2) inherits symmetry from −∆J +m2 by (6.26). In fact, the
parameter γ is fixed by Proposition 2.1.2, but the rest of the section holds true for any choice
of γ ∈ (0,1/3). We often omit the superscript ΛN for the remainder of Section 6.2 to avoid
unnecessary clutter.

As we now explain, the decomposition (6.26) implies that for any σ ∈ RΛ, one can
rewrite

e−
1
2 (σ ,(−∆J+m2)σ) = c(γ,m2)

∫
RΛ

e−
1
2γ ∑x(ϕx−σx)

2
e−

1
2 (ϕ,C(m2)−1ϕ) dϕ, (6.27)

for a suitable constant c(γ,m2) ∈ (0,∞). The identity (6.27) is of central importance. It is in
fact equivalent to the well-known property that the sum of two independent Gaussian vectors
is Gaussian with covariance the sum of the two covariances. To wit, observe that for any
symmetric matrices A and B acting on RΛ such that all of A, B and A+B are invertible and
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all σ ,ϕ ∈ RΛ, letting σ ′ = (A+B)−1Aσ , one has the identity(
ϕ−σ ,A(ϕ−σ)

)
+(ϕ,Bϕ) =

(
ϕ−σ

′,(A+B)(ϕ−σ
′)
)
+
(
σ ,(A−1+B−1)−1

σ
)
, (6.28)

as can be verified immediately upon rewriting the last term as (A−1+B−1)−1 = A(A+B)−1B.
Choosing A = 1

γ
Id, B = C(m2)−1, the left-hand side of (6.28) corresponds to (twice) the

exponential appearing on the right of (6.27). With these choices, (A−1+B−1)−1 =−∆J +m2

on account of (6.26). Thus, integrating over ϕ and completing the square using (6.28) readily
gives (6.27).

Inserting the identity (6.27) into the partition function of the (mass regularised) Discrete
Gaussian model (6.15), one obtains, for all β ,m2 > 0,

Zβ ,m2 = ∑
σ∈ZΛ

β

e−
1
2 (σ ,(−∆J+m2)σ) = c(γ,m2,β )

∫
RΛ

e−
1
2 (ϕ,C(m2)−1ϕ)e∑x Ũ(ϕx) dϕ, (6.29)

where for ϕ ∈ R and all γ > 0 we define

F̃(ϕ) = c(γ,β ) ∑
σ∈Zβ

e−
1
2γ
(σ−ϕ)2

, Ũ(ϕ) = log F̃(ϕ). (6.30)

Here c(γ,β )> 0 is a constant that is chosen for later convenience such that

1 =
1

2π

∫ 2π

0
F̃(ϕ/

√
β )dϕ =

c(γ,β )
2π

∫
R

e−
1

2γβ
ϕ2

dϕ. (6.31)

Both F̃ and Ũ are smooth periodic functions of the single real variable ϕ ∈ R. For later
application, we record the following properties of their Fourier representations.

Lemma 6.2.2. For any γ > 0 and β > 0, the Fourier representation of F̃ is given by

F̃(ϕ) = 1+
∞

∑
q=1

2e−
γβ

2 q2
cos(q

√
βϕ), ϕ ∈ R. (6.32)

Moreover, there exists C ∈ (0,∞) such that for any γβ ⩾C, the function ϕ 7→ Ũ(ϕ) has the
Fourier representation

Ũ(ϕ) =
∞

∑
q=1

z̃(q)(β )cos(q
√

βϕ), ϕ ∈ R, (6.33)

with coefficients satisfying
|z̃(q)(β )|⩽ 16e−

1
4 γβ (1+q). (6.34)
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Proof. Let F(ϕ) = F̃(ϕ/
√

β ) = eŨ(ϕ/
√

β ). Then F is 2π even and periodic, see (6.30) and
recall ΩΛ

β
= {σ ∈ ZΛ

β
: σ0 = 0}. Its Fourier coefficients are given by

F̂(q) =
1

2π

∫ 2π

0
F(ϕ)eiqϕ dϕ =

c(γ,β )
2π

∫
R

e−
1

2γβ
ϕ2

eiqϕ dϕ
(6.31)
= e−

γβ

2 q2
, q ∈ Z. (6.35)

Thus (6.32) follows. To prove (6.33), (6.34), consider the following norm on 2π-periodic
functions f (for which the norm is finite): for c= 1

4γβ , denoting by f̂ (q)= 1
2π

∫ 2π

0 f (ϕ)eiqϕ dϕ

the corresponding Fourier coefficients, one sets

∥ f∥ℓ1(c) = ∑
q∈Z

ec|q|| f̂ (q)|. (6.36)

Using the fact that f̂ g(q) = ∑q′∈Z f̂ (q)ĝ(q′−q) for periodic f and g, one readily deduces
that ∥·∥ℓ1(c) is submultiplicative, i.e. that ∥ f g∥ℓ1(c) ⩽ ∥ f∥ℓ1(c)∥g∥ℓ1(c), making the space of
2π-periodic functions with finite norm a unital Banach algebra with unit f ≡ 1. Moreover,
for βγ ⩾ 4,

∥F −1∥ℓ1(c) = 2 ∑
q⩾1

e−
γβ

2 q2+cq ⩽ 4e−
1
4 γβ , (6.37)

where the second inequality follows for instance by completing the square, comparing with
a Gaussian integral and applying a standard Gaussian tail estimate. Since Ũ(ϕ/

√
β ) =

logF(ϕ), we have

∥Ũ(·/
√

β )∥ℓ1(c) ⩽ 2∥F −1∥ℓ1(c) ⩽ 8e−
1
4 γβ , (6.38)

where we have used the estimate ∥ logF∥⩽ 2∥F −1∥ which is valid in any (unital) Banach
algebra with norm ∥ · ∥ if ∥F −1∥ is small, as follows e.g. by bounding the relevant Taylor
remainder. In view of (6.36), this yields that |z̃(q)(β )| ⩽ 16e−

1
4 γβ−c|q| for all q ⩾ 1 with

z̃(q)(β ) as defined by (6.33).

6.2.3 Stiffness renormalisation

The identity (6.29) for the partition function and its extension to the moment generating
function in Lemma 6.2.3 below reformulates the analysis of the Discrete Gaussian model in
terms of a smooth periodic potential integrated against a Gaussian field. Ideas of this flavour
have been used in various contexts in the past. However, to achieve sufficient precision to
control the scaling limit, it is crucial for our work to allow for the parameter s ̸= 0 below,
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which will correspond to the stiffness renormalisation of the limiting Gaussian free field, or
equivalently, the exact identification of the effective temperature βeff in Theorem 1.1.1.

To set up this stiffness renormalisation, first recall that ∆J is the normalised Laplacian,
see (1.8), with step distribution J. For convenience, we will denote by ∆ without subscript
the standard unnormalised nearest-neighbour Laplacian; the irrelevant omission of the
normalisation for ∆ simplifies some formulas later. For |s| sufficiently small, C(m2)−1 − s∆

is positive definite, as shown in Proposition 2.1.4 below (see in particular (2.15), where
C ≡CΛN ), hence

C(s,m2) = (C(m2)−1 − s∆)−1, (6.39)

is well-defined and positive-definite. We then introduce, for s0 ∈ R,

Z0
0(ϕ)≡ Z0

0(ϕ|Λ) = eU0(ϕ) def.
= e

s0
2 (ϕ,−∆ϕ)+∑x Ũ(ϕx) (6.40)

with Ũ given by (6.30). We return to discuss the interpretation of Z0
0 below the proof of

Proposition 6.1.1.
The following lemma generalises the partition function identity (6.29), both by allowing

a test function and by allowing the parameter s ̸= 0 that will later correspond to the stiffness
renormalisation.

Lemma 6.2.3. For all β > 0, γ ∈ (0,1/3), m2 ∈ (0,1], ω ∈C, s sufficiently small and f∈CΛ,

〈
eω(f,σ)

〉ΛN
β ,m2 = e

γ

2 ω2(f,f̃)
EC(s,m2)

[
eω(f̃,ϕ)Z0

0(ϕ + γωf)
]

EC(s,m2)

[
Z0

0(ϕ)
] (6.41)

where f̃= (1+ sγ∆)f and

Z0
0(ϕ) = exp

(1
2

s0|∇ϕ|2Λ + ∑
x∈Λ

∑
q⩾1

z(q)0 cos
(
qβ

1/2
ϕ(x)

))
(6.42)

with s0 = s and z(q)0 = z̃(q) (which are defined by (6.33)).

Proof. Completing the square and recalling (6.30), one sees that for any ϕ ∈ R and a ∈ C,

∑
σ∈Zβ

eaσ e−
1
2γ
(σ−ϕ)2

= e
γ

2 a2
eaϕ

∑
σ∈Zβ

e−
1
2γ
(σ−ϕ−γa)2

∝ e
γ

2 a2
eaϕeŨ(ϕ+γa). (6.43)

Using the convolution identity (6.27), for any f ∈ CΛ, one therefore obtains that

∑
σ∈ZΛ

β

e−
1
2 (σ ,(−∆J+m2)σ)eω(f,σ)

∝ e
γ

2 ω2(f,f)EC(m2)[e
ω(f,ϕ)eŨ(ϕ+γωf)]. (6.44)
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By definition of C(s,m2), see (6.39), the right-hand side is proportional to

e
γ

2 ω2(f,f)EC(s,m2)[e
ω(f,ϕ)e

s
2 (ϕ,−∆ϕ)eŨ(ϕ+γωf)]

= e
γ

2 ω2(f,f)− s
2 γ2ω2(f,−∆f)EC(s,m2)[e

ω(f̃,ϕ)e
s
2 (ϕ+γωf,−∆(ϕ+γωf))eŨ(ϕ+γωf)]

= e
γ

2 ω2(f,f̃)EC(s,m2)[e
ω(f̃,ϕ)Z0

0(ϕ + γωf)] (6.45)

where in the second line we again completed the square and used that s = s0 along with
(6.42).

Finally, we take limit m2 ↓ 0 using Lemma 3.1.2 and notation

C̃(s) =
N−1

∑
j=1

Γ j(s)+Γ
ΛN
N (s) = lim

m2↓0

N−1

∑
j=1

Γ j(s,m2)+Γ
ΛN
N (s,m2) (6.46)

Proof of Proposition 6.1.1. By Lemma 6.2.1 and Lemma 6.2.3,

⟨eβ−1/2ω(f,σ)⟩ΛN
J,β = lim

m2↓0
⟨eω(f,σ)⟩β ,m2,ΛN

= lim
m2↓0

e
γ

2 ω2(f,f̃)
EC(s,m2)

[
eω(ϕ,f̃)Z0

0(ϕ + γωf)
]

EC(s,m2)

[
Z0

0(ϕ)
]

(6.47)

Since we have decomposition ϕ = ϕ ′+ζ (m2) for some independent Gaussian random vari-
ables ϕ ′ ∼ N (0, tNQN), ζ (m2) ∼ N (0,∑N−1

j=1 Γ j(s,m2)+Γ
ΛN
N (s,m2)), and since tNQN f̃≡ 0,

Lemma 3.1.2 implies

Eϕ ′Eζ (m2)
[eω(f̃,ζ (m2))Z0

0(ϕ
′+ζ (m2)+ γωf)]

Eϕ ′Eζ (m2)
[Z0

0(ϕ
′+ζ (m2))]

∼
Eϕ ′Eζ [eω(f̃,ζ )Z0

0(ϕ
′+ζ + γωf)]

Eϕ ′Eζ [Z0
0(ϕ

′+ζ )]
(6.48)

as m2 ↓ 0 (for ζ ∼ N (0,C̃(s))).

To conclude this section, we briefly discuss the role of U0 and C̃(s) introduced in
(6.40),(6.46). Compared to Ũ the potential U0 includes an additional Dirichlet energy term
(ϕ,−∆ϕ) = (∇ϕ,∇ϕ) with prefactor s0. This parameter s0 can be essentially arbitrary for
the moment and is compensated by the s-dependence of C̃(s) on FN,m2 of (6.4) when s = s0 as
in the assumption of the last lemma. Thus the parameter s = s0 corresponds to a division of
the Gaussian free field into a part that serves as reference measure, i.e., the Gaussian measure
with covariance C̃(s)+ tNQN , and a part that is interpreted as a perturbation of it. A careful
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choice of this division will be made at the end of the analysis. This choice will be such
that the covariance C̃(s) is that of a limiting Gaussian field that approximates the Discrete
Gaussian model on large scales and that converges to the multiple of the Gaussian free field
in Theorem 1.1.1. Namely, if f ∈C∞(T2) and fN is as in the statement of Theorem 1.1.1,
then

lim
N→∞

( fN ,C̃(s) fN) =
1

s+ v2
J
( f ,(−∆T2)−1 f )T2, (6.49)

(see Lemma 9.1.3, where we look at a slightly modified covariance) and our choice of s
depending J and β will be precisely such that βeff(J,β ) = β (1+ sv−2

J ), where βeff(J,β ) is
the effective temperature in Theorem 1.1.1.

6.3 Bulk renormalisation group map

The present section is at the heart of the argument. We define a suitable renormalisation group
map Φ0

j+1 from scale j to scale j+1, which corresponds to integrating out the covariance
Γ j+1, and exhibits Theorem 6.3.5 (algebraic property) and Theorems 6.1.2, 6.1.3 (analytic
properties). These are the only features which will be needed in the sequel and, roughly
speaking, will allow to perform a suitable fixed-point argument in the next chapter. The
map Φ0

j+1 has two components, one describing the evolution of coupling constants, and
one describing that of the remainder coordinate. The latter is an evolution on polymer
activities, whose growth will be controlled in terms of the norms introduced in Section 3.2.
The estimates corresponding to these two components appear separately in Theorems 6.1.2
and 6.1.3. The actual definition of the remainder coordinate (Definition 6.3.7) involves the
localisation operator introduced in Section 5.2, which is used to extract the relevant terms.
The most involved part, which occupies most of this section, is to obtain the relevant bounds
for the resulting remainder coordinate, and in particular for its non-linear part, cf. (6.13), but
we have done most of the work in Section 4.4.

The parameter s was arbitrary in Proposition 6.1.1 (provided |s|⩽ εsθJ). A careful choice
will be necessary in the analysis of the stable manifold of the renormalisation group map
(in Chapter 7), but in the present section the parameter does not play an important role. We
will therefore usually leave the s-dependence implicit in our notation. Thus all definitions
in this section do implicitly depend on s, but all estimates will be uniform in |s| ⩽ εsθJ .
Thoughout this section, the distribution J is allowed to be any finite-range step distribution
that is invariant under lattice symmetries (cf. above (1.8)) and we assume (3.1), which is no
loss of generality.
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Each RG map for j+1 < N only depends on the massless covariance Γ j(s), so the RG
flow does not feel the mass regularisation effect in these intermediate scales.

6.3.1 Coordinates for the renormalisation group map

The initial condition for the renormalisation group map is the interaction function Z0
0(ϕ|Λ).

This function will eventually be chosen as in (6.40) with s0 = s and s chosen carefully, but we
allow s0 ̸= s for the RG map. Given such a function Z0

0(ϕ|Λ), we define Z0
j (with Λ = ΛN)

as in Chapter 4:

Z0
j+1(ϕ

′;ω|Λ) = Eθζ Z0
j (ϕ

′|Λ), ( j ⩽ N −1, ϕ ∈ RΛ), (6.50)

(recall that E integrates the Gaussian field ζ with covariance Γ j+1 = Γ j+1(s)). Then the
renormalisation group map is defined to parametrise the polymer expansions

Z0
j′(ϕ|Λ) = e−E j′ |Λ|(eU j′ ◦ j K0

j′)(Λ,ϕ), j′ ∈ { j, j+1}. (6.51)

A careful inductive choice of E j, U j and K0
j for the representation (6.51) will later constitute

the bulk (or unperturbed) renormalisation group flow.
For the remainder of this section, we merely specify general conditions that we impose

on the form of U j and K j and how to measure their size. The coordinate U j is an explicit
leading part that is defined in terms of coupling constants (s j,z j) as follows.

Definition 6.3.1. The coordinate U j given by (3.50) is parametrised in terms of the cou-
pling constants (s j,z j) where s ∈ R and z j = (z(q)j )q⩾1 is itself a sequence of real coupling
constants:

U j(X ,ϕ) =
1
2

s j|∇ϕ|2X +Wj(X ,ϕ)

Wj(X ,ϕ) = ∑
x∈X

∑
q⩾1

L−2 jz(q)j cos(β 1/2qϕ(x)),
(6.52)

We will always identify U j with the coupling constants (s j,z j) and use the norm

∥U j∥ j ≡ ∥U j∥ΩU
j
= Amax

{
|s j|,sup

q⩾1
ec f βq|z(q)j |

}
(6.53)

(recall Definition 3.2.6 for ∥U j∥ΩU
j
) for c f =

1
4γ , where the constant γ is the one from

Proposition 2.1.2. Also recall that ΩU
j is the Banach space of such U j with finite ∥ · ∥

ΩU
j
-

norm.
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The quantity K0
j is a remainder coordinate on whose form we only impose the following

generic conditions. Note that this includes in particular the important component factorisation
property (3.29) which is implied by Definition 3.2.1.

Definition 6.3.2. The coordinate K0
j is a polymer activity (see Definition 3.2.1) satisfying

the following.

• The periodicity condition K0
j (X ,ϕ) = K0

j (X ,ϕ +2πβ−1/2n) for any n ∈ Z.

• Even and invariant under the lattice symmetries (see Definition 5.1.3) and K0
j (·,ϕ) =

K0
j (·,−ϕ).

For such polymer activitives K0
j we use the norm (3.45), i.e.,

∥K0
j ∥ j ≡ ∥K0

j ∥ΩK
j,0
= ∥K0

j ∥2h,Tj,A, (6.54)

with
h = max{c1/2

f ,rchρ
−2
J

√
β ,ρ−1

J }, (6.55)

where r ∈ (0,1], c f is as in (3.51) and ch is chosen by (5.45). Let ΩK
j,0 be the Banach space

of polymer activies K0
j with finite ∥·∥

ΩK
j,0

-norm.

Remark 6.3.3. We will take β and r such that

β ⩾ 32max{c−1
f ,c−2

f }, ρ
2
J ⩾

√
32rchc−1

f . (6.56)

Then the choice of h= 4h satisfies the assumptions of Lemma 3.2.8. Thus

∥Wj(B,ϕ)∥4h,Tj(B,ϕ) ⩽CA−1∥Wj∥ΩU
j
. (6.57)

Indeed, if h= 4c1/2
f , then 2h2c−2

f = 32c−1
f ⩽ β , if h= 4rchρ

−2
J

√
β , then 2h2c−2

f

⩽ 32r2c2
hρ

−4
J β ⩽ β and if h= 4ρ

−1
J , then 2h2c−2

f ⩽ 32c−2
f ⩽ β .

Since ch and c f are absolute constants, the conditions (6.56) can be achieved either
by taking r small enough with ρJ fixed or ρJ large enough with r = 1. Note that by
Proposition 5.2.3 (observe that all of its assumptions hold) and the discussion below its
statement, in particular the second term in the definition of αLoc in (5.16) indicates that
the price to pay for having r small is to take β sufficiently large so that e−

1
2 rβΓ j+1(0) < L−2

(which we will later need). We will eventually impose one of these choices of parameters;
this choice occurs in the proof of Corollary 7.3.3.

Finally, we define the norm on the product space of (U j,K j) as follows.
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Definition 6.3.4. Let Ω j,0 = ΩU
j ×ΩK

j,0 with norm

∥ω j∥ j,0 ≡ ∥ω j∥Ω j,0 = max{∥U j∥ΩU
j
, ∥K0

j ∥ΩK
j,0
}. (6.58)

Ultimately we will choose W0(X ,ϕ) = ∑x∈X Ũ(ϕx) with Ũ as in (6.30), i.e., with z(q)0 =

z̃(q) as in Lemma 6.2.2. Then Lemma 6.2.2 implies

∥W0∥ΩU
0
⩽ 16Ae−c f β , c f =

1
4

γ. (6.59)

6.3.2 Introduction to the renormalisation group map

Due to the flexibility of the polymer expansion, there are many choices of maps that act
on the renormalisation group coordinates (E j,s j,z j,K0

j ) 7→ (E j+1,s j+1,z j+1,K0
j+1) such that

(6.50)–(6.52) hold. The renormalisation group map corresponds to a careful choice in
which the remainder coordinates K0

j contract from scale to scale in an appropriate sense,
while the evolution of the coordinates U j can be analysed explicitly. Such a choice of the
renormalisation group map

Φ
0
j+1 : (E j,s j,z j,K0

j ) 7→ (E j+1,s j+1,z j+1,K0
j+1) (6.60)

is explicitly given in Definitions 6.3.6–6.3.7 below. Note that, throughout the chapter, Φ0
j

depends implicitly on ΛN and 0 ⩽ j < N − 1 (but see Section 7.2 for its infinite-volume
extension). The precise choice of the definition of Φ0

j+1 is not significant for later sections,
however, save for certain key properties that follow from this definition, which was stated in
Theorem 6.1.2, 6.1.3 and will be stated below in Theorem 6.3.5. Any definition that implies
these properties would have been equally good.

We briefly set up some convenient notation. In what follows, we either denote the com-
ponents of the map Φ0

j+1 by (E j +E j+1,s j+1,z j+1,K
0

j+1) or by (E j +E j+1,U j+1,K
0

j+1)

where U j+1 = (s j+1,z j+1). Note that the coupling constant E j contributes to (6.51) only by
a ϕ-independent factor, and therefore its influence on (6.50) is trivial. As indicated above,
we will thus assume that E j = 0 in the definition of Φ0

j+1, and that the definition is then ex-
tended to general E j by setting E j+1(E j,s j,z j,K0

j )= E j+1(0,s j,z j,K0
j ), s j+1(E j,s j,z j,K0

j )=

s j+1(0,s j,z j,K0
j ), and analogously for the other components. To emphasise the dependence

on ΛN , we will sometimes write Φ
0,ΛN
j+1 and K 0,ΛN

j+1 instead of Φ0
j+1 and K 0

j+1. Whenever we
write only a subset of the arguments (E j,s j,z j,K0

j ) below, we implicitly mean that the given
map is a function of these arguments alone. For instance, s j+1(s j,K0

j ) means that s j+1 is a
function of (s j,K0

j ).
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The following theorem, along with Theorem 6.1.2, 6.1.3 refers to the map Φ0
j+1 intro-

duced below in Definitions 6.3.6–6.3.7 and exhibit its salient features.

Theorem 6.3.5 (Algebraic properties). The renormalisation group map Φ0
j+1 is consistent

with (6.50)–(6.51), i.e., if Z0
j has the form (6.51) at scale j with parameters (E j,s j,z j,K0

j )

then Z0
j+1 defined by (6.50) has this form at scale j + 1 with (E j+1,s j+1,z j+1,K0

j+1) =

Φ0
j+1(E j,s j,z j,K0

j ). Moreover, if K0
j is a scale- j polymer activity (see Definition 3.2.1)

that is even and invariant under lattice symmetries (see Definition 5.1.3) and is (2πβ−1/2-
)periodic, then K0

j+1 is a scale-( j+1) polymer activity with the same properties.

The remainder of this section is concerned with the definition of the renormalisation
group map and the proof of the above theorems.

6.3.3 Definition of the renormalisation group map

The first definition concerns the coupling constants (E j,s j,z j). These are given by first order
perturbation theory, plus a correction from the remainder coordinate K0

j , which involves its
localisation as introduced in Section 5.2.

Definition 6.3.6. For U j of the form (6.52), define the map (E j+1,U j+1) : (U j,K0
j ) 7→

(E j+1,U j+1) to be the unique solution of

−E j+1(U j,K0
j )|B|+U j+1(U j,K0

j ,B,ϕ
′)

= EU j(B,ϕ ′+ζ )+ ∑
X∈S j:X⊃B

LocX ,BEK0
j (X ,ϕ ′+ζ ), (6.61)

where B ∈ B j is any scale- j block, E j+1(U j,K0
j ) ∈ R and U j+1(U j,K0

j ) ∈ ΩU
j . For general

X ∈ P j, the definition extends by setting

U j+1(X) = ∑
B∈B j(X)

U j+1(B). (6.62)

That (E j+1,U j+1) is well-defined via (6.61), i.e., that the right-hand side of (6.61) can
be uniquely written in the form of the left-hand side, follows by explicitly evaluating the
Gaussian expectation in the first term and by Proposition 5.2.2 for the sum over LocX ,B, as
will become apparent in the proof of Theorem 6.1.2 below.

The following definition gives the evolution of the remainder coordinate K0
j , where we

recall K j+1 from Definition 4.2.1.
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Definition 6.3.7. Given (U j,K0
j )∈Ω j,0, (E j+1,U j+1) given by Definition 6.3.6 and U

0
j+1(X)=

−E j+1|X |+U j+1(X), we define

Q0
j(D,Y,ϕ ′) = 1Y∈S j Loc(2)Y,DE(ω)[K

0
j (Y,ϕ

′+ζ )] (6.63)

and K 0
j+1 : (U j,K0

j ) 7→ K0
j+1 by

K 0
j+1(U j,K0

j ;X ,ϕ) =K j+1(U j,K0
j ,U j+1,U j+1,Q0

j ;X ,ϕ). (6.64)

We prove Theorem 6.3.5 and Theorem 6.1.2 first, which can be seen from the definitions
without much difficulty.

Proof of Theorem 6.3.5. That Z0
j+1 satisfies

Z0
j+1(·|ΛN) = e−(E j+E j+1)|ΛN |

(
eU j+1 ◦ j+1 K0

j+1
)
(ΛN) (6.65)

follows from Proposition 4.2.2. The remark on the symmetries of K0
j+1 follows from the

definition of K 0
j+1, as the reexpansion map K j+1 does not affect any of the indicated

symmetries.

Proof of Theorem 6.1.2. By evaluating the expectation EU j on the right-hand side of (6.61)
explicitly using (6.52), the fact that ζ is centred and invariant under lattice rotations and
(5.42),

EU j(B,ϕ ′+ζ ) =
1
2

s j
(
|∇ϕ

′|2B +E|∇ζ |2B
)
+ ∑

x∈B
∑
q⩾1

L−2 jz(q)j cos(β 1/2qϕ
′(x))E[ei

√
βqζ (x)]

=
1
2

s j

(
|∇ϕ

′|2B + |B| ∑
σ=±

E
[
(ζ (x0 +σe1)−ζ (x0))

2])+Wj+1(B,ϕ ′)

(6.66)

with z(q)j+1 = z
(q)
j+1(z j) implicit in Wj+1 given by

z
(q)
j+1(z

(q)
j ) = L2e−

1
2 βq2Γ j+1(0)z(q)j (6.67)

as declared in Theorem 6.1.2. Hence, combining (6.66) with (5.13) and (5.15), it fol-
lows that the right-hand side of (6.61) corresponds to the change of coupling constants
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(E j+1,s j+1,z j+1) : (s j,z j,K0
j ) 7→ (E j+1s j+1,z j+1) given by (6.67) and

s j+1(s j,K0
j ) = s j +O

(
A−1h−2∥K0

j ∥ΩK
j,0

)
(6.68)

E j+1(s j,K0
j ) =−s j∇

(e1,−e1)Γ j+1(0)+O(L−2 jA−1∥K0
j ∥ΩK

j,0
) (6.69)

where

∇
(e1,−e1)Γ j+1(0) =

1
2 ∑

σ

E[(ζ (x0 +σe1)−ζ (x0))
2] =−Γ j+1(e1)−Γ j+1(−e1)+2Γ j+1(0).

(6.70)

The conclusions (6.9) and (6.10) are different ways to state (6.68) and (6.69).
We now argue that the asserted continuity properties in the implicit parameter s hold.

With regards to z
(q)
j+1, this is immediate by (6.67) and the continuity of s 7→ Γ j+1(s), cf. Propo-

sition 2.1.2,(ii). Next, referring to Proposition 5.2.2, we have s j+1(s j,K0
j ) = s j +s j+1(0,K0

j )

and E j+1(s j,K0
j )=−s j∇

(e1,−e1)Γ j+1(0)+E j+1(0,K0
j ), whereby E j+1(0,K0

j )=−E(K0
j ) and

s j+1 = s(K0
j ). Thus, Proposition 5.2.2 immediately yields that E j+1(0,K0

j ) and s j+1(0,K0
j )

are both continuous in the implicit parameter s whenever ∥K0
j ∥ΩK

j,0
< ∞. The claim follows.

The proof of Theorem 6.1.3 occupies the remainder of the chapter. More precisely, in
Section 6.3.4 we find the explicit expression of L 0

j+1 and prove its bound, and in Sections 6.4,
we bound the nonlinear part M 0

j+1.

6.3.4 Proof of Theorem 6.1.3: bound on the linear part

We have already observed in Section 4.2 that we can extract out the linear part of K 0
j+1 (also

see Section 4.4) and it has form

L 0
j+1(U j,K0

j ;X ,ϕ ′) := ∑
Y :Y=X

(
1Y∈Pc

j
EK0

j (Y,ϕ
′+ζ )−1Y∈S j ∑

D∈B j(Y )
Q0

j(D,Y,ϕ ′)
)

+
D=X

∑
D∈B j

(
E[U j(D,ϕ ′+ζ )]+E j+1|D|

−U j+1(D,ϕ ′)+
D∈B j(Y )

∑
Y∈S j

Q0
j(D,Y,ϕ ′)

)
.

(6.71)
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By the choice of (E j+1,U j+1,Q0
j) from Definition 6.3.6–6.3.7, we see that the second

summation vanishes and the first line becomes

L 0
j+1(U j,K0

j ;X ,ϕ ′) = ∑
b=1,3

L
0,(b)
j+1 (K0

j ;X ,ϕ ′) (6.72)

where

L
0,(1)
j+1 = ∑

Y :Y=X

1Y∈S j(1−Loc(2)Y )Eθζ K0
j (Y,ϕ

′) (6.73)

L
0,(3)
j+1 = S

[
1Y∈Pc

j\S jE[θζ K0
j (Y,ϕ

′)]
]
, (6.74)

and we recall S from Section 4.1.3. We have omitted b = 2 to make the notation consistent
with what comes in Chapter 8. The bound on L 0

j+1 is obtained by bounding each L
0,(b)
j+1 .

Proof of Theorem 6.1.3,(i). By Proposition 5.2.3 (ii),

∥L 0,(1)
j+1 (K0

j ;X)∥2h,Tj+1(X) ⩽C ∑
Y :Y=X

1Y∈S jαLocA−|Y | j∥K0
j ∥ΩK

j,0

⩽C′A−|X | j+1L2
αLoc∥K0

j ∥ΩK
j,0

(6.75)

where in the second inequality, we have used that |Y | j ⩾ |X | j+1 and that there are at most
O(L2) number of small polymers Y ∈ S j such that Y = X .

For L
0,(3)
j+1 , we use Proposition 4.1.5 to obtain

∥L 0,(3)
j+1 (K0

j ;X)∥2h,Tj+1(X) ⩽ (L−1A−1)|X | j+1∥K0
j ∥ΩK

j,0
. (6.76)

6.4 Proof of Theorem 6.1.3: bound on the non-linear part

Bound on M 0
j+1 = K 0

j+1 −L 0
j+1 is not of triviality, but thanks to Lemma 4.4.2, the bound

reduces to the following lemma, where we recall K j from (4.73)–for the bulk RG flow, it
becomes

K
0
j(ω

0
j ) = (E j+1|X |,U j,U

0
j+1,K

0
j ,K

0
j ,Q

0
j)(ω

0
j ) (6.77)
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for ω0
j = (U j,K0

j ) and

U0
j+1(X ,ϕ ′) =−E j+1|X |+U j+1(X ,ϕ ′) (6.78)

and we also recall X K
j from Definition 4.4.1. For notational sake, we write s j+1,z j+1,U j+1

for s j+1,z j+1,U j+1.

Lemma 6.4.1. Under the assumptions of Theorem 6.1.3, for any δ > 0 and parameters
satisfying (6.56), there exists ε(L)> 0 only polynomially small in L, and constants C(δ ,L)≡
C(δ ,β ,L), C(L) ≡ C(β ,L), C(A,L), ε(δ ,L) ≡ ε(δ ,β ,L) and η > 0 such that if X K

j (·) is

defined with these δ , η , C(δ ,L), C(L), C(A,L) then K
0
j is in X K

j ({ω0
j ∈ Ω j,0 : ∥ω0

j ∥Ω j,0 ⩽

ε(δ ,L)}).

We defer the proof of the lemma to Section 6.4.1 and first complete the proof of Theo-
rem 6.1.3 (ii).

Proof of Theorem 6.1.3 (ii). The continuous differentiability of M 0
j+1 is a direct conse-

quence of Lemma 4.4.2 applied with δ > 0 sufficiently small, X= {ω0
j ∈ Ω j,0 : ∥ω0

j ∥Ω j,0 ⩽

ε(δ ,β ,L)}, K j = K
0
j , and the decomposition M 0

j+1 = ∑
4
k=1M

0,(k)
j+1 from (4.74), with the

assumptions of Lemma 4.4.2 being verified by Lemma 6.4.1. The bound (6.13) is obtained
by summing (4.87) for k = 1,2,3,4, so

∥M 0
j+1(U j,K0

j )(X)∥2h,Tj+1(X) ⩽CA−(1+η0)|X | j+1∥(U j,K0
j )∥Ω j,0, (6.79)

as desired.

6.4.1 Proof of Lemma 6.4.1

In this section we prove Lemma 6.4.1, i.e., that K j(ω
0
j ) defined above satisfies K j ∈

X K
j (Ω j,0) whenever ω0

j = (U j,K0
j ) is sufficiently small. Indeed, in Lemma 6.4.2 we verify

that (4.81) and (4.82) hold, and in Lemmas 6.4.3–6.4.4 we verify (4.83)–(4.86). We would
have to note that ∥·∥⃗

h,Tj
in Definition 4.4.1 should be interpreted as ∥·∥2h,Tj , since the bulk

RG coordinates do not have ω-dependence.
To control the term 1

2 |∇ϕ|2B that appears in the expressions to be bounded (cf. for instance
(6.52)), the expression (3.71) will appear repeatedly, i.e.,

w j(X ,ϕ)2 = ∑
D∈B j(X)

max
n=1,2

∥∇
n
jϕ∥2

L∞(D∗), (6.80)
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see (3.52) for example. We recall that w j is related to the large field regulator G j by the
inequalities (3.72) and (3.73).

Lemma 6.4.2. Under the assumptions of Theorem 6.1.3, there exists ε(δ ,β ,L) > 0 only
polynomially small in L and β such that the following holds: for any δ > 0, suppose
∥ω0

j ∥ j,0 := ∥(U j,K0
j )∥Ω j,0 ⩽ ε(δ ,β ,L). Then (4.81), (4.82) hold with h= 2h, i.e.,

∥U(B,ϕ)∥2h,Tj(B,ϕ) ⩽C(δ ,L)(1+δcwκLw j(B,ϕ)2)∥ω
0
j ∥ j,0 (6.81)

∥eU(B,ϕ)−
k

∑
m=0

1
m!

(U(B,ϕ))m∥2h,Tj(B,ϕ) ⩽C(δ ,L)eδcwκLw j(B,ϕ)2
∥ω

0
j ∥k+1

j,0 (6.82)

for U ∈ {U j,U
0
j+1} and the same holds when U= E j+1 but with δ = 0.

Proof. By Remark 6.3.3, Theorem 6.1.2, (3.4) (estimate on ∇(e1,−e1)Γ j+1(0)) and the choice
of Wj+1 for j∗ ∈ { j, j+1} and B ∈ B j+1,

|E j+1||B|, ∥Wj∗(B,ϕ)∥2h,Tj(B,ϕ) ⩽CA−1L2∥ω
0
j ∥ j,0, (6.83)

and

∥1
2

s j∗|∇ϕ|2B∥2h,Tj(B,ϕ ′) ⩽CA−1
∑

D∈B j(B)
(h2 +w j(D,ϕ)2)∥ω

0
j ∥ j,0

⩽CA−1(L2h2 +w j(B,ϕ)2)∥ω
0
j ∥ j,0. (6.84)

Since h = max{c1/2
f ,rchρ

−2
J

√
β ,ρ−1

J }, by taking L ⩾ c−1/2
f we have L2h2 ⩾ 1. Then for

U ∈ {U j,U
0
j+1}

∥U(B,ϕ)∥2h,Tj(B,ϕ) ⩽C(δ )κ−1
L L2h2(1+δcwκLw j(B,ϕ)2)∥ω

0
j ∥ j,0. (6.85)

Now, since β ⩾ 32c1/2
f , there exists C > 0 such that h ⩽C

√
β , so for some C(δ ,β ,L) only

polynomially large in β and L,

∥U(B,ϕ)∥2h,Tj(B,ϕ) ⩽C(δ ,β ,L)
(
1+δcwκLw j(B,ϕ)2)∥ω

0
j ∥ j,0. (6.86)

Also using the trivial fact that 1+ x ⩽ ex for x ⩾ 0,

∥U(B,ϕ)∥2h,Tj(B,ϕ) ⩽C(δ ,β ,L)eδcwκLw j(B,ϕ)2
∥ω

0
j ∥ j,0. (6.87)
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This shows (6.81). To deduce (6.82), assume ∥ω0
j ∥ j,0 ⩽ ε(δ ,β ,L) = 1

C(δ ,β ,L) . Together with
the submultiplicativity (3.64) of the norm, (6.86) then implies

∥eU∥2h,Tj(B,ϕ) ⩽ e∥U∥2h,Tj(B,ϕ) ⩽ e1+δcwκLw j(B,ϕ)2
⩽CeδcwκLw j(B,ϕ)2

(6.88)

and furthermore, using (6.87) to bound (U)k+1 for k ∈ {0,1,2},

∥eU−
k

∑
m=0

1
m!

(U)m∥2h,Tj(B,ϕ) ⩽
1

(k+1)!
∥U∥k+1

2h,Tj(B,ϕ)
e∥U∥2h,Tj(B,ϕ)

⩽C(δ ,β ,L)∥ω
0
j ∥k+1

j,0 exp
(
4δcwκLw j(B,ϕ)2), (6.89)

which is equivalent to the claim, by replacing 4δ by δ . The remark about E j+1 follows from
the same computations starting just from (6.83).

Lemma 6.4.3. Under the assumptions of Theorem 6.1.3, there exist cw > 0, ε ≡ ε(β ,L)> 0
(only polynomially small in β ), C ≡ C(cw,β ,L), and CA ≡ CA(cw,β ,L,A) such that the
bounds (4.83), (4.84), (4.86) hold whenever ∥ω0

j ∥ j,0 ⩽ ε , i.e.,

∥DeU
′(B,ϕ)∥2h,Tj(B,ϕ) ⩽C(L)ecwκLw j(B,ϕ)2

, (6.90)

∥D2eU
′(B,ϕ)∥2h,Tj(B,ϕ) ⩽C(L)ecwκLw j(B,ϕ)2

, (6.91)

∥DQ0
j(D,Y,ϕ)∥2h,Tj(Y,ϕ) ⩽C(L)ecwκLw j(D,ϕ)2

, (6.92)

for any Y ∈ S j, D ∈ B j(Y ), and U′ ∈ {U j,U
0
j+1,E j+1}, and in the case of E j+1, the factor

ecwκLw j(B,ϕ) can be omitted. The derivatives exist in the asserted spaces of polymer activities.

Proof. The twice differentiability of eU
′
is a consequence of Lemma 6.4.2, as we will show

in detail below. To start with, we will fix cw > 0 small enough so that Lemma 3.3.4 holds.
Let ∥ω̇ j,0∥Ω j,0 ⩽ ε(δ ,β ,L) for small δ > 0, where ε(δ ,β ,L) is as in Lemma 6.4.2. By
Lemma 6.4.2 and (6.88),

∥eU
′(ω j+ω̇ j,B,ϕ)− (1+U′(ω̇ j,B,ϕ))eU

′(ω j,B,ϕ)∥2h,Tj(ϕ,B)

⩽C(δ ,β ,L)∥ω̇ j∥2
j,0 e2δcwκLw j(B,ϕ)2

(6.93)

so DeU
′(ω j,B,ϕ)(ω̇ j) = eU

′(ω j,B,ϕ)U′(ω̇ j,B,ϕ). Moreover, as asserted, the differentiability is
uniform in ϕ after dividing by G j(B,ϕ) by Lemma 3.3.4, i.e., the derivatives exist in the
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space of polymer activities. Similarly, for ∥ω̈ j∥ j,0 ⩽ ε(δ ,β ,L),

∥DeU
′(ω j+ω̈ j,B,ϕ)(ω̇ j)− (1+U′(ω̈ j,B,ϕ))DeU

′(ω j,B,ϕ)(ω̇ j)∥2h,Tj(ϕ,B)

⩽C(δ ,β ,L)∥ω̇ j∥ j,0∥ω̈ j∥2
j,0e2δcwκLw j(B,ϕ)2

(6.94)

so D2eU
′(ω j,B,ϕ)(ω̇ j, ω̈ j) = eU

′(ω j,B,ϕ)U′(ω̇ j,B,ϕ)U′(ω̈ j,B,ϕ). It follows that eU
′
, DeU

′
are

differentiable and DeU
′(ω j,B,ϕ),D2eU

′(ω j,B,ϕ) satisfy the desired bounds again using Lemma 6.4.2
and (6.88). Claims on E j+1 follow from the same principles, but it does not have dependence
on ϕ .

Finally, because of (5.21),

∥Loc(2)Y,DE(ω)θζ K0
j (Y,ϕ

′)∥2h,Tj(Y,ϕ ′) ⩽C(logL)∥K0
j (Y )∥2h,Tj(Y )e

cwκLw j(D,ϕ ′)2
. (6.95)

Since Q0
j is a linear function of K0

j , its differentiability follows from boundedness, and the
derivative satisfies (6.92).

Lemma 6.4.4. Under the assumptions of Theorem 6.1.3, there exist ε ≡ ε(β ,L)> 0 (only
polynomially small in β ) and C(A,L) such that (4.85) holds whenever ∥ω0

j ∥ j,0 ⩽ ε , i.e.,

∥DK0
j(Z,ϕ)∥2h,Tj(Z,ϕ) ⩽C(A,L)A−(1+η)|Z| j+1G j(Z,ϕ) (6.96)

for some purely geometric constant η > 0.

Proof. Recall (4.18) for the definition of K0
j . We may rewrite, for X ∈ Pc

j+1,

K0
j(X ,ϕ) =

Y=X

∑
Y∈Pc

j

eU j(X\Y,ϕ)K0
j (Y,ϕ)+

Y=X

∑
Y∈P j

eU j(X\Y,ϕ)K(n)
j (Y,ϕ) (6.97)

where

K(n)
j (Y,ϕ) = 1Y∈P j\Pc

j
K0

j (Y,ϕ). (6.98)

We will bound the two terms in (6.97) separately. Observe that, for Y ∈ Pc
j , Y = X and any

δ > 0, applying submultiplicativity, Lemma 6.4.2 (also see (6.88)) implies

∥eU j(X\Y )∥2h,Tj(X ,ϕ) ⩽ e|X\Y | j+δcwκLw j(X\Y,ϕ)2∥ω0
j ∥Ω j,0 (6.99)



6.4 Proof of Theorem 6.1.3: bound on the non-linear part 171

whenever ∥ω0
j ∥ j,0 ⩽ ε(δ ,β ,L) for suitable ε(δ ,β ,L). Using this bound, together with (3.73),

Lemma 4.1.6, and estimating |X\Y | j ⩽ L2|X | j+1, one obtains for Y ∈ Pc
j

∥eU j(X\Y,ϕ)K0
j (Y,ϕ)∥2h,Tj(X ,ϕ) ⩽ e|X\Y | j+δcwκLεw j(X\Y,ϕ)2

G j(Y,ϕ)A−|Y | j∥K0
j ∥ΩK

j,0

⩽ A8(1+η)eL2|X | j+1G j(X ,ϕ)A−(1+η)|X | j+1∥K0
j ∥ΩK

j,0
(6.100)

for some η > 0 and ∥ω0
j ∥ j,0 ⩽ ε(δ ,L). Hence for the first term of (6.97),

∥
Y=X

∑
Y∈Pc

j

eU j(X\Y,ϕ)K0
j (Y,ϕ)∥2h,Tj(X ,ϕ) ⩽C(A)eL2|X | j+1G j(X ,ϕ) ∑

Y :Y=X

A−(1+η)|X | j+1∥K0
j ∥ΩK

j,0

(6.101)
but ∑Y :Y=X 1 ⩽ 2|X | j ⩽ 2L2|X | j+1 so this is bounded by C(A)A−(1+η

2 )|X | j+1G j(X ,ϕ)∥K0
j ∥ΩK

j,0

for A ⩾C(L) sufficiently large. Now by the linearity of the map K0
j 7→ ∑

Y=X
Y∈Pc

j
eU j(X\Y )K0

j (Y ),
we immediately have, for η ′ = η/2,

∥∥∥∂K0
j

[ Y=X

∑
Y∈Pc

j

eU j(X\Y,ϕ)K0
j (Y,ϕ)

]
(K̇ j)

∥∥∥
2h,Tj(X ,ϕ)

⩽C(A)A−(1+η ′)|X | j+1∥K̇ j∥ΩK
j,0

G j(X ,ϕ).

(6.102)
Next, for Y ∈ P j\Pc

j and Y = X , we have by (3.29) that

(K0
j + K̇ j)(Y )−K0

j (Y ) = ∏
Z∈Comp j(Y )

(K j(Z)+ K̇ j(Z))− ∏
Z∈Comp j(Y )

K0
j (Z) (6.103)

so, denoting by K(n)
j the object defined by (4.18) with K(n)

j from (6.98) in place of K0
j , we

obtain

∥∥∥(K0
j + K̇ j)(n)−K(n)

j −
Y=X

∑
Y ̸∈Pc

j

∑
Z∈Comp j(Y )

eU j(X\Y )K̇ j(Z) ∏
Z′∈Comp j(Y\Z)

K0
j (Z

′)
∥∥∥

2h,Tj(X)

⩽
Y=X

∑
Y ̸∈Pc

j

e|X\Y | jA−|Y | j
((

ε +∥K̇ j∥ΩK
j,0

)|Comp j(Y )|−∥K̇ j∥
|Comp j(Y )|
ΩK

j,0
−|Comp j(Y )|∥K̇ j∥

|Comp j(Y )|−1
ΩK

j,0
ε

)

⩽C
Y=X

∑
Y ̸∈Pc

j

e|X\Y | jA−|Y | j |Comp j(Y )|2∥K̇ j∥2
ΩK

j,0
ε
|Comp j(Y )|−2

⩽C′eL2|X | j+1
Y=X

∑
Y ̸∈Pc

j

e−
1
2 |Y | jA−|Y | j∥K̇ j∥2

ΩK
j,0

ε
|Comp j(Y )|−2 (6.104)
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where the second inequality holds under the assumption ∥K̇ j∥ΩK
j,0
⩽ 1

2ε . By Lemma 4.1.7,

this is bounded by C(A)(eL2eL2
A−(1+η ′′))|X | j+1∥K̇ j∥2

ΩK
j,0

for some η ′′ > 0, and hence K(n)
j is

differentiable in K0
j . The derivative satisfies a similar bound:

∥∥∥ Y=X

∑
Y ̸∈P j

∑
Z∈Comp j(Y )

eU j(X\Y )K̇ j(Z)K0
j (Y\Z)

∥∥∥
2h,Tj(X)

⩽C(A)A−(1+η ′′/2)|X | j+1∥K̇ j∥ΩK
j,0

ε

(6.105)
when A is chosen sufficiently large. So only the derivative in U j is left to be studied. But

∥∥∥∂U j

[ Y=X

∑
Y∈P j

eU j(X\Y,ϕ)K0
j (Y,ϕ))

]
(U̇ j)

∥∥∥
2h,Tj(X ,ϕ)

⩽
Y=X

∑
Y∈P j

∥U̇ j(X\Y,ϕ)∥2h,Tj(X\Y,ϕ)∥eU j(X\Y )K0
j (Y,ϕ)∥2h,Tj(X ,ϕ)

⩽C(β ,L)
Y=X

∑
Y∈P j

eL2|X | j+1e−|Y | jG j(X ,ϕ)A−|Y | j∥K0
j ∥

|Comp j(Y )|
ΩK

j,0
∥U̇ j∥ΩU

j

⩽C(β ,L)eL2|X | j+1G j(X ,ϕ)∥U̇ j∥ΩU
j
(eL2A−(1+2η)/(1+η))|X | j+1∥K0

j ∥ΩK
j,0

(6.106)

where the final inequality follows again by Lemma 4.1.7 assuming ∥K0
j ∥ΩK

j,0
⩽ εrb. Also,

since C(β ,L) is a constant only polynomially large in β , we obtain

∥∥∥∂U j

[ Y=X

∑
Y∈P j

eU j(X\Y,ϕ)K0
j (Y,ϕ))

]
(U̇ j)

∥∥∥
2h,Tj(X ,ϕ)

⩽C(L)A−(1+η ′′′)|X | j+1G j(X ,ϕ)∥U̇ j∥ΩU
j

(6.107)

after choosing A large in L and ∥K0
j ∥ΩK

j,0
polynomially small in β . Hence we have the

bound for ∂U jK
0
j when A is sufficiently large and together, (6.102), (6.105) and (6.107) yield

(6.96).



Chapter 7

Stable manifold

In Chapter 6, we defined a renormalisation group map Φ
0,ΛN
j+1 for j+ 1 < N. Later in this

chapter, we also construct the RG map on the final scale, Φ
N,ΛN
N whose properties will

be given in Proposition 7.4.4. These RG maps construct a renormalisation group flow
(s j,z j,K0

j ) j⩽N , defined iteratively by

(s j+1,z j+1,K0
j+1) = Φ

0,ΛN
j+1 (s j,z j,K0

j ), j ⩽ N −1 (7.1)

provided that (s j,z j,K0
j ) remains in the domain of the renormalisation group maps. Compared

to the definition in Chapter 6, we have dropped the E-coordinate from the renormalisation
group map as it does not influence its dynamics and thus does not play a role in this section.

Our goal is now to show that for appropriate initial conditions (s0,z0,K0), independent
of ΛN , the renormalisation group flow exists indefinitely (in the sense explained below).
Moreover, we will address the point that our renormalisation group map actually depends
on a parameter s (mostly suppressed in our notation so far), which we ultimately need to set
equal to s0 (see Proposition 6.1.1), but which has been arbitrary so far. Thus a renormalisation
group flow depends both on the parameter s and the initial condition (s0,z0,K0

0 ), but we will
show that it is possible to choose s = s0.

7.1 Statement of result

Recall the definition of the reference temperature βfree(J) from (1.23) for a given finite-range
step distribution J

βfree(J) = 8πv2
J , (7.2)
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c f given by Definition 3.2.6 and z̃(β ) given by Lemma 6.2.2. In the sequel, we frequently
write K0 = 0 to denote the zero element in the linear space of polymer activities, i.e.,
the polymer activity given by K0(X) = 0, X ∈ Pc

j , whence K0(X) = 1 /0(X), cf. below
Definition 3.2.1.

Proposition 7.1.1. (i) For any finite-range step distribution J (as always invariant under
lattice symmetries and satisfying (3.1)) there exist r ∈ (0,1] and β0(J) ∈ (0,∞) such
that the following holds for β ⩾ β0(J). There exist sc

0(J,β ) = O(e−c f β ) and α =

α(J,β ) > 0, and positive integers L = L(J) and A = A(J) such that there exists a
solution (U j,K0

j )0⩽ j⩽N to (7.1) with parameter s = sc
0(J,β ) and initial conditions

s0 = sc
0(J,β ), z0 = z̃(β ) and K0

0 = 0. Moreover, they satisfy

∥U j∥ΩU
j
= O(e−c f β L−α j), ∥K0

j ∥ΩK
j,0
= O(e−c f γβ L−α j), (7.3)

for any 0 ⩽ j ⩽ N where the norms are as in Definitions 6.3.1–6.3.2 (and thus depend
on A,L,r,β ,ρJ) and α is such that CL2αLoc < L−α for sufficiently large C.

(ii) If J is a family of finite-range step distributions and (3.1) holds with the same constant
for all J ∈ J , then there exists C(J )> 0 such that for any δ > 0 and J ∈ J with
v2

J ⩾C(J )| logδ |, one may take β0(J) = (1+δ )βfree(J) in (i).

We remark that in terms of the function sc
0(J,β ) of the proposition, the effective tempera-

ture in Theorem 1.1.1 will be defined by (cf. the discussion around (6.49))

βeff(J,β ) = (1+ sc
0(J,β )v

−2
J )−1

β . (7.4)

The initial conditions of Proposition 7.1.1 will be repeated multiple number of times, so we
summarise them as the following.

(ΦIC) Let β0(J), sc
0(J,β ), α(J,β ), L and A be as in Proposition 7.1.1. Let β ⩾ β0(J), the

parameter s be set to be sc
0(β ), the initial coupling constants U0(X ,ϕ) = 1

2s0|∇ϕ|2X +

∑x∈X ∑q⩾1 z(q)0 cos(qβ 1/2ϕ(x)) are given by s0 = sc
0(β ), z(q)0 = z̃(q)(β ), and the initial

remainder coordinate is K0(X) = 1X= /0.

Proposition 7.1.1 will be proved in the rest of the chapter.

7.2 Infinite-volume RG flow

In Chapter 6, we considered ΛN fixed and corresponding scales j < N. In particular the
renormalisation group map (7.1) also depends on ΛN . However, in order to talk about the
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convergence of the flow (s j,z j,K0
j ) as j → ∞, we now introduce notions of polymer activities

and renormalisation flow that is free of this dependence by being defined in infinite volume.
To distinguish polymer activities that depend on the torus from those defined in Z2, we now
write K(·|ΛN) or KΛN (·) for the former and K(·) without index for the latter.

We first have to define an infinite-volume analogues of the polymers and polymer activi-
ties. We do not attempt to write everything explicitly when the extensions are clear.

Definition 7.2.1. Let ΩK
j,0(Z2) be the set of even periodic j-polymer activities (K0

j (X ,ϕ) :
X ∈ P j) such that K0

j (X ,ϕ) only depends on ϕ|X∗ , K0
j (X) = (K0

j )
[X ] for any X ∈ P j(Z2),

respecting lattice symmetries and

∥K0
j ∥ΩK

j,0(Z2) := ∥K0
j ∥2h,Tj = sup

X∈Pc
j,0(Zd)

A|X | j∥K0
j (X)∥2h j,Tj(X) <+∞. (7.5)

where Pc
j,0(Z2) is the set of connected j-scale polymers X ⊂ Z2 such that 0 ∈ X. Also, for

ω0
j = (U j,K0

j ), let

∥ω
0
j ∥ j,0 ≡ ∥ω

0
j ∥Ω j,0(Z2) = max{∥U j∥ΩU

j
,∥K0

j ∥ΩK
j,0(Z2)}. (7.6)

It follows from Appendix 3.B that ΩK
j,0 is complete. Also, for K0

j ∈ ΩK
j,0(Z2), we can

think of the the infinite volume RG map

Φ
0,Z2

j+1 : (s j,z j,K0
j ) 7→ (s j+1(s j,K0

j ),z j+1(z j),K
0,Z2

j+1 (s j,z j,K0
j )) (7.7)

defined exactly according to the procedure described in Section 6.3. Note that these quantities
are well-defined because of the local dependence of the polymer activities and the covariance
Γ j+1 has finite range. The dependence of s j+1 and z j+1 on Z2 are not made explicit because
they will turn out to be essentially the same as those on ΛN , see Proposition 7.4.2. Also, we
see that the infinite volume RG map satisfies all the properties proved in Chapter 6.

Proposition 7.2.2. Let U j ∈ ΩU
j and K0

j ∈ ΩK
j,0(Z2). Then Φ

0,Z2

j+1 (E j,U j,K0
j ) satisfies the

estimates of of Theorem 6.1.2 and Theorem 6.1.3 also hold when K0
j is measured in norm

∥·∥
ΩK

j,0(Z2).

Proof. The proof of Theorem 6.1.2 and Theorem 6.1.3 did not use finiteness of the system
ΛN , so the proofs applies exactly the same.

We also need the continuity in s, whose proof will be deferred to Section 7.5.
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Lemma 7.2.3. Let β ,r,A,L be as in Theorem 6.1.3. Then there exists εc ≡ εc(β ,A,L) (only
polynomially small in β ) such that the family (K 0,Z2

j+1 )N with K 0,Z2

j+1 : D j × [−εsθJ,εsθJ]→
ΩK

j+1,0(Z2) is continuous as a function of the implicit parameter s ∈ [−εsθJ,εsθJ] when
D j = {∥(U j,K0

j )∥ j,0 ⩽ εc} ⊂ Ω j,0(Z2).

7.3 Stable manifold for the infinite volume RG flow

In this section, we prove an analogue of Proposition 7.1.1 for the infinite volume RG flow.
It is somewhat more convenient to represent z j = (z(q)j ) and its evolution in terms of Wj

as defined in Definition 6.3.1. This is mainly so that so that we can use the notation ∥Wj∥ΩU
j

from that definition (and do not need to introduce further notation). Thus given the map
U j+1 = (s j+1,z j+1), we define

W j+1(ω
0
j )(B,ϕ) = ∑

q⩾1
∑
x∈B

L−2( j+1)z
(q)
j+1(z j)cos(

√
βqϕ(x)). (7.8)

Then by Proposition 7.2.2 and Theorems 6.1.2–6.1.3, the infinite-volume renormalisation
flow is given by

s j+1 = s j+1(s j,K0
j ) = s j +H j+1(K0

j ) (7.9)

Wj+1(B,ϕ ′) = W j+1(Wj)(B,ϕ ′) = EΓ j+1[Wj(B,ϕ ′+ζ )] (7.10)

K0
j+1 = K 0,Z2

j+1 (s j,Wj,K0
j ) = L 0,Z2

j+1 (K0
j )+M 0,Z2

j+1 (s j,Wj,K0
j ) (7.11)

where H j+1(K0
j ) is given by Definition 6.3.6 (whose extension to Z2 is clear, as it only

uses small polymers) and L 0,Z2

j+1 , M 0,Z2

j+1 are given by Theorem 6.1.3, extended to Z2 by
Proposition 7.2.2. Our goal is to apply the stable manifold theorem in the form stated in [23,
Theorem 2.16] to show the existence of sc

0 explained earlier. For this it is essential that the

maps K 0,Z2

j+1 contract. According to (6.12) and the definition of αLoc in (5.16), this requires
control of the lower bound on Γ j+1(0). The covariance estimate (3.5) implies a good lower
bound on Γ j+1(0)/ logL once j is larger than a critical scale j0, defined precisely by the
next lemma. In the following we will write (note the extra argument s compared to (7.4)):

βeff(J,β ,s) = (1+ sv−2
J )−1

β . (7.12)
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Proposition 7.3.1. For given r ∈ (0,1] and δ > 0, assume β is such that rβeff(J,β ,s) ⩾
(1+δ )βfree(J). Then there exists j0 ≡ j0(ρJ,L,δ ) such that

L j0 = O
(

LρJ(1+δ
−1)
)

(7.13)

and that, for j ⩾ j0,
L2e−

1
2 rβΓ j+1(0;s) ⩽ L−δ . (7.14)

Proof. By (2.11) and (3.1), there exists c0 ⩾ 1 such that |2πt(v2
J + s)Ḋt(0,0|s)−1|⩽ c0ρJ/t

for all t ⩾ ρJ . Hence define

t0 := c0

(1
4
− 1

4(1+δ )

)−1
ρJ ⩾ c0

(1
4
− βfree(J)

4rβeff(J,β ,s)

)−1
ρJ (7.15)

and j0 := ⌈logL(2t0)⌉. Then for j ⩾ j0,

rβ

2logL
Γ j+1(0;s)−2 ⩾

2rβeff(J,β ,s)
βfree(J)

(
1− c0r(J)

2t0

)
−2 ⩾

7
4

δ (7.16)

so the claim holds.

We explain some terminologies for the following theorem. We assume that r ∈ (0,1],
β > 0, ρJ ⩾ 1 satisfy the assumptions of Remark 6.3.3 and that rβ > βfree(J). Let L and A
be at least those given in Theorem 6.1.3, j0(ρJ,L,δ ) be as in Proposition 7.3.1, and recall
(2.5), the definition of θJ . There are various ε’s turning up. Given δ > 0, we let εδ > 0 be
such that rβeff(s,J)⩾ (1+δ )βfree(J) for |s|⩽ εδ . Let εnl ≡ εnl(β ,A,L), a rational function
of its arguments, be as in Theorem 6.1.3, εs be as in Lemma 7.5.1, εc be as in Lemma 7.2.3
and let

ε
′
δ
= min{εδ ,θJεs,

1
4}, ε

′
nl = min{εnl,(2L)−1C3(β ,A,L)−1,εc}. (7.17)

with C3 as in (6.13)). Thus ε ′
δ

is a bound for parameter s and ε ′nl is a bound for various
polymer activities. Also, let ε0 = L−3 j0(ρJ ,L,δ )ε ′nl(β ,A,L) and θ0 =

1
8 min{1,δ}> 0.

Theorem 7.3.2. Let ℓ be sufficiently large and r,δ > 0. Then for L ⩾ L0(θ0) of form
L = ℓN′

, A ⩾ A0(L), |s|⩽ ε ′
δ

and ∥W0∥ΩU
0
⩽ ε0 there exists sc

0(β ,s) = O(∥W0∥ΩU
0
) such that

(s j,Wj,K0
j ) → 0 exponentially in j, satisfying the flow equations (7.9)–(7.11) with initial

conditions s0 = sc
0(β ,s), W0 given as above, and K0

0 = 0. Moreover, sc
0 is continuous in s and

|s j|, ∥Wj∥ΩU
j
, ∥K0

j ∥ΩK
j,0
⩽ O(∥W0∥ΩU

0
)L−α j (7.18)
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for some α > 0 satisfying CL2αLoc ⩽ L−α for sufficiently large C.

Proof. We drop Z2 in the proof. The proof is an application of the stable manifold theorem in
the form of [23, Theorem 2.16], only with smoothness replaced by continuous differentiability
in its assumption and conclusion. To obtain the continuity in s we will work with spaces of
continuous functions in s. For this application, we begin by defining Banach spaces (I j) j,
(Fj) j for j ∈ N⩾0 by

I j =
{

s j(s) ∈C([−ε
′
δ
,ε ′

δ
],R) : ∥s j∥I j <+∞

}
, (7.19)

Fj =
{
(Wj,K j)(s) ∈C

(
[−ε

′
δ
,ε ′

δ
],ΩW

j ×Ω
K
j,0
)

: ∥(Wj,K0
j )∥Fj <+∞

}
, (7.20)

where ΩW
j ⊂ ΩU

j is the (closed) subspace of elements with s-component equal to 0,

∥s j∥I j = τ( j) sup
s∈[−ε ′

δ
,ε ′

δ
]

|s j(s)|,

∥(Wj,K0
j )∥Fj = τ( j) sup

s∈[−ε ′
δ
,ε ′

δ
]

max{∥Wj(s)∥ΩU
j
,∥K0

j (s)∥ΩK
j,0
}, (7.21)

and
τ( j) = L3( j0− j)+ = L3max{ j0− j,0}. (7.22)

The weight τ( j) will ensure contractiveness of the map for scales j ⩽ j0 where it is not
guaranteed that Γ j+1(0) is not bounded below. Since ΩU

j and ΩK
j,0(Z2) are Banach spaces, I j

and Fj are Banach spaces. Also let BX
a be the open ball in normed space X centred at 0 with

radius a > 0. Define

Tj+1 :BI j
ε0 ×BFj

ε0 → I j+1 ×Fj+1,

(s j,Wj,K0
j ) 7→ (s j+1(s j,K0

j ),W j+1(Wj),K
0

j+1(s j,Wj,K0
j )).

(7.23)

Since H j+1,W j+1,L
0
j+1 are bounded linear functions and M 0

j+1 is a continuously differ-
entiable function, Tj+1 is also continuously differentiable. Also, the operators Tj+1 are
uniformly invertible in a neighbourhood of (0,0) in the following sense: by Theorem 7.3.2
(and using estimates of Theorems 6.1.2, 6.1.3), there are constants C1,C2 independent of j
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such that

(C1) sup j{|H j+1(K0
j )| : ∥K0∥

ΩK
j,0
⩽ 1}<+∞ ;

(C2) sup j{∥L 0
j+1(K

0
j )∥ΩK

j+1,0
: ∥K∥

ΩK
j,0
⩽ 1}⩽C1L2αLoc ;

(C3) sup j{∥W j+1(Wj)∥ΩU
j+1

: ∥Wj∥ΩU
j
⩽ 1}⩽ L2e−

1
2 βΓ j+1(0) ;

(C4) (s j,Wj,K0
j ) 7→ M 0

j+1 is continuously differentiable ;

(C5) ∥DM 0
j+1(s j,Wj,K0

j )∥ΩK
j+1,0

⩽C2∥(s j,Wj,K0
j )∥Ω j,0 for (s j,Wj,K0

j ) ∈ BI j
ε0 ×BFj

ε0 ,

and M 0
j+1(0,0,0) = 0.

Note that Proposition 7.3.1 implies, for e2
√

βh ⩽ (e
1
2 rβΓ j+1(0;s))θ0 (which is implied always

possible by choosing L ⩾ L0(θ) sufficiently large)

L2
αLoc ⩽ L−1(logL)3/2 +L2

∑
q⩾1

L−(2+δ )(2q−1)(1−θ0) ⩽C′(L−1(logL)3/2 +L−δ/2). (7.24)

Together with (C2), (C3), and (7.14), this implies

sup
j
∥(W j+1,L

0
j+1)∥Fj→Fj+1 < 2C1L2

αLoc ⩽ L−α < 1 (7.25)

when L is chosen sufficiently large. Then, by (C1), (C4), (C5), and (7.25), Tj+1 is as required
for the proof of [23, Theorem 2.16] (with smoothness of M 0

j+1 replaced by continuous
differentiability) to apply, thus yielding the existence of a continuously differentiable function
S(s) : BF0

ε0 → I0 such that the initial condition (S(s)(W0,K0
0 ),W0,K0

0 ) solves the flow equations
(7.9)–(7.11) with the final condition (s j,Wj,K0

j )→ (0,0,0) exponentially. The rate of the
exponential decay also follows from the proof.

Then sc
0 = S(s)(W0,0) is as desired: Indeed,

|sc
0(β ,s)|⩽ sup

(W ′
0,0)∈B

F0
ε0

∥D(W0,K0)S
(s)(W ′

0,0)∥op ∥W0∥ΩU
0
= O(∥W0∥ΩU

0
), (7.26)

and continuity in s follows because all elements are by construction continuous functions in
s by Lemma 7.2.3.

Corollary 7.3.3. Let sc
0(β ,s), L0, and A0 be as in Theorem 7.3.2 applied with W0 = Ũ as in

(6.30), and set N′
0 = ⌈logℓL0⌉. The following hold for L = ℓN′

0 and A = A0(L).

(i) If J is fixed and β is sufficiently large, there exists sc
0(J,β ) such that sc

0(β ,s
c
0(J,β )) =

sc
0(J,β ).
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(ii) Let J be a family of finite-range step distributions and suppose that (3.1) holds with
the same constants for all J ∈ J . Then for any δ > 0, there exists C > 0 such that
whenever J ∈ J , v2

J ⩾ C| logδ | and β ⩾ (1+ δ )βfree(J), there exists sc
0(J,β ) such

that sc
0(β ,s

c
0(J,β )) = sc

0(J,β ).

The proof of the corollary is an application of the intermediate value theorem.

Proof. To see (i), first choose r > 0 small enough and β > 0 large enough so that the assump-
tion of Lemma 3.2.8 is satisfied and rβ ⩾ 2βfree. Also choose ε0 > 0 as in Theorem 7.3.2
and fix δ = 1/2. Then εδ > 0 is chosen to be less than 1/10.

Now note that Lemma 6.2.2 implies that ∥W0∥ΩU
0
⩽ Ce−

1
4 γβ . By Theorem 6.1.3 and

Proposition 7.3.1, ε0 = L−3 j0(ρJ ,L,δ )εnl(β ,A,L) is only polynomially decaying in β . There-
fore ∥W0∥ΩU

0
⩽ Ae−

1
4 γβ < ε0 for sufficiently large β , and the assumption concerning W0 of

Theorem 7.3.2 is satisfied with W0 = Ũ . Also by the choice of |s|⩽ ε ′
δ
= min{εδ ,θJεs,

1
4}

above and because v2
J ⩾ 1/2, it is also true that rβeff(s,J) = r(1+sv−2

J )−1β ⩾ 10
12rβ ⩾ 20

12βfree,
verifying the other assumption of Theorem 7.3.2. Hence by the theorem, there is sc

0(β ,s) =
O(e−

1
4 γβ ) so taking β sufficiently large so that |sc

0(β ,s)| ⩽ ε ′
δ
/2 for all |s| ⩽ ε ′

δ
then (i)

follows from continuity: if f (s) = s− sc
0(β ,s) then f (+ε ′

δ
) ⩾ ε ′

δ
/2 and f (−ε ′

δ
) < −ε ′

δ
/2.

By the intermediate value theorem there is s such that f (s) = 0 which is the claim.
To see (ii), first fix r = 1 and ρJ large enough to satisfy the assumptions of Lemma 3.2.8.

Having v2
J sufficiently large and β ⩾ (1+ δ )βfree(J) = 8π(1+ δ )v2

J is again sufficient to
obtain ∥W0∥ΩU

0
⩽CAe−

1
4 γβ ⩽ ε0. Then we choose ε ′′

δ
= min{εδ ,θJ εs,

1
4} (in place of ε ′

δ
) so

we have a common domain [−ε ′′
δ
,ε ′′

δ
] of s on which Theorem 7.3.2 is satisfied for all J ∈ J .

Moreover, whenever |s|⩽ ε ′′
δ
⩽ δ

4 ,

βeff(s,J) = (1+ sv−2
J )−1

β ⩾ (1+δ/2)−1
β ⩾ (1+δ )(1+δ/2)−1

βfree(J) (7.27)

hence one has uniform lower bound of βeff(s,J)/βfree(J) greater than 1. Since sc
0(β ,c) =

O(e−
1
4 γβ ) = O(e−2πγv2

J) by Theorem 7.3.2, taking v2
J large enough gives |sc

0|⩽ ε ′′
δ
/2. The

same continuity argument as in (i) then applies to give the conclusion.

7.4 Infinite volume RG as a limit of finite volume RG

We have seen in the previous section that the analogue of Proposition 7.1.1 holds for the
infinite volume RG flow (U j,K

0,Z2

j ) j⩾0. In order to convert it to a statement about the finite

volume RG flow, we would like to consider K0,Z2

j ∈ ΩK
j,0(Z2) as a limit of polymer activities

in ΩK
j,0(ΛN). We introduce some notations for this purpose.
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Definition 7.4.1. For each ΛN , fix an origin 0 ∈ ΛN and recall that πN : Z2 → ΛN is the
quotient map such that πN(0) = 0. Define RN = Z2∩ [−LN−1

2 , LN−1
2 ]2 ⊂ Z2, so πN |RN : RN →

ΛN is a bijection with inverse ιN : ΛN → RN . For ϕ ∈ RΛN , the push-forward (ιN)#ϕ ∈ RZ2

is well-defined.

Proposition 7.4.2. Given N > k > 0, let (UZ2

j ,K0,Z2

j )0⩽ j⩽k and (UΛN
j ,K0,ΛN

j )0⩽ j⩽k satisfy

(UZ2

j+1,K
0,Z2

j+1 ) = Φ
0,Z2

j+1 (U
Z2

j ,K0,Z2

j ), (UΛN
j+1,K

0,ΛN
j+1 ) = Φ

0,ΛN
j+1 (UΛN

j ,K0,ΛN
j ) (7.28)

for each j ⩽ k− 1 with initial condition U j = U0 and K0(X) = 1X= /0. Then for any X ∈
P j(πNRN−1)⊂ P j(ΛN), we have

K0,ΛN
j (X ,ϕ) = K0,Z2

j (ιN(X),(ιN)#ϕ), (7.29)

(EΛN
j ,sΛN

j ,zΛN
j ) = (EZ2

j ,sZ
2

j ,zZ
2

j ) (7.30)

for any ϕ ∈ RΛN and j ⩽ k.

Proof. We see that (7.29) follows from an induction concerning the definition of the RG
map, see (4.43) and Definition 6.3.7. Then (7.30) follows because (EΛN

j ,UΛN
j ) only depend

on (K j−1(Y ) : Y ∈ S j−1) by definition.

Thus we immediately prove Proposition 7.1.1 for j ⩽ N −1.

Corollary 7.4.3. The conclusion of Proposition 7.1.1 holds, up to j ⩽ N −1.

Proof. The proof is a consequence of Corollary 7.3.3 and Proposition 7.4.2: Indeed, the
flow (s j,Wj,K

0,ΛN
j ) determined by Φ

0,ΛN
j has the same coupling constants s j and Wj as

the analogously defined flow of Φ0,Z2
with the same initial conditions, thus in particular

∥U j∥ j ⩽ O(∥W0∥0)L−α j. Now by (6.12) and (6.13), since 2C1L2αLoc ⩽ L−α ,

∥K0,ΛN
j+1 ∥ j+1,0 ⩽

1
2

C1L−α∥K0
j ∥ j,0 +C2(∥K0

j ∥ j,0 +∥U j∥ j)
2, (7.31)

for j ⩽ N −2. The flow of (K0,ΛN
j ))0⩽ j⩽N−1 is thus dominated by an exponentially converg-

ing sequence uniformly in N, i.e., if (k j) j∈N solves k0 = 0 and

k j+1 =
1
2

C1L−αk j +C2(k j +∥U j∥ j)
2, (7.32)

then ∥K0,ΛN
j ∥ j,0 ⩽ k j ⩽ O(∥W0∥0L−α j) for any j ⩽ N −1.
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Now we are only left to study the final integration by performing the integral over
covariance Γ

ΛN
N . The case j+1 = N is not within the scope of Theorem 6.1.3, so additional

analysis is requires. The result is almost the same, but the contraction of (6.12) is not present.

Proposition 7.4.4 (Integration with respect to the bounded covariance). Let

Φ
ΛN
0,N : (EN−1,sN−1,WN−1,KN−1) 7→ (EΛN

N ,sΛN
N ,W ΛN

N ,K0,ΛN
N ) (7.33)

be defined according to Definition 6.3.6 and Definition 6.3.7 but with Γ j+1 replaced by Γ
ΛN
N .

Then

Z0
N(ϕ

′|ΛN) := e−EΛN
N |ΛN |(eUΛN

N (ΛN ,ϕ
′)+K0,ΛN

N )(ΛN ,ϕ
′)) = Eζ

Γ
ΛN
N

[Z0
N−1(ϕ

′+ζ )] (7.34)

where UΛN
N (ΛN ,ϕ

′) = 1
2sΛN

N |∇ϕ ′|2
ΛN

+W ΛN
N (ΛN ,ϕ

′) and EΛN
N ,sΛN

N ,W ΛN
N satisfy the estimates

of Theorem 6.1.2 and

∥(UΛN
N ,K0,ΛN

N )∥ΩN,0 ⩽CL2∥(UN−1,0,K0
N−1)∥ΩN−1,0 (7.35)

for some C > 0 whenever ∥(UN−1,K0
N−1)∥ΩN−1,0 ⩽ ε ≡ ε(β ,A,L) is sufficiently small (only

polynomially small in β ).

Proof. The identity (7.34) is true by construction since BN(ΛN) only consists of the empty
polymer and ΛN itself. Also the estimates of Theorem 6.1.2 hold because Γ

ΛN
N satisfies the

same upper bounds as ΓN , cf. Corollary 3.1.1 and Lemma 3.1.4 for the covariance estimates
and Proposition 3.3.5 for the corresponding regulators.

To see the final remark, notice that

W ΛN
N (ΛN ,ϕ) = L−2N

∞

∑
q=1

L2e−
1
2 βq2Γ

ΛN
N (0)z(q)N−1 ∑

x∈B
cos(q

√
βϕ(x)) (7.36)

and Γ
ΛN
N (0)⩾ 0, we have ∥UΛN

N ∥N ⩽CL2∥UN−1∥N−1. Also, we see that analogues of (6.12)
and (6.13) bound (K0

N)
′, but now αLoc replaced by

α
ΛN
Loc =CL−3(logL)3/2 +C min

{
1, ∑

q⩾1
e4
√

βqhe−(q−1/2)rβΓ
ΛN
N (0)

}
⩽ 2C. (7.37)

This does not provide contraction because we do not have a lower bound on Γ
ΛN
N (0), but we

have ∥K0,ΛN
N ∥

ΩK
N,0

⩽ 2CL2∥(UN−1,K0
N−1)∥ΩN−1,0 .
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Proof of Proposition 7.1.1. The proposition follows by combining Corollary 7.4.3 and Propo-
sition 7.4.4.

7.5 Continuity in s: proof of Lemma 7.2.3

In the proof, we will always be considering the RG map on Z2, so we omit them in the
notation. The proof of continuity in s of the RG map uses the following lemma which extends
Lemma 3.3.6.

Lemma 7.5.1. For any C > 0 and any scale- j polymer activity F that is invariant under
translations and satisfies ∥F∥h,Tj ⩽C, for |s|, |s′|< θJεs,

lim
s′→s

sup
X∈Pc

j

(A
3

)|X | j
∥EΓ j+1(s′)[F(X , ·+ζ )]−EΓ j+1(s)[F(X , ·+ζ )]∥h,Tj+1(X) = 0 (7.38)

and the limit is uniform in F satisfying ∥F∥h,Tj ⩽ C. An analogous statement holds if we
assume

sup
X∈Pc

j+1

A|X | j+1 sup
ϕ

G j(X ,ϕ)−1∥F(X ,ϕ)∥h,Tj+1(X ,ϕ) ⩽C (7.39)

with the conclusion now being

lim
s′→s

sup
X∈Pc

j+1

( 2A
3 ·2L2

)|X | j+1
∥EΓ j+1(s′)[F(X , ·+ζ )]−EΓ j+1(s)[F(X , ·+ζ )]∥h,Tj+1(X) = 0.

(7.40)

Proof. We first claim that any scale- j polymer activity F with ∥F∥h,Tj ⩽C can be approxi-
mated by polymer activities that are supported on polymers consisting of a bounded number of
blocks. Indeed, ∥F∥h,Tj = supX∈Pc

j
A|X | j∥F(X)∥h,Tj(X)⩽C implies that (2A/3)|X | j∥F(X)∥h,Tj(X)→

0 as |X | j → ∞. More precisely, for any δ > 0, there exist M > 0 only depending on C such
that

sup
X∈Pc

j

(2A/3)|X | j∥F(X)1|X | j⩽M −F(X)∥h,Tj(X) ⩽ δ . (7.41)

By Lemma 3.3.6, then also

sup
X∈Pc

j

(A/3)|X | j∥EΓ j+1(s)[F(X , ·+ζ )1|X | j⩽M −F(X , ·+ζ )]∥h,Tj+1(X) ⩽ δ . (7.42)

Since EΓ j+1(s)F(X , ·+ζ )1|X | j⩽M is continuous in s by Lemma 3.3.11 uniformly in X ∈ Pc
j

and F with ∥F(X)∥h,Tj(X) ⩽C (by translation invariance there are only a bounded number of
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polymers X with |X | j ⩽ M to consider), the claim follows. For the case (7.39), the conclusion
follows from the same argument and (7.42) replaced by

sup
X∈Pc

j+1

(3−12−L2+1A)|X | j+1∥EΓ j+1(s)[F(X , ·+ζ )1|X | j⩽M −F(X , ·+ζ )]∥h,Tj+1(X) ⩽ δ

(7.43)

because E[G j(X ,ζ )]⩽ 2|X | j = 2L2|X | j+1 .

We begin with the continuity of the maps L 0
j+1. To make their s-dependence explicit we

write L 0,s
j+1 for L 0

j+1 defined with E= EΓ j+1(s).

Lemma 7.5.2. Under the assumptions of Theorem 6.1.3 and s,s′ ∈ [−εsθJ,εsθJ], we have

lim
s′→s

∥L 0,s
j+1(K j)−L 0,s′

j+1(K j)∥ΩK
j+1,0

= 0. (7.44)

Proof. By (6.72), for X ∈ Pc
j+1,

L 0,s
j+1(K

0
j )(X ,ϕ ′) = L 0,s

j+1(K
0
j 1Y∈S j)(X ,ϕ ′)+S

[
EΓ j+1(s)[K

0
j 1Y ̸∈S j ]

]
(X ,ϕ ′) (7.45)

where L 0,s
j+1(K

0
j 1Y∈S j) is generated by K0

j (Y ) on Y ∈ S j and we recall the reblocking
operator S from (4.20). Since by translation invariance the norm effectively only uses
bounded number of Y ∈ S j, Lemma 3.3.11 and the continuity statement of Proposition 5.2.3
directly imply the continuity of L 0,s

j+1(K
0
j 1Y∈S j) in s. Concerning the continuity of the

second term, (7.38) shows that

y(s,s′) := sup
Y∈Pc

j

(A
3

)|Y | j∥∥(EΓ j+1(s)−EΓ j+1(s′)
)
[θζ K0

j 1Y ̸∈S j(Y )]
∥∥

2h,Tj+1(X)
(7.46)

tends to 0 as s′ → s and

∥S
(
EΓ j+1(s)−EΓ j+1(s′)

)
[θζ K0

j 1Y ̸∈S j ](X)∥2h,Tj+1(X) ⩽
Y=X

∑
Y∈Pc

j\S j

(A
3

)−|Y | j
y(s,s′)|Comp j(Y )|.

(7.47)
But then Lemma 4.1.7 directly implies, whenever y(s,s′)⩽ (A/3)−8,

Y=X

∑
Y∈Pc

j\S j

(A/3)−|Y | jy(s,s′)|Comp j(Y )| ⩽ (eL2(A/3)−(1+2η)/(1+η))|X | j+1y(s,s′). (7.48)
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By setting eL2(A/3)−(1+2η)/(1+η) ⩽ A−1, we have that S
[
EΓ j+1(s)[θζ K0

j 1Y ̸∈S j ]
]

is continu-
ous in s.

In the definition of the maps M 0
j+1, there are two sources of dependence on s, the first one

coming from E j+1, U0
j+1, DQ j and DQ j, and the second one coming from the expectation

E= EΓ j+1(s) written explicitly in (4.43). Concerning the first dependence, by the continuity
statement of Proposition 5.2.3 and Theorem 6.1.2, we have that

K j(U j,K0
j ) = (E j+1|X |,U j,U

0
j+1,K j,K

0
j ,Q

0
j)(U j,K0

j ) (7.49)

is continuous in the implicit parameter s, so if we can show that M(k)
j+1(K

0
j) depends ‘contin-

uously’ on K0
j , then the dependence on s coming from the first source is continuous. Indeed,

this will be shown in the following corollary. For given η > 0, define ΩK
j,η to be the linear

space of coordinates (E j+1|X |,U j,U
0
j+1,K j,K

0
j ,Q

0
j) where the following norm takes finite

value:

∥(E j+1|X |,U j,U
0
j+1,K j,K

0
j ,Q

0
j)∥ j,η ,K

= max
{

L2 j|E j+1|,∥U j∥ΩU
j
,∥U j+1 +E j+1|X |∥

ΩU
j
,∥K j∥ΩK

j,0
,

sup
X∈Pc

j+1, ϕ∈RX∗
A(1+η)|X | j+1G j(X ,ϕ)−1∥K j(X ,ϕ)∥h,Tj(X ,ϕ),

sup
Y∈S j+1, D∈B j(Y )

sup
ϕ∈RX∗

Ae−cwκLw j(B,ϕ)2
∥Q0

j(D,Y,ϕ)∥2h,Tj(D,ϕ)

}
.

(7.50)

Then (ΩK
j,η ,∥·∥ j,η ,K) forms a normed space. Note that this norm is essentially defined by the

conditions in Definition 4.4.1.

Corollary 7.5.3. Let η ,δ > 0 and BK
a = {x ∈ ΩK

j,η : ∥x∥ j,η ,K ⩽ a}. Then there exists a ≡
a(δ ,β ,L) > 0 (independent of j and N) such that the identity map id|BK

a
is in X K

j (BK
a ).

In particular, if we set K j(x) = x for x ∈ BK
a , then each M

(k)
j+1(K j(x)) (k = 1,2,3,4) is

differentiable in x ∈ BK
a with the derivative uniformly bounded in j and N.

Proof. The first statement is obvious because id : ΩK
j,η → ΩK

j,η is a linear function with
norm 1. For the second statement, we just need to apply Lemma 4.4.2 with (Y, | · |) =
(BK

a ,∥·∥ j,η ,K).

Note that by Lemma 6.4.1, there exist ε(δ ,β ,L) and C(δ ,β ,L) such that ∥(U j,K0
j )∥Ω j,0 ⩽

ε(δ ,β ,L) gives ∥K j(U j,K0
j )∥ j,η ,K ⩽ C(δ ,β ,L)ε(δ ,β ,L). So if we set ∥(U j,K j)∥Ω j,0 ⩽

ε(δ ,β ,L) ⩽ a(δ ,β ,L)/C(δ ,β ,L), then this corollary implies that each M
(k)
j+1(K j(U j,K j))

is continuous in s coming from the first source described above.
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For the second source of s-dependence of M 0
j+1, we will make the dependence due to

E= EΓ j+1(s) visible in (4.74) and (4.75)–(4.78) by writing M 0,s
j+1 and M

(k),s
j+1 for M j+1 and

M
(k)
j+1 evaluated by taking the expectation over ζ ∼ N (0,Γ j+1(s)). This dependence will

be studied in the next lemma.

Lemma 7.5.4. Under the assumptions of Theorem 6.1.3 and s,s′ ∈ [−εsθJ,εsθJ], we have

lim
s′→s

∥M 0,s
j+1(U j,K0

j )−M 0,s′
j+1(U j,K0

j )∥ΩK
j+1,0

= 0. (7.51)

Proof. Since we have (4.74) and Lemma 6.4.1, we only have to verify

lim
s′→s

∥M(k),s
j+1 (K j(ω

0
j ))−M

(k),s′

j+1 (K j(ω
0
j ))∥ j+1 = 0 (7.52)

for ω0
j = (U j,K0

j ) and each k ∈ {1,2,3,4}. Define

H−(K j,X0,X1,Z,(BZ′′),ϕ ′,ζ ) = (eU j − eU j+1)X0(K j −E K j)
[X1] ∏

Z′′∈Comp j+1(Z)
J j(BZ′′ ,Z′′)

(7.53)
and, as in (4.104),

Hs(K j,X0,X1,Z,(BZ′′),ϕ ′) = EΓ j+1(s)H−(K j,X0,X1,Z,(BZ′′),ϕ ′,ζ ). (7.54)

Expanding (4.111), i.e.,

(eU j − eU j+1)X0(K j −E K j)
[X1] = ∑

Y0,Y1

(eU j −1)Y0(−eU j+1 +1)X0\Y0(K j)
[Y1](−E K j)

[X1\Y1]

(7.55)

where Y0,Y1 run over Y0 ∈P j+1(X0), Y1 ∈P j+1(Y1), Y1 ̸∼ X1\Y1, the bounds (4.83)–(4.102)
imply

∥H−(K j(ω
0
j ),X0,X1,Z,(BZ′′),ϕ ′,ζ )∥2h,Tj(T,ϕ ′)

⩽ ∑
Y0,Y1

(
C(A,L)∥ω

0
j ∥Ω j

)#(X0,X1,Z)A−(1+η)|X0∪X1| j+1G(X0,Y0,X1,Y1,Z,ϕ ′,ζ )

(7.56)
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for some η > 0 where

G(X0,Y0,X1,Y1,Z,ϕ ′,ζ ) = ecwκL

(
w j((X0\Y0)∪(X1\Y1)∪Z,ϕ ′)+w j(Y0,ϕ

′+ζ )
)
G j(Y1,ϕ

′+ζ ).

(7.57)

Choosing C(A,L)∥ω0
j ∥

1/4
Ω j,0

⩽ 1 and (C(A,L)∥ω0
j ∥Ω j,0)

1/196 ⩽A−(1+η), since 49|Comp j+1(Z)|⩽
|∪Z′′ B∗

Z′′ | j+1, we have

(
4C(A,L)∥ω

0
j ∥Ω j,0

)#(X0,X1,Z)A−(1+η)|X0∪X1| j+1 ⩽ 4−#(X0,X1,Z)∥ω
0
j ∥

#(X0,X1,Z)
2

Ω j,0
A−(1+η)|X | j+1

(7.58)

where X = X0 ∪X1 ∪ (∪Z′′B∗
Z′′). Therefore

∥H−(K j(ω
0
j ),X0,X1,Z,(BZ′′),ϕ ′,ζ )∥2h,Tj(T,ϕ ′)

⩽ ∥ω
0
j ∥

#(X0,X1,Z)
2

Ω j,0
A−(1+η)|X | j+1 sup

Y0,Y1

G(X0,Y0,X1,Y1,Z,ϕ ′,ζ ). (7.59)

since H−(·,ϕ ′,ζ ) is a function of two field variables, Lemma 7.5.1 does not apply directly.
Nevertheless, since G serves the role of the regulator satisfying

E[G(X0,Y0,X1,Y1,Z,ϕ ′,ζ )]⩽ 2|X | jG j+1(X ,ϕ ′),

the proof of (7.40) shows that, defining

Hs,s′(K j(ω
0
j ),X0,X1,Z,(BZ′′),ϕ ′)

=
(
EΓ j+1(s)−EΓ j+1(s′)

)[
H−(K j(ω

0
j ),X0,X1,Z,(BZ′′),ϕ ′,ζ )

]
,

(7.60)

in the limit s′ → s, one has

|Hs,s′| j+1 := sup
T∈P j+1

(2A1+η

3 ·2L2

)|T | j+1
∥Hs,s′(K j(ω

0
j ),X0,X1,Z,(BZ′′))∥h,Tj+1(T ) → 0. (7.61)
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In particular each ∥Hs,s′(K j(ω
0
j ),X0,X1,Z,(BZ′′))∥2h,Tj+1(T ) is finite. Hence

∥(M(1),s
j+1 −M

(1),s′
j+1 )(K j(ω

0
j ),X ,ϕ ′)∥2h,Tj+1(X ,ϕ ′)

=
∥∥∥ #(X0,X1,Z)⩾2

∑
X0,X1,Z,(BZ′′)

F(K j,T,X ,ϕ ′)Hs,s′(K j(ω
0
j ),X0,X1,Z,(BZ′′),ϕ ′)

∥∥∥
2h,Tj+1(X ,ϕ ′)

⩽
#(X0,X1,Z)⩾2

∑
X0,X1,Z,(BZ′′)

C|X | j+1ecwκLw j(X\T,ϕ ′)|Hs,s′| j+1

( 2
3 ·2L2 A(1+η)

)−|X | j+1
G j+1(T,ϕ ′)

⩽C|X | j+1|Hs,s′| j+15|X | j+1
( 2

3 ·2L2 A(1+η)
)−|X | j+1

G j+1(X ,ϕ ′), (7.62)

where 5 in the last line is a combinatorial factor arising from choices of X0,X1,Z and (BZ′′).
Taking Aη ⩾ 15C2L2−1, we see

∥(M(1),s
j+1 −M

(1),s′
j+1 )(K j(ω

0
j ))∥ΩK

j+1
⩽C|Hs,s′| j+1 → 0 as s′ → s. (7.63)

A similar but simpler computations shows the same for M(2),s
j+1 . The continuity of M(3),s

j+1 in s
is implied directly by Lemma 3.3.11 because it only allows the case |X | j+1 = 1.

To see the same for M(4),s
j+1 , recall from (4.133) and (4.136) that

∥M(4)
− (K j(ω

0
j ),X ,ϕ)∥2h,Tj(X ,ϕ ′) ⩽C(A,L)A−(1+η)|X | j+1G j(X ,ϕ ′+ζ )∥ω

0
j ∥2

Ω j
(7.64)

for some η > 0. Since M
(4),s,s′
j+1 = (EΓ j+1(s)−EΓ j+1(s′))M

(4)
− , (7.40) implies

lim
s′→s

sup
X∈P j

( 2
3 ·2L2 A1+η

)−|X | j+1
∥M(4),s,s′

j+1 (K j(ω
0
j ),X)∥2h,Tj+1(X) = 0. (7.65)

Just taking Aη ⩾ 3 ·2L2−1, this implies continuity of M(4),s
j+1 in s.

Proof of Lemma 7.2.3. The continuity statement of K 0
j+1 = L 0

j+1 +M 0
j+1 is now a direct

consequence of Lemma 7.5.2, Corollary 7.5.3, and Lemma 7.5.4. The continuity of U j+1

follows from the continuity statement in Theorem 6.1.2.



Chapter 8

Observable renormalisation group flow

In this chapter, we reproduce the results of Chapter 6, 7 for the RG flow with observables.
However, we do not have to tune the value of s0 as in the previous chapter, as we can consider
the observable RG flow as a perturbation of the bulk RG flow. Indeed, we will prove the
stability of observable RG flow assuming the initial condition (ΦIC) from Proposition 7.1.1.

8.1 Main results

The results are about the observable RG flow

Φ j+1 : (E j,e j,s j,z j,K j) 7→ (E j +E j+1,e j +g j+1,s j+1,z j+1,K j+1) (8.1)

where now K j is a periodic ω-polymer activity and e j(X ;ω) is a polymer function analytic
in ω ∈ Dhω

. The flow depends on the external fields v and f̃ satisfying (Av) and (A′
f ),

respectively, and we will assume this throughout the chapter. The coordinates are defined so
that, if (Z j) j⩾0 are defined by (4.55) and

(E j+1,e j+1,s j+1,z j+1,K j+1) = Φ j+1(E j,e j,s j,z j,K j), (8.2)

then

Z j(ϕ;ω|Λ) =

e−E j|Λ|(eU j ◦ j K0
j )(Λ,ϕ +ωv) ( j ⩽ js)

e−E j|Λ|+e j(Λ;ω)(eU j(·,ϕ+ωu j) ◦ j K j(·,ϕ))(Λ) ( j > js)
(8.3)

(recall js is the observable scale). When ω = 0, it means that the system is unperturbed, so
K j(ω = 0) corresponds to the bulk polymer activity K0

j . The goal of this chapter is to obtain
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the stability of the observable RG flow when we tune the initial condition to (ΦIC). In the
following, (ΩK

j ,∥·∥ΩK
j
) is the set of ω-polymer activities specific later in Section 8.2.1.

Proposition 8.1.1. Suppose v and f̃ satisfy (Av) and (A′
f ), respectively. Let r ∈ (0,1],

β0(J) ∈ (0,∞), α = α(J,β ) > 0, sc
0(J,β ), L = L(J) and A = A(J) be as in (ΦIC). Then

whenever β ⩾ β0(J), there is a solution (U j,K j)0⩽ j⩽N to (8.2) exists with initial conditions
s0 = s = sc

0(J,β ), z0 = z̃(β ) and K0 = 0. Moreover,

∥g j(ΛN)∥hω ,T ⩽ O(e−c f β L−α j), ∥K j∥ΩK
j
= O(e−c f β L−α j). (8.4)

for each 0 ⩽ j ⩽ N (with U j identical to that of Proposition 7.1.1) and β0(J) satisfies the
same remark as that of Proposition 7.1.1 (ii).

Remark 8.1.2. In the proof, we will see that we have to choose L = L(J) and A = A(J)
sufficiently large for the observable flow on top of (ΦIC). However, we could have taken L(J)
and A(J) in (ΦIC) that covers the case of Proposition 8.1.1, so we would not be emphasising
this point.

To prove the stability, we will need analogues of Theorem 6.1.2, 6.1.3, with U j chosen
the same as for the bulk RG flow.

Theorem 8.1.3. Suppose v and f̃ satisfy (Av) and (A′
f ), respectively, with observable scale

js. If hω < (C logL)−1h for C sufficiently large, there exists εr ≡ εr(A,L) > 0 such that
whenever max{∥U j∥ΩU

j
,∥K j∥ΩK

j
}⩽ εr and ω ∈ Dhω

,

∥g j+1(D)∥hω ,T ⩽ 1D⊂P∗
j
CA−1 max{∥U j∥ΩU

j
,∥K j∥ΩK

j
} (8.5)

for any D ∈ B j.

To prove bounds on K j+1, it is more convenient to think of it as a function of (U j,K
†
j ).

We use (ΩK
j,†,∥·∥ΩK

j,†
) defined later in Section 8.2.1.

Theorem 8.1.4 (Estimate for remainder coordinate). Suppose v and f̃ satisfy (Av) and (A′
f ),

respectively. Let j+1 < N and assume (ΦIC). Then the map K j+1 admits a decomposition

K j+1(U j,K
†
j ) = L j+1(K

†
j )+M j+1(U j,K

†
j ) (8.6)

into polymer activities at scale j+1 such that the following holds for any β ⩾ β0(J):
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(i) The map L j is linear in K†
j and independent of U j. There is a constants C1,C2 > 0

independent of all the parameters such that, with αLoc and α
(0)
Loc as in (5.16) and (5.17)

∥L j+1(K j)∥ΩK
j+1

⩽C1L2
αLoc∥K0

j ∥ΩK
j,0
+C2α

(0)
Loc∥K†

j −K0
j ∥ΩK

j,†
×

1 ( j ̸= js)

L2 ( j = js)
.

(8.7)

(ii) The remainder maps M j+1 satisfy M j+1 = O(U j,K
†
j )

2 in the sense that there exist
εnl ≡ εnl(β ,A,L)> 0 (only polynomially small in β ) and C3 =C3(β ,A,L)> 0 (only
polynomially large in β ) such that M j+1(U j,K

†
j ) is continuously Fréchet-differentiable

and, for ∥(U j,K
†
j )∥Ω j,† ⩽ εnl ,

∥DM j+1(U j,K
†
j )∥ΩK

j+1
⩽C3 max

{
∥U j∥ΩU

j
,∥K†

j ∥ΩK
j,†

}
(8.8)

with M j+1(0,0) = 0.

We prove Theorem 8.2.2 in Section 8.2.2 directly after defining g j+1, while the proof of
Theorem 8.1.4 is given in Section 8.2.3, 8.3.

8.2 Observable renormalisation group map

In this section, we construct the observable RG map (8.1) based on the bulk RG map (6.6).
Given initial Z0

0(ϕ|Λ) by (6.40) with s0 = s = sc
0(J,β ), we define Z j (with Λ = ΛN) as

in Chapter 4: in the presence of external field with observable scale js, we have defined
Z0(ϕ;ω|Λ) = Z0

0(ϕ +ωv|Λ) and

Z j+1(ϕ;ω|Λ) =

E[θζ Z j(ϕ;ω|Λ)] ( j < js)

E(ω)

[
θζ Z j(ϕ;ω|Λ)

]
( j ⩾ js).

(8.9)

and the renormalisation group flow map is defined to parametrise

Z j(ϕ;ω|Λ) =

e−E j|Λ|(eU j ◦ j K0
j )(Λ,ϕ +ωv) ( j ⩽ js)

e−E j|Λ|+e j(ω)(eU j(·,ϕ+ωu j) ◦ j K j(·,ϕ))(Λ) ( j > js).
(8.10)

8.2.1 Coordinates for the RG map

As promised, we now specify the space of remainder coordinate K j. Since we would like
to have K j as a perturbation of K0

j , the condition K j(ω = 0) = K0
j is crucial. Since we
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are assuming (ΦIC), we are always assuming that (U j,K0
j )0⩽ j⩽N can be constructed as in

Proposition 7.1.1.

Definition 8.2.1. The coordinate K j is a ω-polymer activity (see Definition 3.2.1) satisfying

• the periodicity condition K j(X ,ϕ) = K j(X ,ϕ +2πβ−1/2n) for any n ∈ Z,

• K j(·;ω = 0) = K0
j ,

• K j(X ;ω) = K0
j (X) whenever X ∩ (P j

y⃗ )
∗ = /0 when j > js and K j ≡ K0

j when j ⩽ js.

For such polymer activitives K j we use the norm (3.45), i.e.,

∥K j∥ j ≡ ∥K j∥ΩK
j
= ∥K j∥⃗h j,Tj,A

, (8.11)

with h⃗ j = (h j,hω),

h j =

2h ( j ⩽ js)

h ( j > js),
hω = (Cw logL)−

3
2 (8.12)

where we recall the choice of h from (6.55). Let ΩK
j be the Banach space of polymer activies

K j with finite ∥·∥
ΩK

j
-norm.

As we have already seen, it is more convenient to use K†
j in place of K j, so we also define

a space for them (see Lemma 4.1.3,4.1.4 for the motivation).

Definition 8.2.2. The coordinate K†
j is a ω-polymer activity satisfying all of Definition 8.2.1

but has K j(X ;ω) = K0
j (X) whenever X ∩ (P j

y⃗ )
∗ = /0 for any j and

∥K j∥ j,† ≡ ∥K j∥ΩK
j,†
= ∥K j∥⃗h j+1,Tj,A/2. (8.13)

We also let ΩK
j,† be the space of such K†

j with finite ∥·∥
ΩK

j,†
-norm.

By the definition (3.25) of P⃗y j , the condition K j(X ;ω) = K0
j (X) whenever X ∩ (P j

y⃗ )
∗ = /0

for j < js just means that K j ≡ K0
j .

Finally, we define the norm on the product space of (U j,K j) as follows.

Definition 8.2.3. Let Ω j = ΩU
j ×ΩK

j with norm

∥ω j∥ j ≡ ∥ω j∥Ω j = max{∥U j∥ΩU
j
, ∥K j∥ΩK

j
}. (8.14)
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Also let Ω j,† = ΩU
j ×ΩK

j,† with norm

∥ω
†
j ∥ j,† ≡ ∥ω

†
j ∥Ω j,† = max{∥U j∥ΩU

j
, ∥K†

j ∥Ω j,†}. (8.15)

8.2.2 Definition of the renormalisation group map

We first define the perturbed free energy g j+1 and remind the definition of K†
j .

Definition 8.2.4. Given K j ∈ ΩK
j , define

g j+1(D,K j;ω) = 1D⊂(P j
y⃗ )

∗

Y⊃D

∑
Y∈S j

1

|Y ∩ (P j
y⃗ )

∗| j
Loc(0)Y E(ω)θζ [K

†
j (Y,ϕ

′;ω)−K0
j (Y,ϕ

′)]

(8.16)

for D ∈ B j, where

K†
j (·;ω) =

R
(1)
j [ωu j,U j,K j(·;ω)] ( j = js)

R
(2)
j [ωu j,U j,K j(·;ω)] ( j > js).

(8.17)

For X ∈ P j (or ∈ P j+1), let

g j+1(X ,K j;ω) = ∑
D∈B j(X)

g j+1(D,K j;ω). (8.18)

The following definition gives the evolution of the remainder coordinate K j. It does not
distinguish the case j < js from j ⩾ js because K j ≡ K0

j when j < js.

Definition 8.2.5. Given (E j+1,g j+1,U j+1,K j), we define K j+1 : (U j,K j) 7→ K j+1 as in
Definition 4.3.1 with

Q j(D,Y,ϕ ′) = 1Y∈S j

(
LocY,DE(ω)[K

0
j (Y,ϕ

′+ζ )]

+
1D∈(Y∩Pj)∗

|Y ∩ (Pj)∗| j
Loc(0)Y E(ω)[K

†
j (Y,ϕ

′+ζ ;ω)−K0
j (Y,ϕ

′+ζ )]
)
.

(8.19)

Theorem 8.2.6 (Algebraic properties). The renormalisation group map Φ j+1 is consistent
with (6.50)–(6.51), i.e., if Z j has the form (6.51) at scale j with parameters (E j,s j,z j,K j)

then Z j+1 defined by (6.50) has this form at scale j+1 with (E j+1,e j+1,s j+1,z j+1,K j+1) =

Φ j+1(E j,e j,s j,z j,K j). Moreover, if K j is a periodic j-scale ω-polymer activity (see Def-
inition 3.2.1) then K j+1 is also a periodic j + 1-scale ω-polymer activity with the same
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properties (perhaps except smoothness in the field) and if K j(ω = 0) = K0
j , then K j+1(ω =

0) = K0
j+1.

Proof. The first part follows from Proposition 4.3.2. The second part also follows from the
definition, as the map K j+1 preserves the periodicity of the inputs. We also have the final
part because if K j(ω = 0) = K0

j , then K†
j (ω = 0) = K0

j , thus g j+1 = 0 and Q j ≡ Q0
j .

Estimate on g j+1 is direct from its definition.

Proof of Theorem 8.1.3. By definition of Loc(0), (8.16) can be restated as

g j+1(D,K j;ω) = 1D⊂(Pj)∗

Y⊃D

∑
Y∈S j

1
|Y ∩P∗

j | j
E(ω)[K̂

†
j,0(Y,ζ ;ω)− K̂0

j,0(Y,ζ )] (8.20)

By Lemma 3.4.4, E(ω)[K̂
†
j,0(Y,ζ ;ω)] and E(ω)[K̂0

j,0(Y,ζ )] are analytic in ω ∈ Dhω
with

∥E(ω)[K̂
†
j,0(Y,ζ ;ω)]∥hω ,T , ∥E(ω)[K̂

0
j,0(Y,ζ )]∥hω ,T ⩽CA−|Y | j∥K†

j ∥ΩK
j,†
. (8.21)

But also by Lemma 4.1.4, norm on K†
j can also be bounded by ∥(U j,K j)∥ j. Summing these

estimates gives the desired bound.

8.2.3 Proof of Theorem 8.1.4: bound on the linear part

We use the observation in Section 4.4 to extract out the linear approximation

L j+1(U j,K
†
j ;X ,ϕ ′) := ∑

Y :Y=X

(
1Y∈Pc

j
E(ω)K

†
j (Y,ϕ

′+ζ )−1Y∈S j ∑
D∈B j(Y )

Q j(D,Y,ϕ ′)
)

+
D=X

∑
D∈B j

(
E(ω)[U j(D,ϕ ′+ζ )]+E j+1|D|−g j+1(D;ω)

−U j+1(D,ϕ ′+ωu j)+
D∈B j(Y )

∑
Y∈S j

Q j(D,Y,ϕ ′)
)
.

(8.22)

By the choice of (E j+1,U j+1,g j+1,Q j) from Definition 6.3.6, 8.2.4, 8.2.5, we see that the
second summation vanishes and the first line becomes

L j+1(U j,K
†
j ;X ,ϕ ′) = ∑

b=1,2,3
L

(b)
j+1(K

†
j ;X ,ϕ ′) (8.23)
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where

L
(1)
j+1 = ∑

Y :Y=X

1Y∈S j(1−Loc(2)Y )E(ω)θζ K0
j (Y,ϕ

′) (8.24)

L
(2)
j+1 = ∑

Y :Y=X

1Y∈S j(1−Loc(0)Y )E(ω)θζ D j(Y,ϕ ′;ω) (8.25)

L
(3)
j+1 = S

[
1Y∈Pc

j\S jE(ω)[θζ K†
j (Y,ϕ

′)]
]
, (8.26)

where we recall S from Section 4.1.3and let

D j(Y,ϕ ′;ω) = K†
j (Y,ϕ

′;ω)−K0
j (Y,ϕ

′). (8.27)

Then the bound on L j+1 is obtained by bounding each L
(b)
j+1.

Proof of Theorem 8.1.4,(i). By Proposition 5.2.3 (2),

∥L (1)
j+1(K

†
j ;X ,ω)∥

ΩK
j+1

⩽ ∑
Y :Y=X

1Y∈S jαLoc(A/2)−|Y | j∥K0
j ∥ΩK

j,0
⩽CA−|X | j+1L2

αLoc∥K0
j ∥ΩK

j,0

(8.28)

where in the second inequality, we have used that |Y | j ⩾ |X | j+1 and that there are at most
O(L2) number of small polymers Y ∈ S j such that Y = X .

For L
(2)
j+1, notice that D j(Y ) ̸= 0 only if Y ∩ (P j

y⃗ )
∗ ̸= /0 (see Definition 8.2.2). Thus by

Proposition 5.2.3 (1),

∥L (2)
j+1(K

†
j ;X ,ω)∥

ΩK
j+1

⩽ ∑
Y :Y=X

1Y∈S j1Y∩P∗
j ̸= /0α

(0)
Loc(A/2)−|Y | j∥D j∥ΩK

j,†
(8.29)

When j ̸= js, then there are at most O(1) number of S j-polymers such that Y ∩ (P j
y⃗ )

∗ ̸= /0,
thus this is bounded by

⩽CA−|X | j+1α
(0)
Loc∥K†

j −K0
j ∥ΩK

j,†
. (8.30)

However, if j = js, then (P j
y⃗ )

∗ contains O(L2) number of j-blocks, thus

∥L (2)
js+1(K

†
js;ω)∥

ΩK
js+1

⩽CA−|X | j+1α
(0)
Loc∥K†

j −K0
j ∥ΩK

j,†
×L2 (8.31)
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For L
(3)
j+1, we use Proposition 4.1.5 to obtain

∥L (3)
j+1(K

†
j ;X ,ω)∥

ΩK
j+1

⩽ (L−1A−1)|X | j+1∥K†
j ∥ΩK

j,†
(8.32)

8.3 Proof of Theorem 6.1.3: bound on the non-linear part

The strategy for bounding M j+1 = K j+1 −L j+1 is the same as that of Section 6.4. Using
Lemma 4.4.2, the bound reduces to the following lemma, where we recall K from (4.73),

K j(ω
†
j ) = (E †

j+1|X |,U j,U j+1,K
†
j ,K j,Q j)(ω

†
j ) (8.33)

and X K
j from Definition 4.4.1.

Lemma 8.3.1. Under the assumptions of Theorem 8.1.4, for any δ > 0 and parameters
satisfying (6.56), there exists ε(L)> 0 only polynomially small in L, and constants C(δ ,L)≡
C(δ ,β ,L), C(L) ≡ C(β ,L), C(A,L), ε(δ ,L) ≡ ε(δ ,β ,L) and η > 0 such that if X K

j (·) is
defined with these δ , η , C(δ ,L), C(L), C(A,L) then K j is in X K

j ({ω
†
j ∈ Ω j,† : ∥ω

†
j ∥Ω j,† ⩽

ε(δ ,L)}).

We defer the proof of the lemma to Section 8.3.1 and first complete the proof of Theo-
rem 6.1.3 (ii).

Proof of Theorem 6.1.3 (ii). The continuous differentiability of M j+1 is a direct conse-
quence of Lemma 4.4.2 applied with δ > 0 sufficiently small, X= {ω

†
j ∈ Ω j,† : ∥ω

†
j ∥Ω j,† ⩽

ε(δ ,β ,L)}, K j = K j, and the decomposition M j+1 = ∑
4
k=1M

(k)
j+1 from (4.74), with the

assumptions of Lemma 4.4.2 being verified by Lemma 8.3.1. The bound (6.13) is obtained
by summing (4.87) for k = 1,2,3,4, so

∥M j+1(U j,K
†
j )(X)∥⃗h j,Tj+1(X)

⩽C(A/2)−(1+η0)|X | j+1∥(U j,K
†
j )∥Ω j,†, (8.34)

with A/2 coming from the definition of the norm on ∥·∥
ΩK

j,†
. But by choosing A sufficiently

large so that 21+η0A−η0 ⩽ 1, this is bounded by

⩽CA−|X | j+1∥(U j,K
†
j )∥Ω j,†, (8.35)

thus we have the desired conclusion.
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8.3.1 Proof of Lemma 8.3.1

In this section we prove Lemma 8.3.1, i.e., that K j(ω
†
j ) defined above (4.71) satisfies

K j ∈ X K
j (Ω j) whenever ω

†
j = (U j,K

†
j ) is sufficiently small. In Lemma 8.3.2 we verify that

(4.81) and (4.82) hold, and in Lemmas 8.3.3–8.3.4 we verify (4.83)–(4.86).

Lemma 8.3.2. Under the assumptions of Theorem 8.1.4, there exists ε(δ ,β ,L) > 0 only
polynomially small in L and β such that the following holds: for any δ > 0, suppose
∥ω

†
j ∥ j,† := ∥(U j,K

†
j )∥Ω j,† ⩽ ε(δ ,β ,L). Then (4.81), (4.82) hold with h⃗= h⃗ j+1, i.e.,

∥U(B,ϕ)∥⃗h j+1,Tj(B,ϕ)
⩽C(δ ,L)(1+δcwκLw j(B,ϕ)2)∥ω

†
j ∥ j,† (8.36)

∥eU(B,ϕ)−
k

∑
m=0

1
m!

(U(B,ϕ))m∥⃗h j+1,Tj(B,ϕ)
⩽C(δ ,L)eδcwκLw j(B,ϕ)2

∥ω
†
j ∥

k+1
j,† (8.37)

for U ∈ {U j,U j+1} and the same holds when U= E †
j+1 but with δ = 0.

Proof. The case U=U j was already proved in Lemma 6.4.2, so we focus on U∈{U j+1,E
†
j+1}.

By (6.83) and Theorem 8.1.3, for j∗ ∈ { j, j+1}, for B ∈ B j+1,

|E j+1||B|, ∥g j+1(B)∥hω ,T , ∥Wj∗(B,ϕ)∥2h j+1,Tj(B,ϕ) ⩽CA−1L2∥ω
†
j ∥ j,†, (8.38)

and by (6.84) and L2h2 ⩾ 1,

∥1
2

s j∗|∇ϕ|2B∥2h j+1,Tj(B,ϕ ′) ⩽CA−1L2h2(1+w j(B,ϕ)2)∥ω
†
j ∥ j,†. (8.39)

Hence if we let Ũ j+1(B) =−E j+1|B|+g j+1(B)+U j+1(B),

∥Ũ j+1(B,ϕ)∥2h j+1,Tj(B,ϕ) ⩽C(δ )κ−1
L L2h2(1+δcwκLw j(B,ϕ)2)∥ω

†
j ∥ j,†. (8.40)

Also, since U j+1(B,ϕ ′) = Ũ j+1(B,ϕ ′+ωu j+1) (see (4.71)), by Lemma 3.4.4,

∥U j+1(B,ϕ)∥h j+1,Tj(B,ϕ) ⩽C(δ )κ−1
L L2h2(1+δcwκLw j(B,ϕ)2)∥ω

†
j ∥ j,†. (8.41)

Then (8.37) is purely a consequence of (8.36), see the proof of Lemma 8.3.2.
The remark about E †

j+1 follows from the same computations starting just from (8.38).

Lemma 8.3.3. Under the assumptions of Theorem 8.1.4, there exist cw > 0, ε ≡ ε(β ,L)> 0
(only polynomially small in β ), C ≡ C(cw,β ,L), and CA ≡ CA(cw,β ,L,A) such that the
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bounds (4.83), (8.43), (4.86) hold whenever ∥ω
†
j ∥ j,† ⩽ ε , i.e.,

∥DeU
′(B,ϕ)∥⃗h j+1,Tj(B,ϕ)

⩽C(L)ecwκLw j(B,ϕ)2
, (8.42)

∥D2eU
′(B,ϕ)∥⃗h j+1,Tj(B,ϕ)

⩽C(L)ecwκLw j(B,ϕ)2
, (8.43)

∥DQ j(D,Y,ϕ)∥⃗h j+1,Tj(Y,ϕ)
⩽C(L)ecwκLw j(D,ϕ)2

, (8.44)

for any Y ∈ S j, D ∈ B j(Y ), and U′ ∈ {U j,U j+1,E
†
j+1}, and in the case of E †

j+1, the factor
ecwκLw j(B,ϕ) can be omitted. The derivatives exist in the asserted spaces of polymer activities.

Proof. The twice differentiability of eU
′
is a consequence of Lemma 8.3.2, as it was seen in

the proof of Lemma 6.4.3.
Finally, because of Proposition 5.2.4,

∥Loc(2)Y,DE(ω)θζ K0
j (Y,ϕ

′)∥⃗h j+1,Tj(Y,ϕ ′) ⩽C(logL)∥K0
j (Y )∥h j,Tj(Y )e

cwκLw j(D,ϕ ′)2
, (8.45)

∥Loc(0)Y Eθζ (K
†
j −K0

j )(Y,ϕ
′;ω)∥⃗h j+1,Tj(Y,ϕ ′) ⩽C∥K†

j (Y )∥⃗h j+1,Tj(Y )
, (8.46)

but since Q j is a linear function of K j, its differentiability follows from boundedness and the
derivative satisfies (8.44).

Lemma 8.3.4. Under the assumptions of Theorem 8.1.4, there exist ε ≡ ε(β ,L)> 0 (only
polynomially small in β ) and C(A,L) such that (4.85) holds whenever ∥ω

†
j ∥ j,† ⩽ ε , i.e.,

∥DK j(Z,ϕ)∥⃗h j+1,Tj(Z,ϕ)
⩽C(A,L)(A/2)−(1+η)|Z| j+1G j(Z,ϕ) (8.47)

for some purely geometric constant η > 0.

Proof. The proof is exactly the same as that of Lemma 6.4.4, but we have A/2 on the
right-hand side because K†

j is measured in ∥·∥⃗h j+1,Tj(X),A/2-norm, the large set regulator
halved.

8.4 Stability of the observable RG flow

We prove Proposition 8.1.1 considering the observable RG flow as the perturbation of the bulk
RG flow, thus we need Proposition 7.1.1 as a reference point. We first need an analogue of
Proposition 7.2.2. As in Definition 7.4.1, but for N <N′, let πN,N′ : ΛN′ →ΛN be the canonical
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projection with πN,N′(0) = 0 and for RN = [−LN−1
2 , LN−1

2 ]⊂ ΛN′ , let ιN,N′ : ΛN → RN be the
inverse of πN,N′|RN . The push-forward (ιN,N′)# is well-defined.

Lemma 8.4.1. Assume (ΦIC) and let LN be sufficiently large compared to L js , maxi=1,··· ,n{∥yi∥2}
and ρ . Suppose there are solutions (U j,K

ΛN
j )0⩽ j⩽k and (U j,K

ΛN′
j )0⩽ j⩽k of (8.2) for some

N < N′. Then gΛN
j = g

ΛN′
j whenever j < N and X ∈ P j(πN,N′RN−1)⊂ P j(ΛN),

KΛN
j (X ,ϕ) = KΛN′

j (ιN,N′X ,(ιN,N′)#ϕ). (8.48)

Proof. The proof is identical to that of Proposition 7.4.2.

Then Proposition 8.1.1 is almost direct.

Proof of Proposition 8.1.1. Recall from Proposition 7.1.1 that

∥U j∥ΩU
j
⩽Ce−

1
4 γβ L−αN , ∥K0

j ∥ΩK
j,0
⩽Ce−

1
4 γβ L−αN (8.49)

for any 0 ⩽ j ⩽ N. We now prove, using induction, that

∥K j∥⃗h j,Tj
⩽CL2e−c f β L−α j. (8.50)

By the choice of β0(J), this is smaller than εnl whenever β ⩾ β0(J), thus inside the domain
of Theorem 8.1.4. Since K j ≡ K0

j for j ⩽ js, we only have to verify the bound for j > js.
Since K j+1 −K0

j+1 = K j+1(ω
†
j )−K j+1

(
U j,K0

j
)
, by (8.7) and (8.8),

∥K j+1 −K0
j+1∥ΩK

j+1
⩽ 2C1α

(0)
Loc∥K†

j −K0
j ∥ΩK

j,†
×

1 ( j ̸= js)

L2 ( j = js)
(8.51)

whenever ∥ω
†
j ∥Ω j,† = ∥(U j,K

†
j )∥Ω j,† is sufficiently small compared to α

(0)
Loc–this again holds

due to Lemma 4.1.4 and the choice β ⩾ β0(J). Also by Lemma 4.1.4,

∥K†
j ∥ΩK

j,†
, ∥K0

j ∥ΩK
j,†
⩽ ∥ω j∥Ω j . (8.52)

Thus when j = js, since K js = K0
js , combining with (8.49) gives

∥K j+1∥ΩK
j+1

⩽
(
C+2C1CL2+α

α
(0)
Loc
)
e−c f β L−α( j+1). (8.53)
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But if we use the fact that Lα is chosen in such a way that L2αLoc ⩽ L−α (see Proposi-
tion 7.1.1) and α

(0)
Loc ⩽ L2(logL)−1αLoc, we may take L sufficiently large to obtain

C+2C1CL2+α
α
(0)
Loc ⩽CL2, (8.54)

thus we have (8.50) for j = js. When j > js, combining (8.51), (8.52) and (8.50) gives

∥K j+1∥ΩK
j+1

⩽
(
C+2C1CL2+α

α
(0)
Loc
)
e−c f β L−α( j+1). (8.55)

Again, since α
(0)
Loc ⩽ L2(logL)−1αLoc, we may take L sufficiently large to obtain

C+2C1CL2+α
α
(0)
Loc ⩽CL2, (8.56)

completing the induction. Then the bound on g j(Λ) follows from Theorem 8.1.3.



Chapter 9

Scaling limits

In this chapter, we prove the main results of Chapter 1. These results are more or less implied
by the renormalisation group flows constructed in the previous chapters.

9.1 Torus scaling limit

The first object of this chapter is to prove the torus scaling limit, Theorem 1.1.1, restated as
the following in terms of

fN(x) =
1

|ΛN |

(
f (L−Nx)− 1

|ΛN | ∑
y∈ΛN

f (L−Ny)
)
, x ∈ ΛN , . (9.1)

Theorem 9.1.1. Let J ⊂ Z2 \{0} be any finite-range step distribution that is invariant under
lattice rotations and reflections and includes the nearest-neighbour vertices of 0. Then there
exists β0(J)> 0 and an integer L = L(J) such that for the J-DG model on the torus ΛN of
side length LN at temperature β ⩾ β0(J), there is βeff(J,β )> 0 such that for any f ∈C∞(T2)

with
∫

f dx = 0, as N → ∞,

log
〈
e( fN ,σ)ΛN

〉ΛN
J,β → βeff(J,β )

2v2
J

( f ,(−∆T2)−1 f )T2. (9.2)

Moreover, βeff(J,β ) = β +OJ(e−cβ ) for some c > 0 (independent of J).

In order to apply Proposition 7.1.1, we will always fix s = s0 = sc
0(J,β ) in the proof.
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9.1.1 Final integral

We start from the conclusion of Proposition 7.1.1. The proof of Theorem 9.1.1 only requires
K0

N , thus the choice of js does not matter, so we only consider js = ∞. In particular, by the
choice s = s0 = sc

0(J,β ), the renormalisation group flow (E j,U j,K j) satisfies (7.3) for j ⩽ N.
By Proposition 6.1.1, understanding

Z̃0
N(ϕ;m2) := Eζ

C̃(s)+tNQN
Z0

0(ϕ +ζ ) = Eζ

tN(s,m2)QN
Z0

N(ϕ +ζ ) (9.3)

would be the key component of the proof. Thus we now consider the final renormalisation
group step corresponding to the covariance tN(s,m2)QN .

By Proposition 7.1.1 and Proposition 7.4.4, we have

Z0
N(ϕ

′|ΛN) := e−EΛN
N |ΛN |

(
eUΛN

N (ΛN ,ϕ
′)+K0,ΛN

N
)
(ΛN ,ϕ

′) (9.4)

with estimates

∥UΛN
N ∥N = O(e−

1
4 γβ L−α j), ∥K0,ΛN

N ∥N,0 = O(e−
1
4 γβ L−α j). (9.5)

The following bounds (9.3).

Lemma 9.1.2. Z̃0
N(ϕ;m2) satisfies

Z̃0
N(ϕ;m2) = e−EΛN

N |ΛN |
(

e
1
2 sΛN

N |∇ϕ|2
ΛN
(
1+O(∥W ΛN

N ∥N)
)
+O(∥K0,ΛN

N ∥N,0)GN(ΛN ,ϕ)
)
(9.6)

uniformly in m2 > 0.

Proof. Since QN is the orthogonal projection onto the constant vectors in RΛ,

EtN(s,m2)QN
Z0

N(ϕ +ζ ) =

√
|ΛN |
2πtN

∫
R

e−
|ΛN |
2tN

ζ 2
Z0

N(ϕ +ζ )dζ . (9.7)

For constant field ζ , using GN(ϕ +ζ ,Λ) = GN(ϕ,Λ) for such ζ (see (3.41)),

eEΛN
N |ΛN |Z0

N(ϕ +ζ ) = eUΛN
N (ΛN ,ϕ+ζ )+K0,ΛN

N (ΛN ,ϕ +ζ )

= e
1
2 sΛN

N |∇ϕ|2
ΛN
(
1+O(∥W ΛN

N ∥N)
)
+O(∥K0,ΛN

N ∥N,0)GN(ΛN ,ϕ). (9.8)
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whenever ∥W ΛN
N ∥

ΩU
N
⩽ 1. The last right-hand side is independent of ζ , so we have the desired

conclusion.

9.1.2 Proof of Theorem 9.1.1

To prove the theorem, we will apply Lemma 9.1.2 with

CΛN (s) = γ(1+ sγ∆)+(1+ sγ∆)C̃(s)(1+ sγ∆) (9.9)

ϕ = φN :=CΛN (s)(1+ sγ∆)−1 fN (9.10)

where fN is as in Theorem 9.1.1. The next lemma shows that the exponential term and the
regulator above are bounded for this choice.

Lemma 9.1.3. Let J ⊂Z2\0 be any finite-range step distribution as in Section 2, and assume
that θJ is bounded below (see (2.5)). Let f ∈C∞(T2) with

∫
T2 f dx = 0, let fN be given by

(9.1), and define φN by (9.10). Then there are constants C,c > 0 uniform in m2 ⩾ 0 and
N ∈ N such that for |s|⩽ c,

|∇φN |2ΛN
⩽C, GN(ΛN ,φN)⩽C. (9.11)

Further,

lim
N→∞

( fN ,C
ΛN (s) fN) =

1
s+ v2

J
( f ,(−∆T2)−1 f )T2. (9.12)

The proof of the lemma is given after concluding the proof of our main theorem.

Proof of Theorem 9.1.1. By assumption, the conditions of Proposition 7.1.1(i) hold and ZN

and Z̃N are then defined as above. By Proposition 6.1.1 (applied with ω = 1),

⟨e( fN ,ϕ)⟩ΛN
J,β = e

β

2 ( fN ,C(s) fN) lim
m2↓0

FN,m2[β 1/2 fN ](1), (9.13)

but for x ∈ R and f̃= (1+ sγ∆) fN ,

FN,m2[β 1/2 fN ](x) =
Eϕ ′Eζ [exβ 1/2(f̃,ζ )Z0

0(ϕ
′+ζ + xβ 1/2γ fN)]

Eϕ ′Eζ [Z0
0(ϕ

′+ζ )]
=

Eϕ ′
Z0

N(ϕ
′+ xβ 1/2φN)]

Eϕ ′Z0
N(ϕ

′)]
(9.14)
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where ϕ ′∼N (0, tN(m2)QN) and ζ ∼N (0,C̃(s)) and change of variable ζ 7→ ζ +xβ 1/2C̃(s)f̃
and the definition of ZN were used for the second equality. But by Lemma 9.1.2 and (9.11),

EtNQN [Z
0
N(ϕ

′+β 1/2φN)]

EtNQN [Z
0
N(ϕ

′)]

= e
β

2 sΛN
N (φN ,−∆φN)

(
1+O(∥W ΛN

N ∥N)
)
+O(∥K0,ΛN

N ∥K,0)GN(ΛN ,β
1/2

φN)

= eO(sΛN
N )
(
1+O(∥W ΛN

N ∥N)
)
+O(∥K0,ΛN

N ∥N,0) (9.15)

while Proposition 7.1.1(i) implies that |sΛN
N |+∥W ΛN

N ∥N+∥K0,ΛN
N ∥N,0 → 0 as N →∞, provided

that s0 and s are tuned to the correct initial value sc
0(J,β ). Therefore the limit in N → ∞

converges to 1, uniformly in m2 > 0, hence in particular

lim
N→∞

lim
m2↓0

FN,m2[β 1/2 fN ] = 1. (9.16)

Also by (9.12),

lim
N→∞

e
β

2 ( fN ,C(s) fN) = exp
(

β

2(v2
J + sc

0(J,β ))
( f ,(−∆T2)−1 f )

)
. (9.17)

This proves the main conclusion with βeff(J,β ) = βv2
J/(v

2
J + sc

0(J,β )).

Proof of Theorem 1.2.1. Let J = {Jρ : ρ ∈ N} be the family of range-ρ step distribution.
Then by Lemma 2.2.2, if we let θJ = 1

32 =
1
9 , then θJ ⩾ θJ for each J ∈ J and v2

Jρ
∼ 1

6ρ2.
Hence J satisfies the assumptions of Proposition 7.1.1(ii), so there exists C > 0 such that for
any δ > 0, ∥U j∥ j and ∥K j∥ j,0 both decay exponentially in j and uniformly in ΛN whenever
ρ2 ⩾ C| logδ | and β ⩾ β0(Jρ) = (1+ δ )βfree(Jρ) ∼ 4π(1+δ )

3 ρ2 as ρ → ∞. Therefore we
may follow exactly the same proof as that of Theorem 1.1.1, but in the temperature range
β ⩾ (1+δ )βfree(Jρ).

9.1.3 Proof of Lemma 9.1.3

The proof of Lemma 9.1.3 uses the following estimates for the Fourier coefficients of the
functions fN .

Lemma 9.1.4. For f ∈C∞(T2), let fN be given by (9.1) Then there exist constants Ca =Ca( f )
for a ⩾ 0 independent of ΛN such that, for any p ∈ Λ∗

N ⊂ [−π,π]2,

| f̂N(p)|⩽Ca∥∇
2a f∥L∞(T2)L

−2Na|p|−2a. (9.18)
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Proof. Define two components of the Fourier multiplier

λ1(p) = 2−2cos(p1), λ2(p) = 2−2cos(p2) (9.19)

for p = (p1, p2) so that λ (p) = λ1(p)+λ2(p). One has

f̂N(p) =

 1
|ΛN | ∑x∈ΛN f (L−Nx)e−ip·x if p ̸= 0

0 if p = 0
(9.20)

hence for k ∈ {1,2},

λ
a
k (p)| f̂N(p)|=

∣∣∣ 1
|ΛN | ∑

x∈ΛN

e−ip·x(∂
(ek,−ek)
ΛN

)a f (L−Nx)
∣∣∣⩽ sup

x∈ΛN

|(∂ (ek,−ek)
ΛN

)a f (L−Nx)|

(9.21)
where ∂

(ek,−ek)
ΛN

f (x/LN) =− f ((x+ ek)/LN)− f ((x− ek)/LN)+2 f (x/LN) for x ∈ ΛN . But
since λk(p) ⩾ 4

π2 p2
k by Lemma 2.2.1, we are just left to bound |(∂ (ek,−ek))a f (x/LN)|. We

now claim that

(∂
(ek,−ek)
ΛN

)a f (z) = (−1)a
∫
[0,L−N ]2a

a

∏
l=1

dsl dtl ∂
2a
xk

f
(
z+

a

∑
l=1

(sl + tl −L−N)el
)
. (9.22)

To see this, start from the elementary observation

∂
(ek,−ek)
ΛN

f (z) = 2 f (z)− f (z+L−Nek)− f (z−L−Nek)

=−
∫
[0,L−N ]2

dsdt ∂
2
xk

f
(
z+(s+ t −L−N)ek

)
(9.23)

and proceed by induction. Now by (9.21) and (9.22),

| f̂N(p)|⩽Ca|pk|−2aL−2Na∥∇
2a f∥L∞(T2) (9.24)

for k = 1,2, which concludes the proof.

Proof of Lemma 9.1.3. For p ∈ 2πT2, let λ (p) and λJ(p) be the Fourier multiplier of −∆

and −∆J as defined by (2.22). We also define

φ
(m2)
N = (1+ sγ∆)−1C(s,m2) fN (9.25)

C(s,m2) = γ(1+ sγ∆)+(1+ sγ∆)C̃(s,m2)(1+ sγ∆) (9.26)
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so φN and C(s) can be considered as m2 ↓ 0 limits and the desired conclusions follow upon
the limit m2 ↓ 0. We claim a bit stronger statement than the first inequality in (9.11): for any
f ∈C∞(T2) and all a ∈ {1,2,3,4}, the norm ∥∇a

Nφ
(m2)
N ∥L2

N(ΛN)
is bounded uniformly in N.

Indeed, in Fourier space, and recalling that λ (resp. λJ) denote the Fourier multipliers of −∆

(resp. −∆J) and ·̂ is the Fourier transform,

φ̂
(m2)
N (p) =

(λJ(p)+m2)−1

1+ sλ (p)
(
λJ(p)+m2)−1 − γ

) f̂N(p). (9.27)

Since λ (p) ∈ [0,2] and (λJ(p)+m2)−1λ (p)⩽ θ
−1
J , for |s| small,

|φ̂ (m2)
N (p)|⩽Cθ

−1
J λ (p)−1| f̂N(p)| (9.28)

and for Λ∗
N = 2πL−NΛN ,

∥∇
a
Nφ

(m2)
N ∥L2

N(ΛN)
:= L2Na−2N∥∇

a
φ
(m2)
N ∥2

L2(ΛN)

⩽
Cθ

−2
J |ΛN |a−2

4π2 ∑
p∈Λ∗

N

λ (p)a−2| f̂N(p)|2

=
Cθ

−2
J

4π2 ∑
k∈ΛN

(
|ΛN |λ (2πL−Nk)

)a−2| f̂N(2πL−Nk)|2.

By Lemma 2.2.1 and the lower bound cos(x)⩾ 1− x2/2,

16|k|2 ⩽ |ΛN |λ (2πL−Nk) = 2L2N(2− cos(2πL−Nk1)− cos(2πL−Nk2))⩽ 4π
2|k|2 (9.29)

and together with Lemma 9.1.4, we have

∑
k∈ΛN

(
|ΛN |λ (2πL−Nk)

)a−2| f̂N(2πL−Nk)|2 ⩽Ca(1+ ∑
k∈ΛN\{0}

|k|2(a−2)|k|−2a)< ∞ (9.30)

for a∈{1,2,3,4}. The case a= 1 concludes the proof of the first inequality (9.11). Moreover,
by the lattice Sobolev inequality (Lemma 3.A.3) there exists c′ > 0 such that

logGN(ΛN ,φN)⩽ c′κL

4

∑
a=1

∥∇
a
Nφ

(m2)
N ∥L2

N(ΛN)
, (9.31)

also giving the second inequality in (9.11).
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For the final claim (9.12), recalling f̂N(0) = 0, one has

lim
m2→0

( fN ,C(s,m2) fN) = lim
m2→0

(φ
(m2)
N ,(1+ sγ∆) fN)

=
1

4π2|ΛN | ∑
k∈ΛN\{0}

λJ(2πL−Nk)−1(1− sγλ (2πL−Nk)
)

1+ sλ (2πL−Nk)
(
λJ(2πL−Nk)−1 − γ

) | f̂N(2πL−Nk)|2

=
1

4π2 ∑
k∈2πΛN\{0}

(
|ΛN |λJ(L−Nk)

)−1(1− sγλ (L−Nk)
)

1+ s|ΛN |λ (L−Nk)|ΛN |−1
(
λJ(L−Nk)−1 − γ

) | f̂N(L−Nk)|2. (9.32)

Since f ∈ C∞(T2), we have f̂N(L−Nk) → f̂ (k) as N → ∞ for each k ∈ (2πZ)2\{0}. By
Lemma 2.2.1,

lim
N→∞

L2N
λ (L−Nk) = |k|2, lim

N→∞
L2N

λJ(L−Nk) = v2
J |k|2, (9.33)

where v2
J is defined by (2.4). Also by Lemma 9.1.4, the sum is dominated by C ∑k∈(2πZ)2\{0} |k|−4

for some C > 0, and therefore the Dominated convergence theorem implies

lim
N→∞

lim
m2→0

( fN ,C(s,m2) fN) =
1

4π2 ∑
k∈(2πZ)2\{0}

1
v2

J + s
|k|−2| f̂ (k)|2 = 1

v2
J + s

( f ,(−∆T2)−1 f )

(9.34)
as needed.

9.2 Scaling limit on R2

The second aim of this chapter is to prove the scaling limit on R2 of Theorems 1.1.3, 1.1.4,
restated as the following. Given f ∈ C∞

c (R2) with
∫
R2 f (x)dx = 0, we recall fε : Z2 → R

satisfy ∑x∈Z2 fε(x) = 0 and

max
0⩽k⩽2

max
x∈Zd

|(ε−1
∇)k fε(x)|⩽C f ε

2, supp fε ⊂ [−R f ε
−1,R f ε

−1]2,

max
x∈Zd

∣∣ε−2 fε(x)− f (εx)
∣∣→ 0,

(9.35)

for some constants C f ,R f > 0.

Theorem 9.2.1. Let J ⊂ Z2 \{0} be any finite-range step distribution that is invariant under
lattice rotations and reflections and includes the nearest-neighbour vertices of 0. Then there
exists β0(J)> 0 such that the following holds for β ⩾ β0(J) and f ∈C∞

c (R2) with
∫

f dx = 0
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such that there exists discretisation fε as in (9.35). As ε → 0,

log
〈
e( fε ,σ)Z2

〉Z2

J,β → βeff(J,β )
2v2

J
( f ,(−∆R2)−1 f )R2, (9.36)

where βeff is the same as Theorem 1.1.1 and ⟨·⟩Z2

J,β is the infinite volume measure defined by
Proposition 1.1.2.

Theorem 9.2.2. Under the setting of Theorem 9.2.1, there exists L≡ L(J) such that, whenever
(εN)N⩾0 is a sequence such that εN → 0 and LNεN → ∞,

log
〈
e( fεN ,σ)ΛN

〉ΛN
J,β → βeff(J,β )

2v2
J

( f ,(−∆R2)−1 f )R2 (9.37)

as N → ∞.

In the proofs, we always tune s = s0 = sc
0(J,β ) for sc

0(J,β ) as in Theorem 9.1.1.

9.2.1 External field

We first have to choose the observable scale js and external fields v and f̃ where we can apply
Proposition 8.1.1. By Proposition 6.1.1,

FN,m2 [ fε ](ω) =
Eϕ ′Eζ

(ω)
[Z0(ϕ

′+ζ +ωγf)]

Eϕ ′Eζ [Z0(ϕ ′+ζ )]
(9.38)

for ϕ ′ ∼ N (0, tNQN) and ζ ∼ N (0,C̃(s)). Also after letting

js = min{ j ⩾ 0 : L j+1 ⩾ 24R f ε
−1}, (9.39)

where R f is given by (9.35), we can subdecompose C̃(s) as

C̃(s) = Γ⩽ js +Γ> js :=
js

∑
j=1

Γ j +
( N−1

∑
j= js+1

Γ j +Γ
ΛN
N

)
, (9.40)
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thus if we let ζ1 ∼ N (0,Γ⩽ js) and ζ2 ∼ N (0,Γ> js) be independent Gaussian variables and
take ω ∈ R,

FN,m2 [ fε ](1) =
Eϕ ′Eζ1

(ω)
Eζ2
(ω)

[Z0(ϕ
′+ζ1 +ζ2 + γ fε)]

Eϕ ′Eζ1Eζ2[Z0(ϕ ′+ζ )]

=
Eϕ ′Eζ1

(ω)
Eζ2 [Z0(ϕ

′+ζ1 +ζ2 +Γ⩽ js f̃+ γ fε)]

Eϕ ′Eζ1Eζ2[Z0(ϕ ′+ζ )]
(9.41)

where we used change of variable ζ2 → ζ2 +ωC̃(s)f̃ when ω ∈ R and

E(ω)[F(ζ )] =
E[e(f̃,ζ )F(ζ )]

E[F(ζ )]
, f̃≡ f̃ε = (1+ sγ∆) fε . (9.42)

In this setting, the natural choice of v is

v ≡ vε = Γ⩽ js f̃ε + γ fε =
(
Γ⩽ js(1+ sγ∆)+ γ

)
fε . (9.43)

We see that they satisfy the requirements.

Lemma 9.2.3. Let fε satisfy (9.35), and let v and f̃ = (1+ sγ∆) fε be defined by (9.43)
and (9.42), respectively. If R2

fC f is sufficiently small, then then they satisfy (Av) and (A′
f ),

respectively, with n= 1 and js given by (9.39).

Proof. We have from the assumption that fε has support on a block of side length 1
24L js+1

centred at 0, thus v is supported on B js+1
0 and f̃ is supported on a block of side length 1

12L js+1,
centred at 0. Also,

diam(supp f̃)2 ×∥f̃∥L∞(Z2) ⩽ 4CR2
fC f ⩽ 1 (9.44)

is implied by assuming R2
fC f sufficiently small.

We are only left to bound v. By definition of f̃ and (9.35), we have ∥f̃∥C2
0
⩽CC f ε2, thus

∥f̃∥C2
js
⩽ C′. To bound each Γ j f̃ for j ⩽ js, we can identify Γ j with its convolution kernel

throughout the proof, i.e., Γ j f̃= Γ j ∗ f̃. Then Γ j is supported in a block of side length 1
4L j and

satisfies ∥∇α
j Γ j∥L∞ ⩽Cα logL for |α|⩾ 0 where ∇α

j = L j|α|∇α , see Corollary 3.1.1. Thus
|α|⩾ 0, using that ∇α(Γ j ∗ f̃) = Γ j ∗ (∇α f̃) we obtain

∥∇
α
j Γ j f̃∥L∞ ⩽ ∥f̃∥L∞ ∑

x
|∇ jΓ j(x)|⩽CC f L2 j

ε
2 logL. (9.45)
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Summing up,

∥v∥C2
js
⩽CC f L2 jsε2 logL ⩽C′C f R2

f logL (9.46)

where the second inequality follows from the choice of js.

9.2.2 Proof of Theorem 9.2.1

Lemma 9.2.4. Let f ∈C∞
c (R2) with

∫
f dx = 0 and fε be as in (9.35) and recall

C(s) = γ(1+ sγ∆)+(1+ sγ∆)C̃(s)(1+ sγ∆). (9.47)

Then
lim
ε↓0

lim
N→∞

( fε ,C
ΛN (s) fε) =

1
v2

J + s
( f ,(−∆R2)−1 f )R2, (9.48)

and the statement also holds if the two leftmost limits are replaced by N →∞ with ε = εN → 0
while εNLN → ∞.

Proof. In what follows, given fε : Z2 → R, we denote by f̂ε its Fourier transform, defined as
in (2.19). Since f̂ε(0) = 0,

lim
ε↓0

lim
N→∞

( fε ,C̃(s) fε) = lim
ε↓0

lim
N→∞

lim
m2↓0

( fε ,C(s,m2) fε) (9.49)

where

C(s,m2) = γ(1+ sγ∆)+(1+ sγ∆)C(s,m2)(1+ sγ∆), (9.50)

so we will study C(s) as a limit of C(s,m2). Again, since f̂ε(0) = 0,

lim
N→∞

lim
m2→0

( fε ,C(s,m2) fε) =
1

4π2

∫
[−π,π]2

λJ(p)−1(1− sγλ (p))
1+ sλ (p)(λJ(p)−1 − γ)

| f̂ε(p)|2 d p

=
1

4π2

∫
[−π/ε,π/ε]2

ε2λJ(ε p)−1(1− sγλ (ε p))
1+ sλ (ε p)(λJ(ε p)−1 − γ)

| f̂ε(ε p)|2 d p, (9.51)

where λ (p) is the Fourier multiplier of the (unnormalised) discrete Laplacian −∆ and λJ(p)
that of the (normalised) range-J Laplacian −∆J , see Chapter 2. Then by (2.2.1),

lim
ε↓0

ε
−2

λ (ε p) = |p|2, lim
ε↓0

ε
−2

λJ(ε p) = v2
J |p|2, (9.52)
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and the fraction in the integrand in (9.51) is bounded by C|p|−2 uniformly in ε and p ∈
[−π/ε,π/ε]2. Moreover, as we now argue, (9.35) implies that f̂ε(ε p)→ f̂ (p) as ε ↓ 0 for
each p ∈ R2 and that | f̂ε(ε p)|⩽C|p|(1+ |p|)−3. To see this in detail, we start from

f̂ε(ε p) = ∑
y∈εZ2

fε(y/ε)e−iy·p. (9.53)

For | f̂ (p)− f̂ε(ε p)| → 0 pointwise, use f ∈C∞
c (R2) and the last condition in (9.35) to see

that, with [·] denoting the integer part,

| f̂ (p)− f̂ε(ε p)|⩽
∫
R2

| f (y)(e−iy·p − e−iε[y/ε]·p)|dy+
∫
R2

| f (y)− ε
−2 fε([y/ε])|dy → 0.

(9.54)
To see the bound on f̂ε(ε p), use summation by parts to write

λ (p)| f̂ε(p)|= |∆̂ f ε(p)|= | ∑
x∈Z2

e−ip·x
∆ fε(x)|⩽ ∥∆ fε∥L1(Z2). (9.55)

By (9.35),

∥∆ fε∥L1(Z2) ⩽ R2
f (ε

−1 +1)2∥∆ fε∥L∞(Z2) ⩽ 2R2
f ∥(ε−1

∇)2 fε∥L∞(Z2) ⩽ 2C f R2
f ε

2, (9.56)

and by [12, Lemma 2.2.1], we have that 1
ε2|p|2 λ (ε p)⩾ 4

π2 . Thus it follows that | f̂ε(ε p)|⩽
C|p|−2. On the other hand, since ∑ fε = 0 and ∥ fε∥L∞ ⩽C f ε2, also

| f̂ε(ε p)|=
∣∣∣ ∑

y∈εZ2

fε(y/ε)(e−iy·p −1)
∣∣∣⩽ ∥ fε∥L∞ ∑

y∈εZ2:|y|⩽R f

|y · p|⩽CC f (R f /ε)3|p|,

(9.57)
and therefore | f̂ε(ε p)|⩽C|p|(1+ |p|)−3 when combined with | f̂ε(ε p)|⩽C|p|−2.

Finally, using the convergence in Fourier space and that the integrand is dominated
by C|p|−2 × (|p|(1+ |p|)−3)2 ⩽ C(1+ |p|)−6 which is integrable over R2, the dominated
convergence theorem implies

lim
ε↓0

lim
N→∞

lim
m2→0

( fε ,C(s,m2) fε) =
1

4π2

∫
R2

1
v2

J + s
|p|−2| f̂ (p)|2 d p =

1
v2

J + s
( f ,(−∆R2)−1 f )

(9.58)
as claimed.

We are ready to prove the second main theorem.
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Proof of Theorem 9.2.1. We first prove the theorem with the assumption that R2
fC f ⩽ c is

sufficiently small. By (9.41), we have

FN,m2 [ fε ](1) =
Eϕ ′

ZN(ϕ
′,ω = 1|ΛN)

Eϕ ′ZN(ϕ ′,ω = 0|ΛN)
, (9.59)

so we only have to study ZN . By Lemma 9.2.3 (using the assumption that R2
fC f is sufficiently

small), we see that we are in place to apply Proposition 8.1.1. Since g j is non-zero only for
j > js, when ω = 1,

ZN(ϕ
′,ω = 1|ΛN) = e−EN |ΛN |+∑ j> js g j(Λ;1)(eUΛN

N (ΛN ,ϕ
′+uN)+KΛN

N (ΛN ,ϕ
′;1)
)

= e−EN |ΛN |+∑ j> js g j(Λ;1)(eUΛN
N (ΛN ,ϕ

′)+KΛN ,†
N (ΛN ,ϕ

′;1)
)
, (9.60)

but by (7.3), (8.4) and Lemma 4.1.4,

= e−EN |ΛN |+O(L−α js)
(
e

1
2 sΛN

N |∇ϕ ′|2(1+O(L−αN))+O(L−αN)GN(ΛN ,ϕ
′)
)
. (9.61)

But since ∇ϕ ′ = 0 almost surely when ϕ ′ ∼ N (0, tNQN), we have

FN,m2 [ fε ](1) =
Eϕ ′

ZN(ϕ
′,ω = 1|ΛN)

Eϕ ′ZN(ϕ ′,ω = 0|ΛN)
= 1+O(L−α js). (9.62)

Also, since ⟨eβ−1/2( fε ,σ)⟩ΛN
β ,J and ( fε ,C

ΛN (s) fε) have well-defined limits as N → ∞ by Propo-
sition 1.1.2 and Lemma 9.2.4, respectively, the limit

lim
N→∞

lim
m2↓0

FN,m2[ fε ](1) = lim
N→∞

e−
1
2 (f̃ε ,C̃(s)f̃ε )− γ

2 ( fε ,f̃ε )⟨eβ−1/2( fε ,σ)⟩ΛN
β ,J (9.63)

= lim
N→∞

e−
1
2 ( fε ,C

ΛN (s) fε )⟨eβ−1/2( fε ,σ)⟩ΛN
β ,J

= 1+O(L−α js). (9.64)

is also well-defined. But since L−α js → 0 as ε ↓ 0, by Proposition 6.1.1,

lim
ε↓0

⟨eβ−1/2( fε ,σ)⟩Z
2

β ,J = lim
ε↓0

lim
N→∞

e
1
2 ( fε ,C

ΛN (s) fε ) lim
m2↓0

FN,m2[ fε ](1)

= exp
( 1

2(v2
J + s)

( f ,(−∆R2)−1 f )R2

)
(9.65)

is as desired due to Lemma 9.2.4.
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Now we extend this result to general function f , without the restriction on R2
fC f using

Gaussian domination inequality. Indeed, there exists τ > 0 such that, if we consider τ f
instead of f , then R2

τ fCτ f = τR2
fC f ⩽ c is small enough to apply the arguments above. Then

by (9.65) applied on τ fε ,

⟨( fε ,σ)2n
Z2⟩Z

2

J,β → (2n)!
2nn!

βeff(J,β )
2v2

J
( f ,(−∆)−1 f )n

R2

⟨( fε ,σ)2n+1
Z2 ⟩Z

2

J,β = 0
(9.66)

as ε → 0, for each n ∈ N. Also,

∑
n>k

1
n!
|( fε ,σ)|n ⩽ e( fε ,σ)+ e−( fε ,σ)

(k+1)!
, (9.67)

but by the upper bound of (1.6), we see∣∣∣〈∑
n>k

1
n!
( fε ,σ)n

〉ΛN

J,β

∣∣∣⩽ 2
(k+1)!

e
β

2 ( fε ,(−∆)−1 fε ). (9.68)

In other words, ⟨∑k
n=0

1
n!( fε ,σ)n⟩ΛN

J,β converges to ⟨e( fε ,σ)⟩ΛN
J,β as k → ∞ uniformly in ε and

N, proving

lim
ε→0,N→∞

lim
k→∞

〈 k

∑
n=0

1
n!
( fε ,σ)n

〉ΛN

J,β
= lim

k→∞
lim

ε→0,N→∞

〈 k

∑
n=0

1
n!
( fε ,σ)n

〉ΛN

J,β
. (9.69)

But by (9.66), the right-hand side is βeff(J,β )
2v2

J
( f ,(−∆R2)−1 f )R2 , completing the proof.

The proof of Theorem 9.2.2 is a by-product.

Proof of Theorem 9.2.2. Following the same extension procedure as in the proof of Theo-
rem 1.1.4, it is enough to prove the statement with the assumption that R2

fC f is sufficiently
small.

Let js,N be the observable scale of fεN . Then εN → 0 as N → ∞ implies js,N → ∞. Thus
by combining Proposition 6.1.1 and (9.62),

⟨e( fεN ,σ)ΛN ⟩ΛN
J,β ∼ e

1
2 ( fεN ,CΛN (s) fεN )(1+O(L− js,N ))∼ e

1
2 ( fεN ,CΛN (s) fεN ), (9.70)
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as N → ∞. An argument similar to that of Lemma 9.2.4 shows

lim
N→∞

( fεN ,C
ΛN (s) fεN ) =

1
v2

J + s
( f ,(−∆R2)−1 f )R2 (9.71)

as long as LNεN → ∞ as N → ∞, giving the desired conclusion.

9.3 Multi-point functions

We now prove Theorem 1.1.5, restated as the following, where we recall that (A f ) is a
condition on f= ∑

n
i=1 Tyifi restricting to take ∑

n
i=1 fi = 0 and the size nMρ2 ⩽ 1 where M is

the upper bound of each component fi and ρ is the diameter.

Theorem 9.3.1. Let J ⊂ Z2\{0} be any finite-range step distribution that is invariant under
lattice rotations and reflections and includes the nearest-neighbour vertices of 0. There exists
a translation invariant covariance matrix Cβ ≡ CJ,β , β0 ≡ β0(J) and hω ≡ hω(J) such that
the following holds. Let ω ∈ Dhω

with hω > 0, β ⩾ β0 and σ ∼ PZ2

J,β . Then for f= ∑
n
i=1 Tyifi

satisfying (A f ),

log⟨eβ−1/2ω(f,σ)⟩Z
2

J,β =
1
2

ω
2(f,Cβ f)+

n

∑
i=1

h(1)
β
[fi](ω)+h(2)

β
[⃗y,⃗ f](ω) (9.72)

where h(a)
β

(a ∈ {1,2}) are analytic functions in Dhω
∋ ω satisfying the following.

• |h(2)
β
[⃗y,⃗ f](ω)|= Oβ (d

−α

y⃗ ) uniformly in ω ∈ Dhω
and some α > 0.

• h(1)
β
[f1] = h(1)

β
[−f1], h(1)

β
[0] = 0 and h(2)

β
[⃗y, f1,0, · · · ,0] = 0.

Again, in the proof, we always tune s = s0 = sc
0(J,β ) for sc

0(J,β ) as in Theorem 9.1.1.

9.3.1 External field

Based on Proposition 6.1.1, the choice of the external fields are easier than the previous
section. Let f= ∑

n
i=1 Tyifi satisfy (A f ). It is enough to take js = 0 and

vi = γfi, f̃i = (1+ sγ∆)fi, (9.73)
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v = ∑
n
i=1 Tyivi and f̃= ∑

n
i=1 Tyi f̃i. Then

FN,m2[f](ω) =
Eϕ ′Eζ

(ω)
[Z0

0(ϕ
′+ζ +ωv)]

Eϕ ′Eζ [Z0
0(ϕ

′+ζ )]
. (9.74)

It is not difficult to see that v and f̃ satisfy the desired assumptions.

Lemma 9.3.2. For f satisfying (A f ), let L ⩾ 12ρ and v, f̃ be given by (9.73). Then they
satisfy (Av) and (A′

f ), respectively, with and js = 0.

Proof. The condition on the support of v follows from L ⩾ 12ρ . The bound on norm of vi

follows because ∥v∥C2
0
= γ∥f∥C2

0
⩽ γM. This verifies (Av) for v. Also, since diam(supp f̃)⩽

diam(supp f)+2 and ∥f̃∥L∞ ⩽ (1+2|s|γ)∥f∥L∞ , (A′
f ) is readily verified for f̃.

9.3.2 Reduction of the proof

In view of Proposition 6.1.1, control of the moment generating function is just due to the
control of the ratio FN,m2 . Thus it is the objective of Proposition 9.3.3 to show how FN,m2 is
controlled. In the statement, the coalescence scale j⃗y is used: when y⃗ = {y1, · · · ,yn},

j⃗y = min
{

j ⩾ 0 : (Q j
ya
)∗∗∗∩Q j

yb
̸= /0 for some a ̸= b

}
. (9.75)

(Recall Q j
y is given by (3.25) and (Q j

ya)
∗∗∗ is taking the small set neighbourhood three

times.) The coalescence scale is formally just logL d⃗y, but stated in the language of blocks.
If there is only one a ∈ {1, · · · ,n} such that fa ̸= 0, we use convention j⃗y = ∞. Since
Q j

ya ⊃ supp(Tyau j,a), this definition implies supp(Tyau j,a) ∩ supp(Tybu j,b) = /0 for j < j⃗y and
any a ̸= b, and there exists C > 0 such that

C−1d⃗y ⩽ L j⃗y ⩽Cd⃗y (=C min{∥ya − yb∥2 : a ̸= b ∈ {1, · · · ,n}}). (9.76)

Proposition 9.3.3. Let f be as in (A′
f ). Then under the assumptions of Theorem 9.3.1,

lim
m2↓0

FN,m2[f](ω) = e∑
n
a=1 g̃∞[fa](ω)+g̃(2)∞ [⃗y,⃗f](ω)

(
1+ ψ̃

ΛN (ω)
)

(9.77)

where g̃∞[fi](ω), g(2)∞ [⃗y,⃗ f](ω) and ψ̃ΛN (ω) are analytic functions in ω ∈ Dhω
and satisfy

∥g̃(2)∞ [⃗y,⃗ f](ω)∥L∞(Dhω
) ⩽ O(d−α

y⃗ ), (9.78)

∥ψ̃
ΛN∥L∞(Dhω

) ⩽ O(L−αN) (9.79)
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for some α > 0.

Proof of Theorem 9.3.1. By Proposition 6.1.1 and Proposition 9.3.3,

log⟨eβ−1/2ω(σ ,f)⟩ΛN
β ,J =

1
2

ω
2(f̃,C̃(s)f̃)+

γ

2
ω

2(f, f̃)+
n

∑
a=1

g̃∞(ω)[fa]

+ g̃(2)∞ [⃗y,⃗ f](ω)+ log
(
1+ ψ̃

r
ΛN

(τ,y)
)
. (9.80)

By (9.78),(9.79) and (9.76), they satisfy∣∣∣g̃(2)∞ [⃗y,⃗ f]
∣∣∣⩽ O(d−α

y⃗ ), |ψ̃ΛN |⩽ O(L−αN)⩽ O(|ΛN |−α). (9.81)

If we let

HN(ω, y⃗) = log⟨eβ−1/2ω(σ ,f)⟩ΛN
β ,J −

1
2

ω
2(f̃,C̃(s)f̃)− γ

2
ω

2(f, f̃)

=
n

∑
a=1

g̃∞[fa](ω)+ g̃(2)∞ [⃗y,⃗ f]+ log(1+ ψ̃
ΛN (ω,y)), (9.82)

then it is an analytic function of ω ∈ Dhω
), and

h(1)
β
[fa](ω) =

γ

2
ω

2(fa, f̃a)+ g̃∞[fa](ω) (9.83)

h(2)
β
[⃗y,⃗ f](ω) =

γ

2
ω

2(f, f̃)− γ

2
ω

2
n

∑
a=1

(fa, f̃a)+ g̃(2)∞ [⃗y,⃗ f](ω) (9.84)

ψβ ,N(ω) = log(1+ ψ̃
ΛN (ω)) (9.85)

are also analytic functions of ω . Thus with the above choices of h(1)
β
,h(2)

β
,ψβ ,N ,

Cβ ,ΛN = (1+ sγ∆)C̃(s)(1+ s(β )γ∆), (9.86)

we have

⟨eβ−1/2ω(f,σ)⟩ΛN
β ,J =

1
2
(f,Cβ ,ΛN f)+

n

∑
a=1

h(1)
β
[fa](ω)+h(2)

β
[⃗y,⃗ f](ω)+ψβ ,N(ω, y⃗) (9.87)

and we have the desired conclusion upon taking limit N → ∞, with the required estimates
following from (9.81). (To see that the limit limN→∞(f,Cβ ,ΛN f) is well-defined, take any
g = g1+Tyg2 that satisfies the assumptions of (A f ), then we have |(g,Γ jg)|= O

(
L− j|y|

)
and

|(g, Γ̃ΛN
N g)|= O

(
L−N |y|

)
(see Corollary 3.1.1), so limN→∞(g,Cβ ,ΛN g) absolutely converges.
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Hence, if we let

Cβ :=
∞

∑
j=1

(1+ sγ∆)Γ j(s)(1+ sγ∆), (9.88)

then (f,Cβ f) is well-defined an equals limN→∞(f,Cβ ,ΛN )f).)

We also prove Lemma 1.2.3 and Lemma 1.2.8 here.

Proof of Lemma 1.2.3. With fy = δ0 −δy, we will compute

( fy,Cβ fy) := lim
N→∞

(f,Cβ ,ΛN )f). (9.89)

We will always fix s = sc
0. Since C̃ΛN (s) = limm2↓0C(s,m2)− tN(m2)QN and CΛN ,β = (1+

sγ∆)2C̃(s), we have in the Fourier space

( fy,Cβ ,ΛN fy) =
1

4π2|ΛN | ∑
p∈Λ∗

N

|1− e−iy·p|2|1− sc
0γλ (p)|2

× lim
m2↓0

( (λJ(p)+m2)−1 − γ

1+ sλ (p)((λJ(p)+m2)−1 − γ)
− tNδ0(p)

)
(9.90)

where λ (p) = 4−2cos(p1)−2cos(p2) and λJ(p) = 1
|J| ∑x∈J(1−cos(x · p)) (see (2.22)) are

the Fourier multipliers of −∆ and −∆J , respectively, and Λ∗
N is the Fourier dual lattice of

ΛN . Since 1− e−iy·p = 0 when p = 0, we may ignore tNδ0(p) term. In the limit N → ∞, this
discrete sum converges to the integral

1
4π2

∫
[−π,π]2

d p |1− e−iy·p|2|1− sc
0γλ (p)|2 lim

m2↓0

( (λJ(p)+m2)−1 − γ

1+ sc
0λ (p)((λJ(p)+m2)−1 − γ)

)
.

(9.91)

From this representation, as ∥y∥2 → ∞,

( fy,CZ2,β fy) =C1(β )+
1

1+ v−2
J s

(
fy,(−∆)−1 fy

)
+O(∥y∥−2

2 )

=C2(J,β )+
βeff(J,β )/β

π
log∥y∥2 +O(∥y∥−2

2 ) (9.92)

for some C1(β ),C2(J,β ) ∈ R, and we have used that βeff(J,β )/β = 1
1+v−2

J sc
0

(recall (7.4)).
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Proof of Lemma 1.2.8. Suppose supp(f1)⊂ [−R,R]2 ∩Z2 and ∑x f1(x) = 0, then there exist
a : [−R,R]2∩Z2 →R such that f1 = ∇e1a = ∑x a(x)(δx+e1 −δx)—a(x) =−∑n⩾0 f1(x−ne1)

would suffice. The same remark applies for f2, thus proving Lemma 1.2.8 is actually
equivalent to showing

(δy+e1 −δy,Cβ (δe1 −δ0)) = ∇
−e1∇

e1Cβ (0,y) = O(∥y∥−2
2 ). (9.93)

As in the proof of Lemma 1.2.3 above, (δy+e1 −δy,Cβ ,ΛN (δe1 −δ0)) converges as N → ∞ to

1
4π2

∫
[−π,π]2

d pe−iy·p|1− e−ip1|2|1− sc
0γλ (p)|2 lim

m2↓0

( (λ (p)/4+m2)−1 − γ

1+ sc
0λ (p)((λ (p)/4+m2)−1 − γ)

)
.

(9.94)

(λJ is replace by λ/4 because J = Jnn, and 1/4 accounts for the normalising factor.) Since
the integrand is smooth away from the singularity, as ∥y∥2 → ∞, the integral is asymptotically
equivalent to the integral of the singular part,

∼ 1
4π2(1+ sc

0/4)

∫
[−π,π]2

d pe−iy·p|1− e−ip1|2λ (p)−1 +O(∥y∥−10
2 )

=
1

1+ sc
0/4

∇
(e1,−e1)(−∆Z2)−1(0,y)+O(∥y∥−10

2 ) (9.95)

where (−∆Z2)−1 is the lattice Green’s function of the usual Laplacian and 10 is an arbitrary
large number. Thus it is bounded by O(∥y∥−2

2 ).

9.3.3 Infinite volume limit

Based on the RG analysis, we can show that

FN,m2 [f](ω) =
E(ω)

[
Z0

0(φ
(m2)+ γωf)

]
E
[
Z0

0(φ
(m2))

] (9.96)

exhibits a well-defined limit as m2 ↓ 0 and N → ∞ described in terms of the RG coordinates,
where φ (m2) ∼ N (0,C̃(s)+ tN(m2)QN) (see Proposition 6.1.1).
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Proposition 9.3.4. Let f be as in (A′
f ). Under the assumptions of Proposition 8.1.1, if

ω ∈ Dhω
, then

FN,m2[f]
N→∞−−−→ exp

( ∞

∑
j=1

∑
B∈B j((P

j
y⃗ )

∗)

g j(B;ω)[f]
)

uniformly in m2 ∈ (0,1]. (9.97)

Proof. By Proposition 8.1.1,

ZN(ϕ
′;ω) = e−EΛN

N |ΛN | exp
( N

∑
j=1

∑
B∈B j((P

j
y⃗ )

∗)

gΛN
j [f](B;ω)

)
×
(
eUΛN

N (ΛN ,ϕ
′+ωuN)+KΛN

N (ΛN ,ϕ
′;ω)

)
(9.98)

with uN = Γ
ΛN
N f, and satisfy estimates

∥gΛN
N ∥hω ,T , ∥UΛN

N ∥N , ∥KΛN
N ∥N ⩽Ce−

1
4 γβ L−αN . (9.99)

Also by Lemma 4.1.4,

eUΛN
N (ΛN ,ϕ

′+ωuN)+KΛN
N (ΛN ,ϕ

′;ω) = eUΛN
N (ΛN ,ϕ

′)+(KΛN
N )†(ΛN ,ϕ

′;ω) (9.100)

with ∥∥(KΛN
N )†(ΛN ,ϕ

′)
∥∥

ΩK
N,†

⩽C′e−
1
4 γβ L−αNGN(ΛN ,ϕ

′). (9.101)

Finally, we commence the integral in ϕ ′ ∼ N (0, tNQN). Observe that, if we take Y ∼
N (0, tNL−N), then Y 1 has the same distribution as ϕ ′ (where 1 is the constant field taking
value 1) so GN(ΛN ,ϕ

′)≡ 1 almost surely. Also |∇ϕ ′|2 = 0 almost surely, so |UΛN
N (ΛN ,ϕ

′)|⩽
∥UΛN

N ∥
ΩU

N
. Therefore

Eϕ ′[
ZN(ϕ

′;ω)
]
= e−EΛN

N |ΛN | exp
( N

∑
j=1

∑
B∈B j((P

j
y )∗)

gΛN
j [f](B;ω)

)(
1+O(L−αN)

)
. (9.102)

Since gΛN
j is independent of ΛN for N > max{ j, j0y +2}, the convergence (9.97) holds by

(9.99) and estimates

∥g j(B)∥hω ,T ⩽Ce−
1
4 γβ L−α j, B ∈ B j. (9.103)
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The convergence is uniform in m2 because the convergence rate only depends on O(L−αN)

and the bound on gΛN
N [f](B;ω), which are independent of m2 > 0.

In this proposition, the finite volume function was computed only to justify that the
infinite volume limit exists, but we can also record the finite volume result as a by-product.
In what follows, we use the notation

g j[f](Z2;ω) := ∑
B∈B j((P

j
y⃗ )

∗)

g j[f](B;ω) (9.104)

although g j(B;ω)[f] is actually defined on ΛN .

Corollary 9.3.5. Fix R > 0 and let ω ∈ Dhω
. Then for sufficiently large L (depending on R)

and N, and under the same assumptions as in Proposition 9.3.4 but f satisfying (A f ),

lim
m2↓0

FN,m2[f] = e∑
∞
j=1 g j[f](Z2;ω)(1+ ψ̃N [f](ω)

)
(9.105)

where ψ̃N(ω) is an analytic function of ω ∈ Dhω
and ∥ψ̃N(ω)∥hω ,T = O(L−αN).

Proof. By Proposition 6.1.1, FN,m2 admits a limit as m2 ↓ 0 when f satisfies (A f ) and the
limit is an analytic function. It follows from the uniformity of (9.102) in m2 and definition of
FN,m2 that

1+ ψ̃N(ω) := e−∑
∞
j=1 g j(Z2;ω) lim

m2↓0
FN,m2[f] (9.106)

satisfies

1+ ψ̃N(ω) = e−∑ j>N g j(Z2;ω) lim
m2↓0

E
[
eUΛN

N (ΛN ,Y 1)+(KΛN
N )†(ΛN ,Y 1;ω)

]
= 1+O(L−αN)

(9.107)

with Y ∼ N (0, tN(m2)L−N). It also satisfies ∥ψ̃N(ω)∥hω ,T = O(L−αN) as

∥ ∑
j>N

g j(Z2;ω)∥hω ,T ⩽ O(L−αN) (9.108)

∥E[(KΛN
N )†(ΛN ,Y 1;ω)]∥hω ,T ⩽C∥(KΛN

N )†(ΛN)∥ΩK
N,†

(9.109)

for any n ⩾ 0. Thus we have (9.105).



9.3 Multi-point functions 221

9.3.4 One and multi-point energies

Due to Corollary 9.3.5, the proof of Proposition 9.3.3 is complete once we show that the sum

∑ j g j[f](Z2;ω) is not subject to a bias due to the multi-scale grid structure. In this section,
we will see that this is the case, using translation invariance of FN,m2[f].

One-point energy

For any j ⩾ 1 and α ∈ {1, · · · ,n}, we have

∑
B∈B j((P

j
y⃗ )

∗)

g j(B;ω)[Tyα
fα ] = ∑

B∈B j((Q
j
yα )

∗)

g j(B;ω)[Tyα
fα ]. (9.110)

Hence, by (9.97), this implies

exp
( ∞

∑
j=1

∑
B∈B j((Q

j
yα )

∗)

g j(B;ω)[Tyα
fα ]
)
= lim

N→∞
FN,m2[Tyα

fα ] uniformly in m2 > 0.

(9.111)

Also, if f= fα with yα = 0, the same principles give

exp
(

∑
j⩾1

∑
B∈B j((Q

j
0)

∗)

g j(B;ω)[fα ]
)
= lim

N→∞
FN,m2[fα ] uniformly in m2 > 0. (9.112)

But since FN,m2[Tyfα ] is independent of y by definition, we also see that the expression on the
left side of (9.111),

exp
( ∞

∑
j=1

∑
B∈B j((Q

j
y)∗)

g j(B;ω)[Tyfα ]
)
= exp

(
∑
j⩾1

g j(Z2;ω)[Tyf2]
)

(9.113)

should also be independent of y, i.e.,

∑
j⩾1

g j(Z2;ω)[Tyf2] = ∑
j⩾1

∑
B∈B j((Q

j
0)

∗)

g j(B;ω)[f2]. (9.114)

In summary, we have the following.
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Proposition 9.3.6. Let ω ∈ Dhω
and β > 0 be sufficiently large and f = ∑

n
a=1 fa be as in

(A f ). Define the infinite-volume one-point energy of fα by

g̃∞[fα ](ω) = ∑
j⩾1

g j[fα ](Z2;ω). (9.115)

Then g̃∞[fα ](ω) = ∑ j⩾1 g j[Tyfα ](Z2;ω) for any y. This series converges absolutely with rate

∥∥∥g̃∞[fα ](ω)−
m

∑
j=1

g j[Tyfα ](Z2;ω)
∥∥∥

hω ,T
⩽CL−αm (9.116)

with rate uniform on y ∈ Z2, and g̃∞[fα ](ω) is analytic on Dhω
.

Proof. The first part follows from the discussion above. Also the second part is a consequence
of the estimate of (8.4) and recalling that any uniform limit of analytic functions is also an
analytic function.

Multi-point energy

The multi-point energy is defined to be the free energy in scales after j⃗y. But for doing so,
we will have to make sure that the free energy before the scale j⃗y can be expressed as sum of
the one-point energies.

Lemma 9.3.7. Let j ⩽ j⃗y −1 and f= ∑
n
α=1 Tyα

fα be as in (A f ). Then g j[f](B) = g j[fα ](B)
for B ∈ B j−1((Q

j−1
yα

)∗).

Proof. These follow from the ‘local dependence’ of the RG flow as in the proof of Proposi-
tion 7.4.2. For the proof, we make the dependence on f explicit by putting them inside [·].
We assume, as an induction hypothesis, that

K j′(X)[f] = K j′(X)[fα ]

for any X ∈ P j′, X ∩ (Q
j⃗y−1
ya )∗ = /0, a ̸= α, j′ < j0y −1.

(9.117)

We have X∗∩ supp(Tyau j,a) = /0 for any such X , so this would imply K†
j′(X)[f] = K†

j′(X)[fα ].

Also, by definition of j⃗y, saying j′ < j⃗y −1 would mean (Q j′+1
yα

)∗∗∩ (Q
j⃗y−1
ya )∗ = /0 for each

a ̸= α , so g j′+1[f](B) = g j′+1[fα ](B) for any B ∈ B j′+1((Q
j′+1
yα

)∗∗) by the definition of g j′+1.
If we also had j′ < j0y −1, Y ∈ P j′+1, and Y ∩ (Q j′+1

ya )∗ = /0 for each a ̸= α , since K j′+1(Y )
only depends on f via u j+1|Y ∗ , (g j′+1(B))B∈(B j′+1

yα )∗
and (K†

j′(X
′) : X ′ ∈P j′(X∗),X ∈P j′(Y )),

the induction proceeds. The conclusion was also obtained in the course of the induction
argument.
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As we have claimed, this lemma implies that the free energy before scale j⃗y is just the
sum of two one-point energies.

Corollary 9.3.8. If j < j⃗y, then

g j[
n

∑
α=1

Tyα
fα ](Z2;ω) =

n

∑
α=1

g j[Tyα
fα ](Z2;ω) (9.118)

Thus we can see that the multi-point energy, defined in the following lemma, has dimin-
ishing contribution in the limit d⃗y → ∞.

Lemma 9.3.9. Let ω ∈ Dhω
and β > 0 be sufficiently large. Define

g̃(2)∞ [⃗y, f1, · · · , fn](ω) =
∞

∑
j=1

g j[f](Z2;ω)−
n

∑
α=1

g̃∞[fα ](ω). (9.119)

Then g̃(2)∞ [⃗y, f1, · · · , fn](ω) is analytic in Dhω
∋ ω and satisfies the bound∥∥g̃(2)∞ [⃗y, f1, · · · , fn](·)
∥∥

hω ,T
= O

(
d−α

y⃗

)
. (9.120)

Proof. By Corollary 9.3.8 and Proposition 9.3.6 we have

g̃(2)∞ [⃗y, f1, · · · , fn](ω) =
∞

∑
j= j⃗y

(
g j[f](Z2;ω)−∑

n
α=1g j[Tyα

fα ](Z2;ω)
)
. (9.121)

Hence by (8.4), the norm on g̃(2)∞ is bounded by O(L−α j⃗y). But since L− j⃗y = O(d−1
y⃗ ), we

have the desired conclusion.

Thus we are equipped with all components required to prove Proposition 9.3.3.

Proof of Proposition 9.3.3. Our aim is to rewrite the limit limm2↓0 FN,m2 [f]. By Corollary 9.3.5,
Proposition 9.3.6 and Lemma 9.3.9,

lim
m2↓0

FN,m2[f] = e∑
n
α=1 g̃∞[fα ]+g̃(2)∞ [⃗y,f1,··· ,fn])(1+ ψ̃N). (9.122)

and the required properties also follow from the same references.





References

[1] Adams, S., Buchholz, S., Kotecký, R., and Müller, S. (2019). Cauchy-Born Rule from
Microscopic Models with Non-convex Potentials. Preprint, arXiv:1910.13564.
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