
Control of magnetization-reversal processes via uniaxial anisotropy strength in 

La0.67Sr0.33MnO3 electrodes for spintronic devices  

 

L. C. Phillips1,2,*, W. Yan1, X. Moya1,3, M. Ghidini1,4, F. Maccherozzi5, S. S. Dhesi5 and 

N. D. Mathur1,† 

1Department of Materials Science, University of Cambridge, Cambridge, CB3 0FS, UK. 

2Unité Mixte de Physique CNRS/Thales, 1 av. Fresnel, 91767 Palaiseau, France. 

3Facultat de Física, Departament d’Estructura i Constituents de la Matèria, Universitat 

de Barcelona, Martí i Franquès 1, E-08028 Barcelona, Catalonia, Spain. 

4DiFeST, University of Parma, viale G.P. Usberti 7/A, 43124 Parma, Italy. 

5Diamond Light Source, Chilton, Didcot, Oxfordshire, OX11 0DE, UK. 

*e-mail: lee.phillips@cantab.net, †e-mail: ndm12@cam.ac.uk 

 

Spintronic device performance depends critically on magnetization-reversal 

processes, but these are rarely imaged in order to verify correct operation. 

Here we use magnetometry and magnetic imaging to study thin films and 

patterned elements of highly spin-polarized La0.67Sr0.33MnO3, grown 

epitaxially on NdGaO3 substrates whose crystallographic orientation 

determines magnetic anisotropy strength. Small anisotropy yields gradual 

magnetization reversal via nucleation and propagation of small needle 

domains, whereas large anisotropy yields a single nucleation event resulting 

in sharp and complete magnetization reversal. These observed differences are 

explained using micromagnetic simulations, and exploited in order to 

quantify the effect of La0.67Sr0.33MnO3 electrode behaviour on spin signals 

from hypothetical devices. Our work therefore highlights the dramatic 

discrepancies that can arise between the design and performance of spintronic 

devices. 

 



Spintronic devices represent key building blocks in future circuits designed to perform 

reconfigurable digital logic and binary information storage. These devices exploit the 

flow of spin-polarized electrical currents that are typically generated inside electrodes 

made from ferromagnetic metals or ferromagnetic metallic oxides1. The archetypal 

spintronic device displays two states of electrical resistance that are associated with 

parallel (P) and antiparallel (AP) configurations of two magnetic electrodes separated by 

a non-magnetic material, namely a conducting channel (spin valve) or an ultra-thin 

insulating barrier (magnetic tunnel junction). To interconvert between fully P and AP 

states requires complete magnetization reversal, most usefully in a repeatable manner 

with sharp switching. In principle, one could employ nanoscale patterned elements in 

which single magnetic domains switch sharply by coherent rotation or curling2,3. 

However, existing devices are fabricated on longer lengthscales such that magnetization 

reversal is prone to proceed in a gradual manner via domain nucleation and growth4. As a 

result, existing spin-valve prototypes are liable to exhibit gradual changes of resistance 

associated with complex magnetic domain configurations in which fully P and AP states 

are likely not developed5,6. This gradual switching is desirable for spintronic devices such 

as magnetic-field sensors, memristors or artificial neurons7,8, but not spin valves. There is 

thus a pressing need to understand the rarely studied magnetization-reversal processes in 

patterned electrodes.  

 

Ideally, spintronic studies would include experimental observations of electrode 

magnetization-reversal processes, which cannot be reliably inferred from literature on 

unpatterned films or patterned elements9-11 because of great sensitivity to composition, 

size, shape and microstructure. Here we study magnetization reversal in highly 

spin-polarized12 La0.67Sr0.33MnO3 (LSMO) by fabricating epitaxial thin films, patterned 

elements and ultimately spintronic electrodes. We have chosen this material because it is 

commonly employed in testbed electrodes, e.g. for vertical spin transport through oxide 

tunnel barriers13,14 and organic layers15, and for lateral spin transport through carbon 

nanotubes16. Magnetization reversal in LSMO electrodes has not been investigated, and 

just as for other materials, it cannot be inferred from micromagnetic studies of 



unpatterned films17-23 or patterned elements24-26. This hole in the literature is surprising 

given the extensive work on LSMO during the last two decades. 

 

Our strategy is to exploit the response of LSMO films to epitaxial strain27-30 in order to 

tailor the strength of the uniaxial in-plane magnetic anisotropy that arises in films grown 

on NdGaO3 (NGO) substrates in two crystallographic orientations. We image patterned 

LSMO elements and electrodes using photoelectron emission microscopy (PEEM) with 

magnetic contrast from x-ray magnetic circular dichroism (XMCD). Films with small 

anisotropy exhibit gradual magnetization reversal via nucleation and propagation of small 

needle domains, i.e. “memristive” switching compatible with multiple resistance levels in 

spintronic memristors7,8. Films with large anisotropy exhibit sharp and complete 

magnetization reversal following a single nucleation event, i.e. binary switching. This 

result is valid down to our smallest ~2 m-wide feature. We subsequently employ 

micromagnetic simulations, first to investigate the structure and energetics of a single 

domain wall (DW) in each type of film, and then to confirm that the strength of the 

uniaxial in-plane magnetic anisotropy determines whether one observes gradual reversal 

processes limited by DW propagation, or sharp reversal processes limited by domain 

nucleation. Finally, to show how imaging is essential in order to avoid discrepancies 

between the design and performance of spintronic devices, we demonstrate the dramatic 

effect of gradual switching on the performance of hypothetical devices by using a parallel 

resistor model to describe LSMO electrodes connected by non-magnetic materials with 

no spin relaxation, i.e. “perfect” channels. 

 

LSMO films indexed as pseudocubic (pc) were grown in the (001) and (011) orientations 

on, respectively, the (001) and (100) surfaces of NGO substrates indexed as orthorhombic 

(see Methods). Both LSMO (001) on NGO (001), and LSMO (011) on NGO (100), 

experience similar in-plane distortions, with compressive strain along one principal axis 

and tensile strain along the other [-1.11% and +0.16% for LSMO (001), -0.70% and 

+0.16% for LSMO (011)]30. Our films show atomically flat terraces, coherent strain 

(Supplementary Fig. S1), and strong ferromagnetism with similar values of saturation 

magnetization Ms ~ 450-500 emu cm-3 at our 150 K measurement temperature 



[Fig. 1(a,b)]. As expected30, film magnetization M lies in-plane due to the large 

demagnetizing factor associated with the out-of-plane direction. 

 

Fig. 1(a,b) shows that the in-plane magnetic hard axes lay along [100]NGO and [001]NGO 

for LSMO (001) and LSMO (011), respectively (easy-axis data appear later in Fig. 2). 

We will assume that coherent in-plane rotation31,32 for these hard-axis directions is 

governed by two competing anisotropies. First, negative cubic magnetocrystalline 

anisotropy K1 < 0 [Fig. 1(c)] projects on to the two film planes as shown in Fig. 1(d,e). 

Second, stress-induced uniaxial anisotropy Ka renders the in-plane [010]NGO direction 

easy for each type of film. The resulting anisotropy energy density is given by: 
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where α, β and γ are the direction cosines of M with respect to the pseudocubic unit cell 

of the film, and θ is the angle between M and the stress-induced in-plane easy axis. Using 

our previously reported method (where we combined uniaxial and biaxial anisotropy 

without the generality expressed in Eq. 1)29, we fitted hard-axis in-plane measurements of 

magnetization M versus field H [Fig. 1(a,b)] in order to estimate values of K1 and Ka 

(Table 1). For both films, the magnetoelastic anisotropy (Ka) dominates the 

magnetocrystalline anisotropy (K1) to yield a single easy axis [Fig. 1(f,g)]. However, the 

value of Ka for LSMO (011) is around five times larger than the corresponding value for 

LSMO (001), even though the in-plane strains are similar. Therefore the magnetoelastic 

response of LSMO is strongly anisotropic, primarily reflecting the effect of 

asymmetrically distorted MnO6 octahedra on spin-orbit coupling at the manganese sites33. 

 

The two different substrate orientations also yield very different easy-axis 

magnetization-reversal processes, with gradual switching for LSMO (001) and sharp 

switching for LSMO (011) (Fig. 2). Major loops (blue traces, Fig. 2) show that the 

coercive field is lower for LSMO (011) than LSMO (001) even though the former 

possesses the higher anisotropy. We also present minor loops obtained after 

demagnetization to achieve a multi-domain state (red traces, Fig. 2). This is because 

minor loops can reveal the coercivity mechanism, e.g. in bulk hard magnets34. Here we 

explore whether the major-loop coercive field 
major

cH  is determined by domain nucleation 



at nucleation field Hn or the unpinning of pre-existing DWs at propagation field Hp. For 

LSMO (001), the presence of pre-nucleated domains during minor loops does not reduce 

the switching field with respect to the major loop, and therefore magnetization reversal is 

not limited by domain nucleation but instead DW pinning [|Hp| ~ | major

cH |, Fig. 2(a)]. For 

LSMO (011), the presence of pre-nucleated domains during minor loops reduces the 

switching field with respect to the major loop, and therefore magnetization reversal in the 

major loop is limited by domain nucleation rather than DW pinning [|Hp| < | major

cH |, 

Fig. 2(b)]. This absence of DW pinning in LSMO (011) is consistent with the absence of 

multi-domain states in minor loops that are essentially saturated when not switching. By 

contrast, a wide range of multi-domain states can be stabilized in LSMO (001), but the 

fully saturated state relaxes at remanence even in the major loop [Fig. 2(a)]. The order-of-

magnitude discrepancy in propagation field for the two substrate orientations evidences a 

difference in pinning strengths that could arise intrinsically due to different rhombohedral 

distortions35,36, or extrinsically due to microstructural differences that lie beyond our 

resolution. 

 

In order to build on the above investigation of magnetic switching in LSMO films at 

150 K, we studied large patterned elements at the same temperature. Pulsed easy-axis 

fields of magnitude Hpulse and duration 1 s were applied in order to progressively induce 

(minor-loop) switching that was monitored between pulses by collecting XMCD-PEEM 

images at magnetic remanence. First we studied well-separated and therefore 

non-interacting dots, then we studied electrodes whose putative spintronic device 

performance is investigated later in this paper. In both cases, we will see that our 

microscopic observations are consistent with our macroscopic data for unpatterned films 

(Fig. 2). Our study of remanent states is desirable in the context of achieving non-volatile 

P and AP configurations, but the effect of returning from Hpulse to remanence is likely to 

be negligible as the corresponding minor loop trajectories are very flat (Fig. 2). 

 

For 5 μm  5 μm LSMO (011) dots with a 10 μm nearest-neighbour separation that 

precludes dipolar coupling9, PEEM with chemical contrast from x-ray absorption 

spectroscopy (XAS) confirmed dot definition [Fig. 3(a)], and PEEM with magnetic 



contrast from XMCD confirmed an initial arrangement of AP domains [Fig. 3(b)]. For 

both types of substrate, the initial application of Hpulse = -255 Oe was seen to saturate the 

remanent magnetization of each dot [Fig. 3(c,d)]. For each LSMO (001) dot [Fig. 3(c)], a 

subsequent increase in positive values of Hpulse initially produced remanent states with 

reverse domains on opposite sides, possibly due to edge relaxation of the large -1.11% 

compressive strain30 along [100]NGO. Further processes within each dot ultimately led to 

complete magnetization reversal. 

 

For each LSMO (011) dot [Fig. 3(d)], we saw no evidence of intermediate states, with 

magnetization reversal occurring at reproducible fields showing a dot-to-dot variation of 

25 Oe < |Hpulse| < 50 Oe, likely due to discrepancies in perimeter roughness. Therefore 

adjacent dots patterned from LSMO (011) can adopt the P and AP configuration at 

remanence, consistent with the square loop of Fig. 2(b). By contrast, the P and AP 

configuration appears to be inaccessible for LSMO (001) dots, consistent with the 

sheared loop of Fig. 2(a). 

 

We make two notes regarding the experiments of Fig. 3. First, absolute XMCD 

asymmetry values are lower for the LSMO (001) surface [Fig. 3(c)] than the LSMO (011) 

surface [Fig. 3(d)]. This discrepancy is probably due to reduced magnetization38 and 

altered Mn valence39 within the ~5 nm electron escape depth of PEEM, and it is 

consistent with the small difference in bulk saturation magnetization37 [Fig. 1(a,b)]. 

Second, imperfect lithography has significantly rounded the corners of our LSMO (011) 

dots, but single-domain switching is nevertheless achieved. Therefore this rounding may 

be ignored here as it has no qualitative influence on the switching process that we 

describe. (The rounding is, however, liable to modify the switching field if it increases 

the demagnetizing field at a given nucleation site9-11.) 

 

Variable-width LSMO (001) electrodes of length 30 µm behave just like the 

corresponding dots [Fig. 3(c)], as similar experiments reveal that magnetization reversal 

proceeds via multi-domain states of magnetization [Fig. 4(a,b)]. From these images, we 

find that the switched fraction shows a hysteretic dependence on Hpulse [Fig. 4(c)]. This 



hysteresis mimics the major-loop hysteresis observed in unpatterned LSMO (001) 

[Fig. 2(a)], with minor differences attributed to shape anisotropy, edge roughness and 

imaging at remanence. We find that reverse domains are created in all four electrodes at 

|Hpulse| ≲ 20 Oe, and we find evidence for an inverse correlation between electrode width 

and switching field that may indicate a propensity for Zeeman-driven domain switching 

to dominate edge pinning in wide electrodes. Although these electrodes do not support an 

AP magnetic configuration at remanence, we see for Hpulse = -68 Oe that 95% of the 

domains in electrode C are AP with respect to 60% of the domains in electrode D 

[Fig. 4(c)]. By contrast, for similar electrodes of LSMO (011), an AP configuration is 

observed at remanence during a minor loop [Fig. 4(d)], as expected given the behaviour 

of the corresponding dots [Fig. 3(d)]. (Arcing during PEEM caused damage visible 

top-left, and precluded the collection of data as a function of Hpulse.) 

 

The sharp switching in our unpatterned [Fig. 2(b)] and patterned [Figs 3(d) & 4(d)] films 

of LSMO (011) arises via the free propagation of DWs after nucleating reverse domains 

by overcoming an energy barrier. This energy barrier to nucleation arises from large 

anisotropy [Fig. 1(g)], according to a simple analytical model2. Following magnetic 

saturation, nucleation at a given site requires the application of a reverse field if the 

effective anisotropy Keff exceeds some threshold value such that: 
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where Nd is the local demagnetizing factor, and Ms is saturation magnetization. (By 

contrast, if Keff does not exceed the threshold value then domains would form before 

reaching zero field.) It is challenging to estimate Nd and Keff because both are local 

properties of the nucleation site, and because Keff is a function of both magnetocrystalline 

and shape anisotropy. Therefore we performed simulations, as described below, in order 

to explore the existence of nucleation barriers. 

 

In order to investigate the link between magnetic anisotropy and micromagnetic structure 

in our patterned films of LSMO (001) and LSMO (011) at 150 K, we performed 

micromagnetic simulations of DWs in zero applied field (Fig. 5) and quasi-static 



magnetic switching (Fig. 6). The zero-field DWs were simulated in rectangular LSMO 

slabs containing a single DW (Fig. 5) (see Methods). These slabs for DW simulations 

were elongated parallel to their easy axes in order to minimise the effect of poles, and do 

not correspond to the spintronic electrodes of Fig. 4 which are elongated perpendicular to 

their easy axes. Substrate orientation was parameterized using the in-plane anisotropy 

constants K1 and Ka deduced earlier, and we investigated the effect of introducing a 

uniaxial out-of-plane anisotropy Kc > 0. Given that we could not measure Kc because of 

the large out-of-plane demagnetizing factor combined with strong substrate 

paramagnetism, we assumed for each substrate orientation a value comparable in 

magnitude with K1 and Ka (Table 1). For simplicity, we have neglected the small 

influence of strain on magnetization and exchange stiffness40,41, and we have neglected 

the influence of inhomogeneous strain associated with edges, defects, and structural 

domains35,36. 

 

Assuming an initial state in which a through-thickness vertical Bloch wall bisects each 

LSMO slab, relaxation to an energy minimum yielded small closure domains for both 

substrate orientations, with and without the additional anisotropy Kc [Fig. 5(a)]. 

(Alternative initial states resulted in essentially the same magnetic structure, but in some 

cases there were Bloch lines42 between wall segments of opposite chirality.) 

Cross-sectional slab views [Fig. 5(b)] reveal that DW structures depend strongly on the 

in-plane anisotropies K1 and Ka associated with LSMO film orientation, but only weakly 

on out-of-plane anisotropy Kc, consistent with literature simulations43 where K1 = Kc = 0. 

For LSMO (001) the DWs are relatively wide (W ~ 90 nm) and possess a vortex-like 

asymmetric Bloch wall structure43-45 with little stray field. For LSMO (011), narrower 

DWs (W ~ 40 nm) possess a symmetric Bloch wall structure43, and all moments in the 

DW lie out-of-plane, resulting in a stray field. 

 

Both types of DW differ from a simple Bloch wall, whose energy would be 2-3 times 

larger. (For an LSMO film of the same thickness t = 68 nm, a simple Bloch wall would 

have energy per unit length eff4 AKt = 144 pJ m-1, where effective 

anisotropy 2

s02
1

eff MK  . As for the simulations, we used saturation magnetization Ms = 



460 kA m-1 and exchange stiffness A = 2.110-12 J m-1. Both were calculated as described 

in Methods, and are consistent with ref. 19.) The DW energy is slightly higher for LSMO 

(011) than LSMO (001) (Table 1), because more surface poles produce more stray and 

demagnetizing field, and because the narrower DW structure results in a higher exchange 

energy. Counterintuitively, the DW anisotropy energy itself is rather insensitive to the 

magnitude of the in-plane anisotropy, as the large in-plane anisotropy of LSMO (011) 

forces the magnetization of the narrow DW to lie out of plane [Fig. 5(b)]. The higher DW 

energy in LSMO (011) that we calculate here should disfavour domain nucleation, 

consistent with the nucleation-limited switching discussed above. 

 

In order to gain more insight into the magnetization-reversal processes observed 

experimentally at remanence, we simulated 1 μm  1 μm LSMO dots in an easy-axis 

magnetic field H that was quasi-statically cycled in 250 Oe (dot size >> DW width is 

sufficient for qualitative comparison with the 5 μm  5 μm dots of Fig. 3). We 

distinguished the two substrate orientations by varying the anisotropy from low [LSMO 

(001)] to high [LSMO (011)] (Fig. 6). We set Kc = 0 given that Kc has little influence on 

domain energetics (Table 1). We have neglected the slightly higher saturation 

magnetization of LSMO (011) [Fig. 1(a,b)] and the larger difference in surface 

magnetization [Fig. 3(c,d)]. This is reasonable given that a larger magnetization implies a 

larger demagnetization energy and therefore a larger tendency for domains to form, 

whilst both our experiments [Fig. 3(c,d)] and simulations (Fig. 6) show that domains 

form readily in LSMO (001) and not LSMO (011). We have also neglected relaxation of 

the small strain at film edges where reverse domains nucleate (this 0.16% strain lies 

perpendicular to the magnetic easy axis for both substrate orientations30). Last, we have 

neglected the existence of pinning centres, which is reasonable here as pinning does not 

influence the ability of our simulations to discriminate whether the onset of switching 

requires field reduction or field reversal. 

 

For the LSMO (001) dot with relatively weak uniaxial anisotropy, reducing H from 

250 Oe initially produces canting and nascent flux-closure structures near each pole [red 

circle, Fig. 6(a)]. Further reducing H towards zero almost completely demagnetizes the 



dot via the development of reverse domains that nucleate from the flux-closure pattern 

[Fig. 6(a,b)]. By contrast, demagnetization in our experiments requires a reverse field Hp 

[Fig. 2(a)] to unpin DWs from imperfections that we do not simulate. Our simulations 

show that the demagnetization process occurs because the reduction of stray and 

demagnetizing field energy exceeds the combined increase in anisotropy energy and 

exchange energy [Fig. 6(c)]. 

  

For the LSMO (011) dot with relatively strong uniaxial anisotropy, reducing H from 

250 Oe initially has little effect on magnetic structure [red circle, Fig. 6(d)]. Further 

reducing H through zero nucleates reverse domains in the canted polar regions while dot 

magnetization remains high [yellow square, Fig. 6(d,e)]. The nucleation field is smaller in 

our experiments due to thermal activation and edge roughness [|Hn| ~ 20 Oe, Fig. 2(b)]. 

Unlike the LSMO (001) dot, the combined increase in anisotropy energy and exchange 

energy during domain-wall nucleation exceeds the reduction of stray and demagnetizing 

field energy [Fig. 6(f)], inhibiting demagnetization until |H| is so large that Zeeman 

energy -0MH drives magnetization reversal. 

 

Our simulations therefore show that magnetic anisotropy strength alone is sufficient to 

discriminate between the experimentally observed magnetization-reversal processes in 

LSMO (011) and LSMO (001). 

 

We will now exploit the above study of magnetic switching in order to predict the 

performance of lateral spin valves in which we imagine our LSMO electrodes to be 

connected by non-magnetic channels. We will assume that no spin relaxation occurs in 

the channel, and that interfacial resistance dominates two-terminal device resistance. In 

practice, suitable channel materials would include carbon nanotubes16 and graphene46. 

 

For homogeneously magnetized LSMO (011) electrodes [Fig. 4(d)], device resistance 

may be described by reducing the drift-diffusion model for spin transport47,48 to four 

resistors that represent the two transport spin states at the two interfaces. Assuming that 

these interfaces have equal area, device resistance in the P and AP configurations (RP and 



RAP) would then differ as described via the following simple expression for 

magnetoresistance MR = )1/(/)( 22

PPAP   RRR , i.e. an expression that represents 

half the MR for a magnetic tunnel junction11 (γ is the interfacial spin polarisation for 

LSMO). 

 

For partially switched LSMO (001) electrodes [Fig. 4(a-c)], the spin-up and spin-down 

transport electrons experience an interfacial resistance that depends on the orientation of 

the interfacial electrode magnetization, necessitating an eight-resistor model [Fig. 7(a)]. 

The resistance of this device is predicted to be: 
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where r   12 *

br  is the interfacial resistance-area product47,48 for transport spins 

parallel (antiparallel) to the the local electrode magnetization such that + and – denote 

majority and minority carriers respectively ( *

br is the spin-averaged resistance). Interface i 

occupies area Ai (i = 1,2), and fraction fi [fraction (fi - 1)] of the underlying domains is 

magnetized in the spin-up [spin-down] direction. 

 

For γ = 0.5, values of ),( 21 ff  for adjacent electrode pairs of area ),( 21 AA  obtained from 

the remanent-field-dependent XMCD-PEEM data [Fig. 4(a-c)] were used to compute 

remanent magnetoresistance RMR =   )0,0()0,0(),( 21P RRffRRR   for gradual 

switching [solid lines, Fig. 7(b)]. The peak values are more than three times less than the 

corresponding RMR values for the fully AP configurations [dashed lines, Fig. 7(b)] in 

LSMO (011) with sharp switching [Fig. 4(d)]. This underlines how complete switching 

between fully P and AP states is important for both large signals and accurate 

determination of spintronic parameters. 

 



Increasing γ towards the more realistic value14 of 0.95 causes a stark divergence between 

the maximum RMR values during gradual switching (RMRpeak) and complete switching 

(RMRAP), i.e. a fall in RMR efficiency  = RMRpeak/RMRAP [Fig. 7(c)]. Therefore 

knowledge of magnetic switching is particularly important in spintronic devices with 

little spin relaxation and highly spin-polarized electrodes, i.e. precisely the conditions 

sought for large spin signals. Thus, as material and interface properties are improved, the 

electrode switching variable can only become more critical. 

 

In summary, we have demonstrated how NGO substrate orientation controls magnetic 

anisotropy and therefore magnetic switching in patterned elements of epitaxial thin-film 

LSMO. Our imaging study shows that films in the (001) orientation on NGO (001) 

exhibit gradual switching via the creation and depinning of many small domains. This 

gradual switching is desirable for memristors or artificial neurons7, 8, but it compromises 

the performance of binary spintronic devices. For example, if the assumption that spin 

valves develop fully P and AP states is not correct, as one may suspect from gradual 

magnetic switching5,6, then the resulting MR would be suppressed, and this would lead to 

underestimates of electrode spin polarisation and channel spin diffusion length. This 

problem could be widespread given that binary spintronic devices are not normally 

subjected to magnetic imaging. 

 

In future, we hope that the approach presented here will benefit performance and analysis 

of various spintronic devices, fabricated from various electrode materials. Controlling the 

switching process by tailoring global anisotropy, as we do here, could also be achieved 

via control of film thickness, chemical composition or microstructural disorder. 

Alternatively, one may locally tailor the magnetic anisotropy by area-selective etching, 

deoxygenation via Joule heating, or ion implantation. This latter strategy would 

immediately render mandatory the magnetic imaging that we argue to be necessary in 

general. 

 



Methods 

Film deposition 

Epitaxial LSMO films were grown by pulsed laser deposition (KrF excimer laser, 

λ = 248 nm) at 1 Hz with laser fluence 2 J cm-2, and spot size (8 ± 1) mm2, in 15 Pa of 

oxygen onto untwinned single crystal NdGaO3 substrates (Crystal GmbH) that were 

pre-heated to 775 °C. The target-substrate distance was 8 cm, and the deposition rate was 

(0.41 ± 0.03) Å pulse-1. Samples were post-annealed in 0.5 bar O2 at 700 °C or 750 °C for 

1 hour. We observed no appreciable change in structural or magnetic properties as a 

function of film thickness, i.e. 26 nm [Fig. 1(a)], 22 nm [Fig. 1(b)], 57 nm [Fig. 2(a)], 

32 nm [Fig. 2(b)], 67 nm [Fig. 3(a,b)], 53 nm [Fig. 3(c)], 61 nm [Fig. 3(d)], 60 nm 

[Fig. 4(a,b)] and 60 nm [Fig. 4(d)]. 

 

Film characterisation 

Films were characterised by atomic force microscopy (AFM) using a Digital Instruments 

Nanoscope III, and by X-ray diffraction (XRD) using a Philips X’Pert GEN 6 high 

resolution diffractometer. All films showed atomically flat terraces, and there was a low 

density <1 µm-2 of small particles with heights <20 nm. XRD -2 scans showed 

coherent strain with Laue fringes in all samples. 

 

Magnetometry 

We used a Princeton Micromag 3900 vibrating sample magnetometer (VSM) with gas-

flow cryostat. The paramagnetism of the NGO substrate was corrected via a linear fit to 

the high-field response such that dM/dH = 0. Vertical offsets were corrected by centring. 

 

Pattern definition 

Electrodes and dots were defined by UV photolithography and Ar+-ion milling with 

0.5 keV ions at (4 ± 1) nm min-1 to a depth of over 100 nm. To avoid charging in PEEM, 

we evaporated ~50 nm of Au onto milled regions prior to lift-off, in order to ensure a 

conducting sample surface. The proximity effect of Au on LSMO48 extends only ~4 nm 

into the film and may be neglected. 

 



XMCD-PEEM imaging 

XMCD-PEEM measurements at ~150 K were performed at Diamond Light Source 

beamline I06 with the X-ray beam at a grazing incidence angle of 16, using an Elmitec 

SPELEEM-III microscope to image the local zero-field magnetization to a probe depth of 

~7 nm and a typical lateral resolution of ~50 nm. After imaging with right (+) and left (-) 

circularly polarized light, we calculated X-ray absorption spectroscopy (XAS)    II  

and XMCD asymmetry      IIII  for each pixel, where the influence of 

inhomogeneous illumination was avoided by evaluating     offoffon IIII , which is the 

relative intensity of secondary-electron emission arising from X-ray absorption on (


onI  at 

639.5 eV) and off (


offI  at 630 eV) the Mn L3 edge. Images for each x-ray energy and 

beam polarization were acquired during 10 s exposure times. Each XMCD-PEEM image 

that we present was constructed via an averaging process based on two such images. 

Pulses of magnetic field were applied along the in-plane easy axis, between 

measurements at magnetic remanence, via a coil on the sample cartridge. 

 

LSMO exchange stiffness 

Exchange stiffness A = JS2/a = 2.110-12 J m-1 was calculated from lattice constant 

a = 3.88 Å, spin S = 1.83 representing a weighted average of S = 2 (Mn3+) and S = 3/2 

(Mn4+), and Heisenberg exchange energy50 J = 3kBTC/2zS(S + 1) with z = 6 nearest 

neighbours, Curie temperature TC = 370 K and Boltzmann constant kB. We did not 

subject A to finite-temperature renormalization51 because film magnetization varies little 

below our 150 K measurement temperature. 

 

Micromagnetic simulations 

We used the OOMMF micromagnetic package52 to simulate isolated LSMO slabs that 

represent patterned epitaxial films. The paramagnetic NGO substrates may be neglected. 

Values for magnetic anisotropy constants (Eq. 1) are listed in Table 1. We represent Ka 

by a negative uniaxial anisotropy along the in-plane hard axis, and Kc by a positive 

uniaxial anisotropy along the out-of-plane direction. All simulations assume local 



moments that correspond to saturation magnetization Ms = 460 kA m-1, exchange 

stiffness A = 2.110-12 J m-1, and a 4 nm mesh that is comparable with exchange length 

2

s0/2 MA  = 4.0 nm. For DW energy simulations (Fig. 5), we used the OOMMF energy 

solver to iteratively find a minimum using the conjugate-gradient method. The criterion 

for convergence is |mHtotm| < 0.1 A m-1, for each moment m that experiences total 

field Htot. DW line energy per unit length was calculated by first evaluating 

  LLELLE  /)()( 0tot0tot
, where Etot(L) is the total energy for an easy-axis line of 

length L, and then subtracting the corresponding expression for a separate simulation with 

no DW (not shown). Here L0 = 2000 nm, and ΔL = 4 nm corresponded to the mesh 

spacing. For simulations of magnetization reversal using the energy solver, we allowed 

100 iterations between 1 Oe field steps. 
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Table 1. Anisotropy constants and energies for DWs in LSMO films on NGO 

substrates. K1 and Ka were obtained from magnetometry (Fig. 1), and we assumed 

similar order-of-magnitude values for Kc ≠ 0. DW energies are normalized by DW length 

not area, as vertical and horizontal projections of DW cross-sectional area are 

comparable. 

 

Table 1 

Sample 

Anisotropy (kJ m-3) Energy (pJ m-1) 

K1 Ka Kc exchange 

stray 

+ 

demag. field 

anisotropy total 

LSMO (001) -2.3 6.5 0 38 2 9 49 

LSMO (001) -2.3 6.5 3 39 2 5 46 

LSMO (011) -13.4 34.2 0 46 12 8 66 

LSMO (011) -13.4 34.2 10 43 14 -2 55 

 



 

Figure 1. Anisotropy of LSMO films at 150 K. Measurements of in-plane hard-axis 

magnetization M versus field H at 150 K, for (a) LSMO (001) on NGO (001) and (b) 

LSMO (011) on NGO (100). Inset: schematic showing the pseudocubic (pc) axes of 

LSMO. (c) 3D polar plot of negative cubic anisotropy on an arbitrary scale, intercepted 

by (001) and (011) planes of LSMO passing through the origin. 2D polar plots of 

negative cubic anisotropy on an arbitrary scale, projected onto (d) (001) and (e) (011) 

planes of LSMO. Fits to th e data in (a,b) yield anisotropy energy constants (Table 1) that 

were used to construct (f,g) 2D polar plots. 

 

Figure 2. Easy-axis switching of LSMO films at 150 K. Major (blue) and minor (red) 

loops of magnetization M versus H, for (a) LSMO (001) and (b) LSMO (011). For minor 

loops, films were demagnetized to create multiple domains before collecting data in an 

oscillating field of increasing amplitude. Minor loops grow while cycling in the sense 

indicated by the red arrows. In (a), values of the resulting propagation field Hp are 

indicated for both major and minor loops. For the major loop in (b), we identify coercive 

field major

cH  with nucleation field Hn. 

 

Figure 3. Visualization of magnetization reversal in square LSMO dots at 150 K. 

PEEM images of virgin LSMO (011) dots, with (a) chemical contrast from XAS at the 

Mn L3 edge, and (b) the corresponding magnetic contrast from XMCD. Zero-field 

XMCD-PEEM images of (c) LSMO (001) dots and (d) LSMO (011) dots, after having 

applied easy-axis fields of Hpulse as indicated. XMCD asymmetry represents projection of 

in-plane surface magnetization onto in-plane projection of grazing-incidence beam 

direction (red arrows). Darkest red contrast depicts magnetization pointing top right, 

darkest blue contrast depicts magnetization pointing bottom left. All data obtained after 

zero-field cooling. All dots 5 μm  5 μm. 

  

Figure 4. Visualization of magnetization reversal in LSMO electrodes at 150 K. (a,b) 

Selected zero-field XMCD-PEEM images of LSMO (001) electrodes A-D, after having 

applied easy-axis fields Hpulse as indicated. (c) The corresponding fraction of switched 



domains in electrodes A-D at remanence versus the last field applied Hpulse (data from 

tracks running off at some angle to remote contact pads are excluded). (d) Zero-field 

XMCD-PEEM image of LSMO (011) electrodes A-D, obtained during a minor loop in 

which field was applied in the direction indicated via Hpulse. XMCD asymmetry 

represents projection of in-plane surface magnetization onto in-plane projection of 

grazing-incidence beam direction (red arrows). Darkest red contrast depicts 

magnetization pointing top right, darkest blue contrast depicts magnetization pointing 

bottom left. All data obtained after zero-field cooling. The main rectangular regions of 

electrodes A-D are 30 m long, and their widths are 10 m, 3 m, 6 m and 2 m 

respectively. 

 

Figure 5. Simulations of domain walls in patterned LSMO films. Simulated 

300 nm × 2000 nm slabs of height 68 nm, with and without out-of-plane film anisotropy 

Kc [3 kJ m-3 for LSMO (001), 10 kJ m-3 for LSMO (011)]. (a) Horizontal cross-sections at 

height 34 nm. (b) Vertical domain-wall cross sections near slab centres. The 

magnetocrystalline easy axis is along the long axis of each LSMO strip, in contrast with 

our experiments on electrodes, in order to simulate the intrinsic behaviour of long DWs. 

Arrows indicate direction of magnetization component in plane of page, shading indicates 

magnitude of magnetization component along page vertical. Arrow shading indicates 

magnitude of magnetization component perpendicular to the viewing plane. 

 

Figure 6. Simulations of magnetization reversal in patterned LSMO films. Simulated 

1000 nm × 1000 nm slabs of height 68 nm, for (a-c) LSMO (001) and (d-f) LSMO (011), 

with out-of-plane anisotropy Kc = 0. (a,d) Horizontal cross-sections at height 34 nm, 

showing early stages of magnetization reversal at fields indicated by coloured symbols 

that appear in (b,e). Arrows indicate direction of magnetization component in the plane of 

the page, shading indicates magnitude of magnetization component along page vertical. 

Arrow shading indicates magnitude of magnetization component perpendicular to the 

viewing plane. (b,e) Plots of normalised magnetization M versus applied field H (Ms is 

saturation magnetization). (c,f) The corresponding variations of stray and demagnetizing 



field energy, exchange energy and anisotropy energy (arbitrary vertical offset introduced 

for clarity, Zeeman energy -0MH omitted for clarity). 

 

Figure 7. Predictions of remanent MR for LSMO electrodes on NGO (001). (a) 

Eight-resistor model for a non-magnetic conducting channel with no spin relaxation 

spanning two electrodes in which domains would preclude a fully AP configuration. 

Heavy arrows indicate incoming transport spins at left, light arrows indicate domain 

magnetizations, and the effective area of each resistor is stated. The low (high) areal 

resistance for majority (minority) electrons tunnelling through each interface is 

represented by green (red) shading. Interface i occupies area Ai (i = 1,2), and fraction fi 

[fraction (1 - fi)] of the underlying domains are magnetized up [down] with respect to a 

direction we have chosen by convention. Inset, top right: schematic indicates these areal 

fractions by lumping domains in the two electrodes (grey) that are spanned by the 

channel (blue). (b) For interfacial spin polarisation γ = 0.5, we plot RMR(Hpulse) (symbols) 

for adjacent electrode pairs that undergo the gradual switching of Fig. 4(a-c). For 

comparison, we plot the expected RMR for electrodes that undergo sharp and complete 

switching (dotted lines). (c) RMR efficiency  versus γ for the same electrode pairs. 

Dotted lines represent the values γ = 0.5 and γ = 0.95 discussed in the text. 



 



 



 



 



 



 



 

 


