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Motivated by the very low diffusivity recently found iab initio simulations of liquid water, we

have studied its dependence with temperature, system size, and duration of the simulations. We use
ab initio molecular dynamicgAIMD ), following the Born—Oppenheimer forces obtained from
density-functional theory(DFT). The linear-scaling capability of our method allows the
consideration of larger system sizes to 128 molecules in this stugyeven if the main emphasis

of this work is in the time scale. We obtain diffusivities that are substantially lower than the
experimental values, in agreement with recent findings using similar methods. A fairly good
agreement wittD(T) experiments is obtained if the simulation temperature is scaled down by
~20%. It is still an open question whether the deviation is due to the limited accuracy of present
density functionals or to quantum fluctuations, but neither technical approximatiass set,
localization for linear scalingnor the system sizédown to 32 moleculgsdeteriorate the DFT
description in an appreciable way. We find that the need for long equilibration times is consequence
of the slow process of rearranging the H-bond netwatleast 20 ps at AIMDs room temperature

The diffusivity is observed to be very directly linked to network imperfection. This link does not
appear an artifact of the simulations, but a genuine property of liquid wate20@ American
Institute of Physics.[DOI: 10.1063/1.1813431

I. INTRODUCTION still unclear’® Empirical simulations including proton quan-
tum effects are again much more feasible.

After ten years of success of density-functional theory  Even if a wide range of empirical potentials exists for
(DFT) basedab initio molecular dynamic¢AIMD ) simula-  pure liquid water, which offer a better description than that
tions of liquid water, including work on structural, dynami- attainable nowadays by DFT, it is extremely important to
cal, chemical, and electronic propertfes recent papefs'®  have a working description of liquid water at the DFT level,
have questioned some of the results of those early studiegot for the study of water itself, but for that of systems in-
showing that, even in the Born—Oppenheimer limit, if theteracting with water. This is important in scientific fields as
simulations are allowed to run longer, the diffusivity dropswide as wet chemistry, biochemistry, geochemistry, and en-
by one order of magnitude and the liquid becomes overvironmental sciences. Empirical potentials do not have
structured. The origin of the discrepancy with enough flexibility and transferability to describe the large
experiments™*3is still unclear. variety of processes happening in wet systems.

There are obvious limitations in the AIMD description of The purpose of this work is to assess the situation re-
liquid water that could account for them, including the in- garding the equilibrium description of DFT water, as well as
ability of present gradient-correct¢@GA) density function-  understand the equilibration process that lurks behind the
als to describe dispersion interactions, or the complete neyroblems in reaching it. We present, in the following, results
glect of quantum fluctuations in the classical treatment off simulations for different sizes, at different temperatures,
nuclear dynamics. The former problem has hardly been adand for relatively long times. Because the long-term aim is
dressed and demands simulations where van der Waals intgfsing DFT water in interaction with other systems, the scal-
actions are explicitly accounted for. The recent DFT proposability of the DFT description becomes crucial. We have thus
als that include these interactidf'r%sare still too demanding used a method based on numerical atomic orbitals of finite
to allow realistic AIMD simulations of this sort. Empirical Support that allows |inear-sca|ing DFT Ca|cu|ati8%jsq and
force fields have an enormous advantage here, since thoggerefore the possibility of much more efficient treatment of
interactions can be reasonably well described with little ef'larger system sizes. The method is validated below for DFT
fort. For the latter problem, the complete quantum mechanitiquid water, including the localization approximations re-
cal treatment of both electronic and ionic degrees of freedor@luired for linear scaling®=%* After the characterization of
is still computationally too costly, and, even though somethe equilibrium properties, we present results on nonequilib-
pioneering studies have recently appedfed their approxi-  rium relaxation processes, which provide insights into why
mations have to be pushed to the limit and their reliability iSthe simulations need longer times, how to look at the DFT
deficiencies, and, more importantly, into the nature of liquid
dE|ectronic mail: mfer01@esc.cam.ac.uk water itself.
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TABLE I. Selected properties of the water monomer and dimer calculated with our method for three different
basis sets. They are compared to results of plane W& 70 Ry energy cutoffand well converged Gaussian
(GTO) calculations, and to experiment. The BLYP functional was used in all the calculatosisinds for
dipole momentE, for binding energy, and BSSE for basis-set superposition error.

Monomer Dimer

Basis ron (A) HOH d (D) roo (A) OHO Ep (eV) BSSE
DZP"® 0.967 104.4 2.13 2.92 175.1 4.76 12%
DzPP?2 0.970 104.2 2.04 2.94 177.1 4.68 20%
DZP"° 0.974 104.0 1.89 2.95 178.1 4.01 30%
PWA 0.973 104.4 1.81 2.95 173.0 4.30 fe
GTC® 0.972 104.5 1.80 2.95 171.6 4.18
Expt. 0.957 104.5 1.84 2.9¢ 174.6¢ 5.44
3Reference 1. YReference 55.
PReference 9. *Reference 56.
‘Reference 54. 'Reference 57.

Il. METHOD stems from their gas-phase character. In the liquid phase

Our simulations are performed using the self-consisten
Kohn—Sham approaéhto density-functional theofy in the
GGA. The BLYP (Refs. 24 and 2bexchange-correlation
functional was chosen following previous studtesyen if
the reported performance for liquid water seems to be quit

#hese long tails become irrelevant given the presence of basis
unctions in neighboring molecules. This effect is quite ap-
parent in the behavior of the dipole moment. Table | shows a
clear tendency of growing overestimation of the dipole mo-
énent with tighter basis functions. However, the 2.04 D value
o : : .~ Obtained for the intermediate basis decreases to 1.74 D if
similar among GGA functionaista more detailed compari calculated with the same basis set, but surrounded by the

son using different functionals will be presented elsewhere . . . .
Core electrons are replaced by BLYP-generated normpasis functions of four neighborin@bsent molecules. The

conserving pseudopotentidi€’ in their fully nonlocal long basis has the additional disadvantage of a large basis set

representatioﬁ‘? Numerical atomic orbital§NAO) of finite superposition erro(BSSB in the hydrogen-bondHB) de-

support are used as basis set, and the calculation of the se __r|pt|0n, vyh|le the short _ba5|s already shows appreciable
iscrepancies that are unlikely to be corrected by the pres-

consistent Hamiltonian and overlap matrices is done usin nce of NAOS in neighboring molecules
the linear-scalingsiEsTA method'®° Integrals beyond two- g 9 '

body are performed in a discretized real-space grid, its ﬁne(-RDllgs) '?g'l.l’ .éhe rtesults fo[j radtlja:) dlstrlbutltc;]n dfunctlons
ness determined by an energy cutoff of 150 Ry. or liquid water as produced by our method are com-

; ; 3
The solution of the eigenvalue problem is performed ei—g\?&eg é\”trhn tfg)ose :; ﬁ::pf”rméﬁgs ari]: thoierof :ren(ile r:t
ther with the linear-scaling solver of Kirat al?! or by di- ethod g _dppneBLE\)(Pen rerr?u r;usrv?n ave yds tanti |
agonalization. The former is more efficient for larger sizes €thod based o » Norm-conserving pseudopotentiais

(due to the cube scaling of the laftebut imposes an addi- and a plane-wavePW) bf_iSis' There are clear discrepar_mies
tional localization approximation on the basis functions forbetvveen the two theoretical methods, our results showing an

the occupied Hilbert spac@?! The effect of this approxima-
tion in our system is assessed below.

The NAO bases were variationally optimized for the wa- a 3' I HI:I f lS’ivnvnll?'lgt:ons ‘
ter moleculé®*° The double¢ polarized (DZP) level was \'52' E
found to offer a good balance between accuracy and effi- W1 E
ciency. For this system it means twe Drbitals, two 2 i . S S S—
shells, and one @ shell for oxygen, and two d orbitals and PiInans || A s nans SARMLAARREBARAS
one 2o shell for hydrogen. Three basis sets were tried at this 8 F 3 ," \ _?'H ]
level, differing in the cutoff radii of the support regions of b? 1IF : A y = 1
their wave functions. These radii are controlled by a single F kg NS
“pressure” parametéf by which tighter orbitals are ob- o 1 2 3 4 5 6
tained with higher pressure. Three pressures were considered “3FECA T 003
(0.0 GPa, 0.2 GPa, and 0.5 GQPand their performance in %22— 3
the description of the water monomer and dimer is shown in o5 1 :
Table I. = : . L %

For the AIMD simulations we opted for the intermediate r &)

basis sef0.2 GPa, even if some numbers in the table are
better reproduced by the |0ng ofe.0 GPa_ On one hand, FIG. 1. Comparison of the H-H, O—H, and O-O radial distribution func-

;L : B u-tions as obtained in this work for 64 moleculésolid line), with plane
the emCIenCy of the calculations rap|dly degrades Wlthwaves(Ref. 9 (dashed line, PW BO stands for plane waves using Born—

Ionger baSiS'funC_tion CUFOH ra_dii- On the other, the imIf)()r'Oppenheimer forcgsand by experimeniRefs. 12, 13 (dot-dashed ling at
tance of long basis-function tails for the monomer and dime temperature of 300 K.
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tion and using the N) solver in a 64-molecule 15 ps simu-
lation. The confinement radius for the localized solution
wave functions is 5.0 A. The ) simulation corresponds to
simulation 6 in Table Il and the diagonalization one to simu-
lation 8. The comparison is very satisfactory, the differences
being substantially smaller than when comparing with ex-
periment. From a practical point of view, the point at which
the linear-scaling solver begins to be of advantage computa-
) g L 'i' L g L1 tionally, for this system and this basis, is around 32 mol-
L B B B ecules. Since the main emphasis here is on long time scales,
the simulations presented below are up to 128 molecules
only. For these sizes, diagonalization is still affordable and is
the method chosen for the simulations below, in our aim to
4 provide here as clean-cut results as possible. It is, however,
r (&) an important consequence of this study, the perspectives
FIG. 2. Comparison of the RDFs obtained with diagonalizatiiid ling ~ OPened by the possibility of using linear scaling for larger
and the @N) solver of Kimet al. (Ref. 21 (dashed lingat a temperature of ~ wet systems.
300 K. We have carried out a series of nine MD simulations of
heavy water with varying size, density, temperature, and
equilibration process. Their details are given in Table II.

overall less structured liquid. Our sllghtly longer O—.O dis- AIMD equilibration is accomplished by means of tempera-
tance along the HB seems to correlate with a shorter intramao-

lecular O—H distancéa weaker HB is expected for a stron- ;[utr.e anneallanvelocgybres;:al_ln% VWIh IL? t.h? actltj?gl ;lmu
ger intramolecular bond ations are performed by straight Verlet's integratromgiven

ur interest in dynamical quantities. In all the simulations

The differences have to be ascribed to incomplete basi%b o S :
oth empirical, see below, arab initio) the time step used

sets, certainly in the NAO side, but also quite likely in the )
PW side. PW cutoffs in the range of 90 Ry or lower, as usedvas 0.5 fs. The observed total-energy drifts corresponded to

in many PW studiega 85 Ry cutoff was used in Ref),%are drifts i'n the sygtem temperature petween 0.26 and 0.36 K/ps.
not extremely converged for GGA norm-conserving oxygenT_he d|fferent(f|n_al) temperatures in Tabl_e Il are the res_ult of
pseudopotentials, but rather represent a sensible compromidiferent relaxation processes, not only in the preparation and
between accuracy and efficiency. Most important, howeverfurther AIMD equilibration, but, most importantly, during
is the fact that both simulations deviate from experiment in &sim itself. Instead of the usual approach of long enough
very similar way, both displaying a clearly over-structured €quilibration times and only monitoring the trajectories once
liquid. This over-structuring trend correlates with the veryWell equilibrated, we chose to explore the long time-scale
low diffusivities found by both methods, as discussed below€quilibration process itself, by monitoring the nonequilib-
The approximations above allow the linear-scaling com-ium part of the simulation, as discussed below.
putation of the Hamiltonian and overlap matrices. THAND The simulations were performed at constant volume
equivalent of the diagonalization demands an additional lo{fixed cell size and shape, under periodic boundary condi-
calization approximation. The @) solver of Kim et al?!  tions). The slight dispersion in the system densities consid-
does it by imposing finite support to the Wannierlike local-ered in the literature suggested the study of the effect of
ized solution wave functions it finds. slight density changegbelow 1% in the dynamical and
Figure 2 tests the effect of the extra localization approxi-structural results for our DFT water. Consistently with ex-
mation by comparing the RDFs obtained using diagonalizapectations(see Ref. 32 for the density dependence of the
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TABLE II. AIMD simulations performed in this workN stands for the number of moleculesfor the box size,
T for final equilibrated temperaturey;,, for the AIMD simulation time after AIMD equilibrations, for the
AIMD equilibration time, “Model” for the model used for preparatiof,,, for the temperature at which the
preparation model had been equilibrated, dndfor the AIMD initial temperature(after the 7., anneal.
Temperatures in K and times in ps.

No. N a(Ah) T Teim Teq Model Tore T;

1 32 9.865 298 20 4 AIMD 315 300
2 32 9.865 315 32 6 SPCIE 300 300
3 32 9.865 325 20 4 AIMD 300 335
4 32 9.865 345 30 4 TIP5P 325 325
5 32 9.890 305 20 4 AIMD 315 300
6 64 12.417 297 15 4 AIMD 320 300
7 64 12.417 326 24 4 SPCIE 315 300
8 64 12.460 303 20 4 AIMD 320 300
9 128 15.710 320 1 3 SPCIE 300 300

Downloaded 19 Apr 2011 to 131.111.163.203. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



J. Chem. Phys., Vol. 121, No. 22, 8 December 2004 First-principles liquid water 11139

25 350

300
T (K)

y————T7—+— I e e B e S N
[ O Exp o 3E H-H — Simulaiond | 3
r @ 128 b?
3O « o 5 £ 4 3
- O 3 E_LZ Ll 1 E
N{ A this work x 0.81 < 1 2 3 4 5
§ a 2r T T T .
7o) L ] u
"= 2| . =~ F 1 ]
e o R ;
n ! -
Q g 0 R ]
o st | 2 1 ]
Ir A ® 7] 0 1 2 3 4 5
[ (? 3: T

[ ® O OF3

il IR ) Q E

0 0 o§ 1F

2

Y Y AT

FIG. 3. Diffusivity vs temperature for this wortcircles, experimentRef. r (A)
11) (squarep TIP5P(Ref. 38 (diamondg, and our AIMD data with a tem-

perature rescaling of 19%iangles. FIG. 4. Comparison of the H-H, O—H, and O—O RDFs as obtained in this

work at 345 K(solid line), and by experimentRefs. 12 and 1Bat 300 K
e . . (dashed ling
diffusivity), we found such effects of marginal importance

for the present study and will not be further discussed here.

Empirical simulations were performed using different clear, however, what kind of agreement one would obtain for
force fields[TIP5P (Ref. 33 and SPC/HRef. 34] in order  other properties, since the local dynamics is controlled by
to prepare reasonably equilibrated starting points for AIMD.atoms moving at velocities corresponding to the actual tem-
All these simulations were performed with tseomacs mp  perature of the simulations.
packag@®3® under constant volume and temperature condi-  Schwegleret al? reported a temperature overestimation
tions using a Berendsen-type thermosfatve equilibrated that required scaling down by 28925% if the simulations
the simulations during 200 ps for 32 and 64 molecules andise the Car—Parrinello schemeslightly larger than our

150 ps for 128 molecules. 19%, but clearly displaying the same trend. The higher dif-
fusivity obtained with our NAOs as compared with PW, cor-

IIl. RESULTS AND DISCUSSION relates with the less structured RDF for the NAOs in Flg 1.
Both discrepancies point to a weaker hydrogen btil) in

A. Temperature dependence the liquid for our description, as discussed in the preceding

In Fig. 3 the temperature dependence of our computeéeCtion-
diffusivity is presented and compared with experimental val- ~ The most important result, however, is that both NAOs
ues at similar and lower temperatufésnd the correspond- and PW disagree with experiment more substantially than
ing values for the TIP5P potenti#l The diffusion coefficient among themselves. This shows that the main problem with

is calculated using the Einstein relation the DFT description of liquid water is not in the technical
approximations used in either method, but in the more fun-
6D = IimE<|ri(t)—ri(0)|2>. (1) damental approximations, namely, the GG@L.YP in this
adt case and/or the neglect of quantum fluctuations.

We experimented with different flavors of GGA, and in
‘general we agree with previous reports in the conclusion that
results for PBERef. 39 do not change the main findings for
BLYP. It is clear that semilocal exchange-correlation func-
tionals like these miss the nonlocal correlation effects that
Eﬁve rise to dispersion forces. However, since the origin of

Equation (1) is evaluated computing the mean square dis
placement(MSD) of the oxygen atoms for multiple initial
configurations equally spaced by 5 fs.

Confirming previous resul®® the figure displays an un-
derestimation of the room-temperature diffusivity of around
one order of magnitude. It can also be seen as an overes
mation of the temperature needed in the simulation to reac
a certain diffusivity. Indeed, the same AIMD diffusivities
plotted against a 19%-scaled-down simulation temperatur
give a quite acceptable agreement with experinfgigngles
in the figurg. The implication is that our AIMD description
overestimates by around 25% the features of the energy lan
scape relevant for diffusion and flow.

One could then perform AIMD simulations at a higher
temperature in order to describe a liquid with a diffusivity _
comparable to room-temperature experiments. In Fig. 4 wg' Size effects
compare the room-temperature experimental RDFs with our ~ System-size effects have been addressed Befousing
corresponding results for a temperature of 348H€ highest mainly empirical potentials, due to the difficulty of studying
considered hepe and the improvement is evident. It is un- larger sizes with AIMD. These studies indicated that size

e discrepancy has not been ascribed to nonlocal effects, we
ecided to try other flavors in the spirit of finding an efficient
approach that works. A detailed study will be presented else-
ﬁlhere, but preliminary results for the variant version of PBE

proposed by Hammest al,*° called RPBE, showed promis-
ingly higher diffusivities 1.4x10 ° cn?/s at 300 K,

vith RDFs very similar to experiment if not under-
structured.
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FIG. 6. Mean square deviatidasF(t) in Eg. (2)] for the oxygen atoms vs
FIG. 5. Comparison of the H—H, O—H, and O—O RDFs obtained using 12€;ime for simulation 2. The plots are computed in 7.5 ps wide windows every

molecules(solid line), 64 (dashed ling 32 (dot-dashed ling and experi- 2.5 ps.
ment(Refs. 12 and 18(dotted line.

problem, or rather a combination of two, both addressed in
effects seemed not to be the problem, but the need for conpis section:(i) there is a long time scale associated to spe-

firmation of this conclusion using AIMD was pointed R Gific relaxation processes ari) it can be difficult to ob-
Not only because of the difference between empirical@nd  gerye them. Starting by the latter, it is customary to obtain
initio forces, but also because empirical MD approaches teng, o diffusivity D as in Eq.(1), from the slope of the function

. - - 76 . -
to impose radial cutoffs to the attractive ® potentials in k(1) defined in the form of an integral of the MSD instead of
order to avoid that an atom interacts with its periodic imagesine MSD itself,

Simulations for the 32-molecule system impose quite a sub- t
stantial and abrupt cut in the interactions, which originates a _ j max 2

e : ' ; F(t)= ri(t—t,)—ri(t dt 2
specific size effect, irrelevant to our problem, and possibly ® 0 (ri(t=t) =r(t)5dt, @

masking the interesting effects. . . .
We have thus carried out simulations with 32, 64, and®Ve" @ time WIndow {n,y, normally the total of the simula-

128 water molecules. A comparison of their RDFs is show tion time. This procedure produces a substantial reduction of

in Fig. 5, where we do not find significant differences berlthe fluctuations allowing a better determination of the re-

. . . . %uired slope. If an equilibration process is still taking place
tween the three sizes, supporting the conclusions of PrEVIOUShd the diffusivity is intrinsically not stabilized yet, instead
studies® Furthermore, even if the 64-molecule and the 128- y y yet,

molecule simulations give slightly higher diffusivities than c.)f a time ev.qut|on. of thqt slopéa bend, still a (roughly)
e > ._ linear curve is obtained with an average slope. It misleads to
the 32-molecule one, it is apparent in Fig. 3 that the size

. ; A a reading of such slope as that of an equilibrated system.
effect produces marginal errors in the diffusivity as com- : . g .
. ) . Instead, we have chosen to consider our simulations in a
pared with the more substantial ones discussed before.

This absence of more substantial size effects could béigzeﬂg‘a 50f gozirffspljrg et::gﬁ Vr\:l?g:vf];;?ﬁz I?r:et:relgz rgl,g
taken as indication that the structure of water is mainly de- g /.o ps, g 9

termined by short range forcghe validity of such conclu- lor to be extracted_fror_n the MSD. gveraged plot. Tré) .
curves are shown in Fig. 6. Obtaining a slope from them is

sion depends on what is understood by “structure.” We have

to keep in mind that in these simulations the density is fixedSt'”.trICky and not dequ of _amblgwu-es, m_cludmg the
X . . . choice of start and end times within the time window for the
to the experimental value. An AIMD simulation of variable

. i : linear fit. We have checked, however, that, if systematic and
cell size(a large system size would be required to reduce the

pressure and volume fluctuationsould give a theoretical carefully done, the variability in the extracted values does

: . . : not affect the results in a substantial way for the purposes of

density that could appreciably differ from the experimental_ - O . . »
. ) this study. This “moving-window” approach allows observ-

one, not least because of the neglect of dispersion forces. . e VA

. : : .. Ing the evolution of the diffusivity with time, and address the

Indeed, we do observe in our simulations an average positive ® ..~ " .

value of 2—4 kiloBars for the simulated pressure. Changes ir(?qumbratlon problem.
b ' 9 In Fig. 7 we show the evolution of the diffusivity and

the density will not show anything of substance in the : : I _
4 . ._relate it to the evolution of the liquid structure, as monitored
nearest-neighbor peaks of the RDFs, since they are mam&

determined by the HBs, but they will affect farther structural y the heights of the f|-rst minimum and of the Secor.“?‘ Maxi-
features. mum of goo(r). The figure shows a clear nonequilibrium

behavior, both in the diffusivity and in the structural charac-
teristics, in a time scale of tens of picoseconds, of the order
20-30 ps. Longer simulations would be needed to be more
It took ten years to find out about the problem of DFT precise. We do not think it is justified at this point to deter-
water discussed above. That fact in itself points to a differenmine the equilibration time more precisely, bearing in mind

C. Equilibration
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and of the second maximum fgipo(r) (), in simulation 2. Calculated in
7.5 ps windows every 2.5 ps.

bration of D to the corresponding value foX(t) is not
that it varies with temperature and possibly with size as We"strlctly instantaneous. This simple interpretation offers fruit-

. 7 ful insights, however, which are explored in the following,

that the “equilibrium” properties obtained in the precedingsDy analyzing the liquid structure in terms of a HB netwbfk.

section, as well as what obtained in preceding stud@esur
knowledge, the longest AIMD runs reported are not longe
than 20-30 ps are not necessarily completely equilibrated The molecules in water bind to each other by hydrogen
(as seen in Fig.)7 and should be taken with caution. History bonds(HBs). Even if the character of this kind of bond is
dependence is thus to be expected in similar AIMD simulastill controversiaf®=#® two important features are clear,
tions, i.e., dependence on the preparation model and initialamely, its strengtlibetween that of a covalent bond and a
temperature. Van der Waals orfé), and its directionality. The chemical
It is tempting at this stage to relate our equilibration timetendency is for each molecule to be surrounded by four oth-
with the one observed by inelastic UV scattefthépr the  ers, donating two HBs and receiving two in a tetrahedral
structural relaxation probed by sound modes in the liquidarrangement. This tendency is perfectly satisfied in the crys-
which, from values lower than 1 ps at room temperaturetalline phases of ice, but the HB network in liquid water at
increases to higher than 20 ps below 250 K. Considering thany given time is imperfect with many four-coordinated mol-
20% down scaling discussed above, our room-temperaturecules(even if the HBs may be stretched or befiiiut some
AIMD relaxation time scale would be consistent with the under-coordinated and over-coordinated ones as well. The
experimentally measured characteristic time 46240 K. If ~ picture is dynamic, with a continuous breaking and forming
that is the case, accurate AIMD simulatiqmsth no need for  of HBs, with an average bond life-time of the order of 1*ps.
temperature rescalifngshould equilibrate in~=1ps. The In this work we describe the HB network mainly by its co-
same would be true for our AIMD &t~ 375 K. ordination defects, namely, the under- and over-coordinated
Figure 7 also shows a clear correlation between diffusivimolecules.
ity and structure, very similar to what observed in equilib- In order to characterize the HB network a criterion must
rium. This correlation is made explicit in Fig. 8, where the be adopted to decide whether two molecules are bonded or
nonequilibrium behavior for the relaxation shown in Fig. 7 isnot. The usual criterion relies on two aspec¢isan oxygen-
compared with the equilibrium plot @ versus the height of oxygen distance smaller than some cutoff value,
the second maximum @foo(r), as obtained in all the equili- normally*®4°the minimum after the first peak igoo(r) and
brated simulations with 32 molecules. (ii) a HB angle larger than an arbitrary minimum value. Fol-
This graph has interesting implications. The long equili-lowing Refs. 48 and 49 we adopted a minimum angle of
bration time scale seems to be related to finding the equilib145°. For the characterization of network defects, we have
rium for some structural characteristic but the diffusivity — also resorted to a temporal criterion for the definition of a
seems to equilibrate on a much shorter time scale to thelB, since fluctuations of distances or angles close to the
instantaneous state of suh This situation could be inter- critical values would otherwise appear as short-lived coordi-
preted in terms of two time scales, one long, in whiXh nation defects, masking the defect statistics we want to
evolves toward equilibrium, and a shorter one within whichmonitor. Keeping track of HBs with lifetimes longer than
everything else happens, including diffusion. typical vibrational or librational periods is enough for the
Of course, this is an idealization, as is most clearly seempurpose(we used a threshold of 250 fs, as defined by the
in the third point of Fig. a), that corresponds to the highest cage effec®).
open square in Fig. 8. This and the other smaller deviations Figure 9 shows the equilibrium distribution of molecules
from the equilibrium curve in Fig. 8 indicate that the equili- with different coordinations. Since there are no direct experi-

P. Hydrogen-bond network

Downloaded 19 Apr 2011 to 131.111.163.203. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions



11142 J. Chem. Phys., Vol. 121, No. 22, 8 December 2004 M. V. Fernandez-Serra and E. Artacho

80 T —T—T 7 B e
@—@ SIESTAT-30K g (a) 3
o Q10 -
B-8 TIPP T=300K & 10F 3
@—® SESTAT=345K s F 3
-8 TPSP T=275K L S ]
60 5 Ll 11 1
R AR B B S
§30:— (b)—:
° F M.\x.—.. E
s F 3
25F 3
® :. .I....I....I....I....I....:
ARRREREEEE RS T
gso;- (c)-;
+ f 3
L - —
§f(5)-"" [N T R R
L Op e e
§ g )
b .*.*K./H—O—O E
e ® F ]
coordination U IR PR T B
0 5 10 15 20 25 30
FIG. 9. Distribution of molecules with different coordinations. AIMD re- t(ps)
sults (circles are compared with results for the TIPSP potentRéf. 33
(squares Comparison for the same temperat®90 K for both is pre-  FIG. 10. Evolution of the proportion of molecules coordinated by ta
sented, as well as for 20% rescaled temperat(®@s K for TIP5P and 345  three(b), four (), and five(d) molecules. Averages done in 7.5 ps windows
K for AIMD; these are the ones practically superimposed every 2.5 pgsimulation 2.

mental results to compare to, comparison is presented witpiJral compongr_lt of motion in supgrcqoled water was assocl-
ted to transitions between basins in the potential energy

the results of the TIP5P force field. Note the asymmetry oila q Th i i th h ch in th
the distribution, everything happening between the ideal co2ndscape. These transilions occur through changes in the

ordination and under-coordination. Notice, however, that im_local structure of the HB network. . o .
Remarkably, the curve traced by a simulation in the dif-

posing a threshold lifetime in our HB definition biases the, .. L . )
distribution toward lower coordination@ longer minimum fusivity versus under-coordination plane is quite close and
parallel to the equilibrium curve, obtained from joining the

lifetime implies less HB qualifying as such, and thus the™" 7 ™" _ ) ) . .
molecules are less coordinajedNevertheless, we have equilibrium points for the different simulations at different
' temperatures, as shown in Fig. 12. It is as if the diffusivity

checked the variation of the distributions with different life- iIv determined by the state of th work. th
time thresholds, finding that the overall shape is robustVE'® mainly determined by the state of Ine network, the ac-

maintaining the observed asymmetry. First, same temper&yal temperature becoming secondary. It is important to note

tures are compared, both AIMD and TIP5P at 300 K, show-2S well that the state of the network is not completely char-

ing a very important difference with AIMD displaying less acterized by just the concentration of coordination defects.
than 30% defects while TIP5P shows 70%. Then the AIMDThe spatial distribution of such defects will also be relevant.
at 345 K is compared with TIP5P at 275 K-@0%), where ThlsTvr;nII be Ie>t<'plorefdthelstewhere.t | the simulati .

both distributions are, quite remarkably, hardly distinguish- e evolution o In€ temperature along the simulations 1S
able. consistent with the picture. When, for an initial temperature,

Figure 10 shows the evolution of the concentrations 01Ihe network is under-structured, the evolution toward more

molecules with different coordinations. For consistency Westructunng(as in Fig.  is accompanied by increasing tem-

have used the same moving-window approach as before. Trpeerature, i.e., the network is finding regions of configuration

figure shows that the relaxation process is clearly associatetPac® with lower potential energy. This is the situation when

to changes in defect concentrations, and thus to a reorgan?Eart'ng from empirical simulations equilibrated at the target

zation of the HB network. Furthermore, the nonequilibrium

evolution of such defect concentratioftsg. 10 is remark- 08
ably correlated with the evolution of the structural properties
shown in Fig. 7. This correlated behavior is further displayed
in Fig. 11 where the dynamics of both properties are directly
compared. Increases of four-coordinated molecules, with the
consequent decrease in coordination defects, result in a re-
duction of the diffusivity and an enhancement of the struc-
ture in the RDFs. The under-coordinated molecules are the
ones varying most, especially the bicoordinated.

We have performed the same analysis for every simula- I ~ )
tion presented in this work. The general trend is as described,
namely, that increases in the concentration of under- S T TR Y
coordinatedparticularly bicoordinatednetwork defects cor- t(ps)

relate with an increasing diffusivity of the system, confirm- FIG. 11. Evolution of the first minimum ajoo(r) and the concentration of

ing the “nk_ between diffugivity and network imperfection. newwork defects, measured as percent of molecules not tetracoordinated
The same link was found in Ref. 51, where the slow struc<{simulation 2.
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2.0 — T T ing works also remarkably well for the comparison between
] AIMD and TIP5P in the HB network imperfection. Besides
5 =@ o OO its fundamental implications, a direct practical consequence
15 g 2&1 ° - of this conclusion is that, if an AIMD simulation at tempera-
2 B 6ieg O. ture T is to be prepared by running an empirical model be-
g $ Bt o ° o forehand, it will be much more efficient to equilibrate the
%= 1.0 o1 . model to 0.8 rather thanT.
" \Y slow equilibration process of a time scale of a
= * (v) A sl quilibration p fat le of at
Q Doc:. 0w ] Iegs_t 20 ps at AIMDs room temperat_ure has been identi_fied.
o5k ®o O 4 If it is related to the structural relaxation times characterized
He ‘:, experimentally*! the process could have a much shorter time
o 1 scale &1 ps) atreal room temperature, i.e., for our AIMD
0.0— T simulations scaled up in temperature or for AIMD with a
' 30 40 50 60 better performing GGA.
% coordination defects

(vi) In this equilibration process, the “instantaneous”
FIG. 12. Coordination defects vs diffusion coefficiem)(for all simula-  diffusivity correlates with some instantaneous structural

tions. Open symbols represent nonequilibrium states as obtained in 7.5 Rroperties captured in the RDF, much more than with the

windows every 2.5 ps. Filled symbols represent equilibrium. Circles, :
squares, and diamonds are for 32, 64, and 128 molecules, respectively. Tﬁ‘e(:tual__msn’:mtaneOus temperature.
size of each symbol reflects tffmstantaneoystemperature, in five sizes, (vii) HB network rearrangements have been proposed to

the smallest being for the range 295—305 K, and the largest for 335—345 Kbe behind the slow equilibration process. Network imperfec-
tion (mainly the proportion of under-coordinated molecules

. ] has been found to correlate very strongly with the diffusivity
AIMD temperature, since force fields tend to produce lessng the RDFs in their nonequilibrium evolution.

structured liquids. If starting from an over-structured net-  Thege |ast findings have important implications in the
work, hqwever, the slow inprease in network defects is acygay we see the present DFT problems in the description of
companied by a decrease in system temperature as the ngyyid water. At least for the temperature range studied here,
defects are created. This is the case for simulation 3 fofhese problems rather than being related to overestimation of
which the starting point was a previous AIMD simulation energy barriers, this work points to an overestimation of the

equilibrated at a lower temperature. energy of formation of coordination defects. It is, therefore,
not so much about transition states in the energy landscape as
IV. CONCLUSIONS about the energy difference between basins in that landscape.

Finally, we are convinced that the direct link described here
between diffusivity and network imperfection is a property
pf liquid water, not an artifact of DFT

We have carried out a series of AIMD simulations of
liquid water using thesiESTA method, for temperatures be-
tween 300 K and 350 K. The conclusions of the presen
study can be summarized as follows:

(i) The differences between th&ESTA method at the ACKNOWLEDGMENTS
level used in this study and PW-based AIMD mettfodsre

less significant than the deviations between AIMD and ex- The .aUthO.rS thank M. ‘Sprik and J. Vaﬁdevonde'.e for
useful discussions, and M. C. Payne for his suggestion to

periment. This points to the more fundamental approxima- der ¢ : i ™ th " edae fi
tions(neglect of quantum fluctuations in the dynamics and ofcoNSider temperature scaling. The authors acknowledge fi-

dispersion forcesas responsible for the latter deviations. gaUCia' squport fr(r)]mCthe Blritiih Engige_zringEand Phys_li_cal
(i) The additional localization approximation imposed ciences Research Councll, the Cambridge European Trust,

by the the linear-scaling solver produces errors much les@Nd the Comunidad Autma de Madrid. The calculations

significant than the ones mentioned above. This opens verx(:lfcg(ggﬁﬁjgn;nFi‘gligamb“dge Cranfield High Perfor-

good prospects for the study of complex systems in interac-
tion with water.
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