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## Abstract

In this paper, we exhibit a formula relating punctured Gromov-Witten invariants used by Gross and Siebert in [GS2] to 2-point relative/logarithmic Gromov-Witten invariants with one point-constraint for any smooth $\log$ Calabi-Yau pair $(W, D)$. Denote by $N_{a, b}$ the number of rational curves in $W$ meeting $D$ in two points, one with contact order $a$ and one with contact order $b$ with a point constraint. (Such numbers are defined within relative or logarithmic Gromov-Witten theory). We then apply a modified version of deformation to the normal cone technique and the degeneration formula developed in [KLR] and [ACGS1] to give a full understanding of $N_{e-1,1}$ with $D$ nef where $e$ is the intersection number of $D$ and a chosen curve class. Later, by means of punctured invariants as auxiliary invariants, we prove, for the projective plane with an elliptic curve $\left(\mathbb{P}^{2}, D\right)$, that all standard 2-pointed, degree $d$, relative invariants with a point condition, for each $d$, can be determined by exactly one of these degree $d$ invariants, namely $N_{3 d-1,1}$, plus those lower degree invariants. In the last section, we give full calculations of 2-pointed, degree 2, one-point-constrained relative Gromov-Witten invariants for $\left(\mathbb{P}^{2}, D\right)$.
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## Chapter 1

## Introduction

### 1.1 Mirror Symmetry

Mirror symmetry is a concept that originated in theoretical physics and has since been developed further in the fields of algebraic geometry and symplectic geometry. It suggests that there is a duality between two seemingly different spaces or objects, where the symplectic and algebro-geometric properties of one are mirrored in the other. Mirror Symmetry proposes an equivalence between A-model and B-model where, in its original formulation in mathematics, A-model corresponds to Gromov-Witten theory which deals with so called Gromov-Witten invariants reflecting enumerative information and B-model consists of many period integrals encoding some complex geometry information. Usually, Gromov-Witten invariants coming out of A-model are hard to calculate, whilst period integrals are relatively easier to figure out and can be reduced to classical integrals which can be used to understand Hodge theory.

In symplectic geometry, mirror symmetry is often studied in the context of CalabiYau manifolds, which are complex manifolds with special holonomy properties. The theory of mirror symmetry in symplectic geometry was enhanced by physicists in the language of D-branes and also by Strominger-Yau-Zaslow in the geometric set-up of (special) Lagrangian torus fibrations [1]. Because the Gross-Siebert approach is an algebrogeometric approach inspired by Strominger-Yau-Zaslow(SYZ)'s mirror conjecture, let us recall some fundamental concepts in symplectic geometry in order to state the main picture of SYZ version of mirror symmetry.

Definition 1.1.1. A symplectic manifold is a $2 n$-dimensional smooth manifold $M$ together with a choice $\omega$ of closed, non-degenerate 2-form on M. A Lagrangian submanifold of a symplectic manifold $M$ is maximally isotropic with respect to the symplectic form, meaning that the dimension of the submanifold is half the dimension of $M$ and the restriction of the symplectic form to the submanifold vanishes.

The next object is presumably the most important object in the 20th century in both symplectic geometry and algebraic geometry, especially studying mirror symmetry. It is called a Calabi-Yau manifold.

Definition 1.1.2. A Calabi-Yau manifold is a complex manifold that has a Ricci-flat metric meaning that their Ricci curvature vanishes.

Note that an $n$-dimensional Calabi-Yau manifold has a natural symplectic structure coming from its Ricci-flat metric, and it also has a holomorphic ( $n, 0$ )-form.

Definition 1.1.3. A submanifold of a Calabi-Yau manifold is then said to be a special Lagrangian submanifold if it satisfies two conditions:

- it is a Lagrangian submanifold with respect to the symplectic structure.
- the restriction of the real part of the holomorphic $(n, 0)$-form to the submanifold vanishes.

Work of Greene and Plesser [GP] and Candelas, Lynker and Schimmrigk [CLR] gave the first hint that there should be a concrete mathematical framework for this idea that Calabi-Yau three-folds should come in pairs $(X, \check{X})$ with the property that $\chi(X)=-\chi(\check{X})$. More precisely, the Hodge numbers of these pairs obey the relation

$$
h^{1,1}(X)=h^{1,2}(\check{X}), h^{1,2}(X)=h^{1,1}(\check{X})
$$

In 1991, Candelas, de la Ossa, Green and Parkes used string theory as a guideline to carry out calculations of period integrals for the mirror of the quintic three-fold in $\mathbb{P}^{4}$ and find the generating function for the genus 0 Gromov-Witten invariants of degree $d$. This immediately attracted attention from mathematicians and the first idea giving a geometric interpretation of mirror symmetry was due to Strominger-Yau-Zaslow [SYZ].

We are in position to state the core conjecture named SYZ mirror symmetry conjecture.
Conjecture 1.1.4. Let $X, X$ be a mirror pair of Calabi-Yau manifolds. Then there is an integral affine manifold with singularities $B$ and maps $\phi: X \rightarrow B, \check{\phi}: \check{X} \rightarrow B$ which are dual special Lagrangian torus fibrations which means that a non-singular point in $B$ corresponds to a special Lagrangian torus in $X$ and a dual torus in $\check{X}$.

In the conjecture, finding the base $B$ is very technical part and inspired Gross and Siebert to study toric degenerations of Calabi-Yau manifolds as described in [GS0]. The idea is to deform to a degenerate central fiber and construct the base $B$ using tropical geometry which gives rise to a mirror algebra that can be thought of as a ring of functions on its mirror space. Then one attempts to deform the mirror algebra to incorporate the corrections to the complex structure determined by singular fibers. The Gross-Siebert
program is an algebro-geometric framework developed by Mark Gross and Bernd Siebert for understanding SYZ mirror symmetry picture within algebraic geometry. In the GrossSiebert program, the goal is to construct these mirror pairs directly and understand the correspondence between them. The central objects in their approach are the so-called "tropical" and "affine" structures on the base of a special degeneration of X, which is a real $n$-dimensional manifold called the "base" of the SYZ fibration. Starting with a log Calabi-Yau pair or a maximally unipotent degeneration of a Calabi-Yau manifold, here is a rough sketch of the procedures in the Gross-Siebert program to construct a mirror family:

- The base $B$ of the SYZ fibration carries a piecewise-linear structure called a "tropical" structure. The combinatorics of this structure encode the degenerations of the torus fibers of the SYZ fibration. The tropical structure is related to a certain "real" or "tropical" limit of the complex structure on X.
- In addition to the tropical structure, $B$ also carries an "affine" structure, which is a flat connection with possible monodromy around the discriminant locus (where the fibers of the SYZ fibration degenerate). This affine structure is related to the complexified symplectic form on X .
- The tropical and affine structures on $B$ can be encoded in an object called a "scattering diagram", which is a certain collection of walls in $B$, together with data assigned to each wall. This is one of the main technical tools used in the Gross-Siebert program in order to corrects monodromy around those singularities.
- From the data of the scattering diagram, one can construct a mirror space $\check{X}$ as a certain toric degeneration. This involves a wall crossing phenomenon in the scattering diagram motivated from above..

In algebraic geometry, mirror symmetry is often studied in the context of complex algebraic varieties, which are solutions to polynomial equations. The Homological Mirror Symmetry (HMS) conjecture proposes a correspondence between the derived category of coherent sheaves on a Calabi-Yau manifold and the Fukaya category of its mirror. The HMS conjecture provides a way to translate questions about geometry into questions about algebra, and vice versa [Kon1]. Let $M$ be a smooth projective Calabi-Yau manifold. The Lagrangian submanifolds naturally arise in the construction of the A-model as the boundary conditions of strings in the string theory, called $D$-branes. Mathematically, these boundary conditions should form a category, in this case the Fukaya category. In the following, we will depict a broad overview of the Fukaya category:

- Objects: The objects of the Fukaya category are Lagrangian submanifolds of the symplectic manifold, possibly equipped with additional data (like a flat line bundle).
- Morphisms: The morphisms (i.e., the arrows between objects) in the Fukaya category are defined using Floer homology. Given two Lagrangian submanifolds, the morphism space between them is the Floer homology group of the pair. This is generated by intersection points of the two submanifolds and relations come from counting certain pseudoholomorphic (J-holomorphic) disks with boundary on the submanifolds.
- Compositions of morphisms: The composition of morphisms is defined by counting pseudoholomorphic polygons with vertices at intersection points. The counts of these polygons are used to define the higher $A_{\infty}$ structure on the Fukaya category.

The Fukaya category encodes a wealth of information about the symplectic geometry of the manifold, especially the behavior of Lagrangian submanifolds. In the Homological Mirror Symmetry conjecture, the Fukaya category of a Calabi-Yau manifold is conjectured to be equivalent to the bounded derived category of coherent sheaves on the mirror CalabiYau manifold, thus providing a deep link between symplectic and algebraic geometry.

Studying mirror symmetry via Gross-Siebert has applications in a variety of fields, including theoretical physics, algebraic geometry, algebra and topology. Understanding mirror symmetry in a variety of situations becomes more and more instructive. Recent work by Gross, Hacking, Keel and Kontsevich have applied Gross-Siebert mirror construction to cluster algebras to succeed in finding a canonical bases. Bousseau and Argüz have explored a relationship between Foch-Goncharov dual and Gross-Siebert mirror for cluster varieties. Many leading experts in the field try to compactify moduli of K3 surfaces using Gross-Siebert mirror as well.

### 1.2 Gromov-Witten theory

Gromov-Witten theory was developed in the late 20th century, inspired by ideas from quantum field theory and string theory. The theory provides tools to count the number of pseudo-holomorphic curves/algebraic curves in a given homology class in a symplectic manifold/algebraic variety. Gromov-Witten invariants, named after Mikhail Gromov and Edward Witten, are central objects of study in symplectic and algebraic geometry, and have provided deep insights into the geometry of symplectic manifolds and algebraic varieties. They have played a critical role in the development of mirror symmetry.

To define Gromov-Witten invariants, fixing integers $g, n$, we consider the moduli space $\mathscr{M}_{g, n}(X, \beta)$ of stable maps to $X$ with domain curves of genus $g$ and $n$ smooth marked points representing a homology class $\beta$ in the second homology group $H_{2}(X, \mathbb{Z})$. A stable map is a map from a nodal curve (a curve that might have nodal singularities but no other
singularities) to the target space $X$ (e.g., a symplectic manifold or an algebraic variety), where the map has only finitely many automorphisms. This moduli space is in general not represented by a scheme because of the existence of automorphisms. It is so-called Deligne-Mumford stack admitting a coarse moduli space. For concrete discussions of algebraic stacks, readers may refer to [LMB]. The expected dimension of the space is given by the following formula

$$
\operatorname{vir} \cdot \operatorname{dim}\left(\mathscr{M}_{g, n}(X, \beta)\right)=\int_{X} \beta \cdot c_{1}\left(T_{X}\right)+\operatorname{dim}(X)(1-g)+3 g-3+n .
$$

where $T_{X}$ is the tangent bundle of $X$ and $c_{1}\left(T_{X}\right)$ is the first Chern class. Due to degenerations of stable maps, the expected dimension may not be equal to the actual dimension of the moduli space and it is actually the dimension of a special homology class of the moduli space that represents a nice part in which this special class is often called virtual fundamental class.

The construction of the virtual fundamental class is due to Li-Tian in [LT] and BehrendFantechi in [BF], both of which require some understanding of language of Deligne-Mumford stacks and deformation theory. We will not go over the theory of Deligne-Mumford stacks in details, whilst, roughly speaking, étale locally, it is isomorphic to the quotient of a scheme by a finite group, so is our moduli space. In the following, we will go over some crucial concepts and facts of obstruction theory developed by K. Behrend and B. Fantechi in the paper $[\mathrm{BF}]$ for the construction of virtual fundamental class.

Formally, let $X$ be a Deligne-Mumford stack, which we can think of as a "space" parameterizing some sort of geometric objects, possibly with some extra data.

Definition 1.2.1. Let $X$ be a Deligne-Mumford stack and $E^{\bullet}$ be a two-term complex as an object in the derived category of coherent sheaves on $X$. A perfect obstruction theory on $X$ is a morphism $\phi: E^{\bullet} \rightarrow L_{X}^{\bullet}$ in the derived category of coherent sheaves to the cotangent complex $L_{X}^{\bullet}$ such that $h^{0}(\phi)$ is an isomorphism and $h^{-1}(\phi)$ is an epimorphism.

Note that the general construction of cotangent complex requires a background of simplicial objects. However, if a morphism $f: U \rightarrow M$ is a local immersion with $M$ smooth, then we can take the cotangent complex $L_{U}^{\bullet}$ to be the two-term complex $\left[I / I^{2} \rightarrow f^{*} \Omega_{M}\right]$. Moreover, if a stack or scheme $X$ admits an open cover $\left\{U_{i}\right\}$ such that each $U_{i}$ embeds into a smooth scheme $M_{i}$, then all local cotangent complexes defined using these $U_{i}^{\prime} s$ will glue to a global object $L_{X}^{\bullet}$ in the derived category of coherent sheaves. In fact, many schemes or DM stacks admit an open cover in which each open subscheme/DM substack can be embedded into a smooth scheme or stack.

For any algebraic stack $X$, the cotangent complex $L_{X}^{\bullet}$ gives rise to so called intrinsic normal sheaf $\mathfrak{N}_{X}$ and intrinsic normal cone $\mathfrak{C}_{X}$. With the local description of the cotangent complex mentioned above, étale locally, if we have a local immersion $f: U \rightarrow M$, one
has $\left.\mathfrak{N}_{X}\right|_{U}=\left[N_{U / M} / f^{*} T_{M}\right]$ where $N_{U / M}$ is the normal sheaf associated to $f$. Similarly for $\mathfrak{C}_{X}$, étale locally, for the local immersion $f$, we have $\left.\mathfrak{C}_{X}\right|_{U}=\left[C_{U / M} / f^{*} T_{M}\right]$ where $C_{U / M}$ is the cone associated to $f$. Theorem 4.5 in [BF] says that $\mathfrak{N}_{X}$ embeds into the quotient stack $h^{1} / h^{0}\left(\left(E^{\bullet}\right)^{\vee}\right)$ when $E^{\bullet \bullet}$ is an obstruction theory. Also, we have a natural embedding of stacks $\mathfrak{C}_{X} \hookrightarrow h^{1} / h^{0}\left(\left(E^{\bullet}\right)^{\vee}\right)$ and the image of $\mathfrak{C}_{X}$ under this embedding is called the obstruction cone. By the time K. Behrend and B. Fantechi developed the theory of intrinsic normal cone, they did not have intersection theory of Artin stacks at disposal. So, in [BF], they always assumed that their obstruction theory admits a global resolution while constructing the virtual fundamental class. After A. Kresch developed Chow groups for Artin stacks, we can just simply define the virtual fundamental class associated to a perfect obstruction theory $E^{\bullet}$ is the intersection of the obstruction cone $\phi_{X}$ with the vertex (zero section) of $h^{1} / h^{0}\left(\left(E^{\bullet}\right)^{\vee}\right)$.

Furthermore, the whole theory can easily be generalized to relative cases for DeligneMumford type morphisms. We will just omit the details here and readers can refer to the paper [BF] for the details of the generalization.

Now, back to our original construction problem of the virtual fundamental class of the moduli space $\mathscr{M}_{g, n}(X, \beta)$ of genus $g$ stable maps with $n$ markings,

$$
E^{\bullet}:=\left(\Re^{\bullet} \pi_{X *} \mathrm{ev}^{*} T_{X}\right)^{\vee}
$$

defines a perfect obstruction theory on $\mathscr{M}_{g, n}(X, \boldsymbol{\beta})$ relative to the moduli space $\mathfrak{M}_{g, n}$ of genus $g$ pre-stable curves with $n$ markings where $\pi_{X}$ is the map from the universal stable maps $\mathscr{M}_{g, n+1}(X, \boldsymbol{\beta})$ forgetting the last marked point and stabilizing and ev is the evaluation map at the last marked point. Then it yields the virtual fundamental class $\left[\mathscr{M}_{g, n}(X, \beta)\right]^{\mathrm{vir}}$. Now we are in position to define these Gromov-Witten invariants as follows:

Definition 1.2.2. Let $\gamma_{i} \in H^{k_{i}}(X)$ be a collection of cohomology classes for $i=1,2, \ldots, n$. The Gromov-Witten invariants associated to these classes are defined to be

$$
\int_{\left[\mathscr{M}_{g, n}(X, \boldsymbol{\beta})\right]^{\mathrm{vir}}} \mathrm{ev}_{i}^{*} \gamma_{i}
$$

The idea of stable maps and Gromov-Witten invariants was first used by Maxim Kontsevich to give solutions for counting rational curves in various varieties [Kon] . For example, let $N_{d}$ be the number of degree $d$ rational curves through $3 d-1$ points in $\mathbb{P}^{2}$. Then we have

$$
N_{d}=\int_{\left[\mathscr{M}\left(\mathbb{P}^{2}, d\right)\right]} \prod_{i=1}^{3 d-1} \mathrm{ev}_{i}^{*}[p t]
$$

in this case, the virtual fundamental class is just the fundamental class. Kontsevich in [Kon] gave a recursion formula for these $N_{d}^{\prime} s$. In general, Gromov-Witten invariants may
only be virtual counts with no any actual enumerative meaning.
The next milestone in the field is development of the relative Gromov-Witten theory which was first successfully investigated by Gathmann in the genus 0 case in [Ga] and was completely developed together with the degeneration formula by Jun Li in [Li1] and [Li2] in algebraic geometry, and was developed by An-Ming Li and Yongbin Ruan in [LR] and by Eleny-Nicoleta Ionel and Thomas Parker in [IP] with the symplectic geometry. The main difference between absolute Gromov-Witten invariansts and relative invariants is the appearance of tangency condition imposed relative to a smooth divisor. For instance, we can consider such an enumerative problem that how many conics are there in $\mathbb{P}^{2}$ which intersect a fixed elliptic curve at two points in which one of the two intersection has been fixed. Relative Gromov-Witten invariants are crucial as well in the mirror construction of smooth log Calabi-Yau pairs that is the main topic in this thesis.

Formally, define a topological type $\Gamma$ be to a tuple $(g, n, \beta, \rho, \vec{\mu})$ where $g, n$ are nonnegative integers, $\beta \in \mathrm{H}^{2}(X, \mathbb{Z})$ is a curve class and $\vec{\mu}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{\rho}\right) \in \mathbb{N}^{\rho}$ is a partition of the intersection number $\beta \cdot[D]$. By [Li1] and [Li2], there exists a moduli space $\mathscr{M}_{\Gamma}(X, D)$ of relative stable maps to the pair $(X, D)$ with the prescribed topological type $\Gamma$. We will describe this moduli space by only describing its $\mathbb{C}$-points and readers may refer to the paper [Li1] for the general construction of a family of relative stable maps. Before giving a concrete description, people might guess the moduli space of relative stable maps were just a straightforward imitation of the moduli space of stable maps by just manually adding the piece of the constraints given by the tangency conditions into the moduli space of (absolute) stable maps. For the time being, we call this space the "naive moduli space". The big issue in this naive construction is that the naive moduli space is not compact, which basically means we are not able to define invariants over it. It would just take a moment for many people to figure out the reason that the space is not compact. In a word, one may have a family of maps to ( $X, D$ ) satisfying the prescribed topological type generally but with some components mapped completely into the divisor $D$ under the limiting map. It took roughly ten years for mathematicians to have relative Gromov-Witten theory perfectly defined for smooth pairs ( $X, D$ ) from absolute Gromov-Witten theory being developed. Since we are mainly focusing on mirror symmetry within algebraic geometry, we are just going to introduce the technique called "expanded target" used by Jun Li in [Li1] and [Li2] to compactify the naive moduli space of relative stable maps.

Let $(X, D)$ be a smooth pair meaning $X$ is a smooth projective variety and $D$ is a smooth divisor. Let $N_{D / X}$ be the normal bundle of $D$ inside $X$. Define $Y:=\mathbb{P}\left(N_{D / X} \oplus \mathscr{O}_{D}\right)$ the projective completion of the normal bundle which is obviously a $\mathbb{P}^{1}$-bundle over $D$. Y has two natural disjoint sections, one with the normal bundle $N_{D / X}^{\vee}$ and the other with the normal bundle $N_{D / X}$. We call these zero section and infinity section of $Y$. For any
non-negative integer $l$, define $Y_{l}$ by gluing $l$ copies of $Y$, where the infinity section of the $i^{\text {th }}$ component is glued to the zero section of the $(i+1)^{\text {th }}$ where $1 \leq i \leq l-1$. Denoting the zero section of the $i^{\text {th }}$ component by $D_{i-1}$ and the infinity section by $D_{i}$, the singular locus of $Y$ is $\bigcup_{i=1}^{l-1} D_{i}$. We will also denote $D_{l}$ by $D_{\infty}$. Then define $X_{l}$ by gluing $X$ along $D$ to $Y_{l}$ along $D_{0}$. (For example, $X_{0}=X$.) Let $\operatorname{Aut}_{D}\left(Y_{l}\right) \cong\left(\mathbb{C}^{*}\right)^{l}$ be the obvious group of automorphisms of $Y_{l}$ preserving $D_{0}, D_{\infty}$ and morphisms to $D$, then let Aut ${ }_{D} X_{l}$ be the group of automorphisms of $X_{l}$ preserving $X$ with restriction to $Y_{l}$ contained in $\mathrm{Aut}_{D} Y_{l}$. Notice that $\operatorname{Aut}_{D} X_{l} \cong \operatorname{Aut}_{D} Y_{l} \cong\left(\mathbb{C}^{*}\right)^{l}$. Now, we are in position to describe $\mathbb{C}$-points of the moduli space $\mathscr{M}_{\Gamma}(X, D)$ of relative stable maps of a given topological type $\Gamma$.

The $\mathbb{C}$-points of this moduli space correspond to morphisms $C \xrightarrow{f} X_{l} \rightarrow X$ where $C$ is a nodal curve of arithmetic genus $g$ equipped with a collection of smooth marked points $p_{1}, p_{2}, \ldots, p_{n}, q_{1}, q_{2}, \ldots, q_{\rho}$. The morphism $f$ is required to have the property that $f^{-1}\left(D_{\infty}\right)=\sum_{i=1}^{\rho} \mu_{i} q_{i}$ and satisfy the predeformability condition above the singular locus of $X_{l}$, meaning that the pre-image of the singular locus is a union of nodes of $C$, and if $p$ is one such node, then the two branches of $C$ at $p$ map into different two consecutive irreducible components of $X_{l}$ and their contact orders with the divisor $D_{i}$ are the same. The morphism $f$ is also required to satisfy the stability condition that there are no infinitesimal automorphisms of the sequence of maps $\left(C, p_{1}, \ldots, q_{\rho}\right) \xrightarrow{f} X_{l} \rightarrow X$ where the allowed automorphisms of the map from $X_{l}$ to $X$ are $\operatorname{Aut}_{D}\left(X_{l}\right)$.

Furthermore, the paper [Li1] defines a good notion of a family of relative stable maps, i.e. a moduli functor or groupoid. A family of relative stable maps over a base scheme $S$ is a chain of morphisms $C \xrightarrow{f} \bar{X} \rightarrow X \times S$ where for a $\mathbb{C}$-point $s$ of $S$, the fiber $C_{s} \xrightarrow{f_{s}} \bar{X}_{s} \rightarrow X$ is a relative stable map. There is also a predeformability condition, that is, in a neighborhood of a node of $C_{s}$ mapping to the singular locus of $\bar{X}_{s}$, one can choose an étale local coordinates on $S, C$, and $\bar{X}$ with the charts of the form $\operatorname{Spec}(R), \operatorname{Spec}(R[u, v] / u v=b)$ and $\operatorname{Spec}\left(R\left[x, y, z_{1}, z_{2}, \ldots, z_{m}\right] / x y=a\right)$ respectively, with the map of the form $x \mapsto \alpha u^{m}, y \mapsto \beta v^{m}$ with $\alpha, \beta$ units and no restrictions on $z_{i}^{\prime} s$.

The above theory admits a perfect relative obstruction theory and thus possesses a virtual fundamental class against which we can define invariants by integrating cohomology classes. This is the sketch of the definition of relative Gromov-Witten invariants. However, it was still a difficult problem to generalize the whole theory to pairs $(X, D)$ with $D$ a normal crossings divisor until several new kinds of Gromov-Witten theory were defined in which the logarithmic Gromov-Witten theory is one of the successful generalizations and was developed independently by Abramovich-Chen in [AC0], Gross-Siebert in [GS1]. In general, logarithmic Gromov-Witten invariants can be defined for any $\log$ smooth schemes which is a powerful generalization of the relative Gromov-Witten theory because there are a lot more log smooth schemes out there that are not smooth. For example, the classical relative invariants fail to be defined when the divisor $D$ in a pair $(X, D)$ is
normal crossings but log invariants are very well defined. One complication in the classical theory is the change of the target for compactifying the naive space, which makes the deformation-obstruction theory complicated. In the log Gromov-Witten theory, we can proceed to construct the moduli space by imitating what we have done for the absolute Gromov-Witten theory without doing any surgery on the target space with contact orders well defined even if come components of the source curve get fully mapped into the divisor. Besides, the corresponding logarithmic cotangent complex developed by Martin Olsson in [Ol3] can be applied in a more straightforward way.

In Section 2.1, we are going to recap a basic theory of logarithmic algebraic geometry in order for us to dive into the logarithmic Gromov-Witten theory.

### 1.3 Gross-Siebert Mirror Rings

In [GS2], Gross and Siebert associated to a simple normal crossings log Calabi-Yau pair $(W, D)$ a ring, $R(W, D)$. In the case that $D$ is maximally degenerate, i.e., has a zerodimensional stratum, the expectation is that $R(W, D)$ is the coordinate ring of the mirror to the pair $(W, D)$. Here we consider a very different case, namely, the situation where $D$ is a smooth anti-canonical divisor on $W$. The first interesting case is when $W=\mathbb{P}^{2}$ and $D$ is a smooth cubic curve.

The product rule on the ring $R(W, D)$ is defined using punctured invariants, introduced in [ACGS2]. There are a generalization of the logarithmic Gromov-Witten invariants introduced in [GS1], [Ch], [AC]. Punctured invariants allow maps with negative contact order with the divisor $D$. In general, they may be very difficult to calculate and as yet not many techniques for their calculation have been developed.

One of the main results of this paper gives a relationship between the punctured invariants necessary to define the ring $R(W, D)$ and logarithmic Gromov-Witten invariants. These logarithmic invariants in turn have been proven by Abramovich, Marcus and Wise in [AMW] to coincide with Jun Li's relative invariants. Thus, once this relationship is established, we obtain a description of $R(W, D)$ in terms of relative Gromov-Witten invariants.

Punctured Gromov-Witten invariants appear in the Gross-Siebert mirror construction for a general log Calabi-Yau pair as the structure coefficients of the coordinate ring of the mirror degeneration, with the space of non-negative contact orders representing generators. The whole construction has been studied in [GS2]. Roughly speaking, the relevant punctured Gromov-Witten invariants are defined using the moduli space of stable punctured logarithmic maps with 2 marked points, and exactly one non-trivial punctured point with a point constraint at this latter point.

In order to obtain the initial results, we will need to studying the splitting and gluing
behavior of those moduli spaces relevant to the construction of $R(W, D)$. In order to speak of splitting and gluing phenomena properly, [ACGS2] stratifies moduli spaces of punctured maps by tropical types. Morally speaking, for any punctured logarithmic map $f: C / T \rightarrow W$ over a $\log$ scheme $T$, there exists a functorial way associating to it a family of maps in the category of generalized cone complexes. This process is called tropicalization, and we write $\Sigma(f): \Sigma(C) / \Sigma(T) \rightarrow \Sigma(W)$ for the corresponding tropical map. Associated to this tropical map is certain combinatorial data, the tropical type of the map, which we denote by $\boldsymbol{\tau}$. There exists moduli spaces $\mathscr{M}(W, \boldsymbol{\tau})$ of punctured maps marked by the tropical type $\boldsymbol{\tau}$, and these give a stratification of the corresponding moduli space $\mathscr{M}(W, \beta)$ of punctured log maps of type $\boldsymbol{\beta}$.

In the context of the construction of $R(W, D)$, the type $\beta$ indicates a curve class of the punctured map and contact orders $p, q$ and $-r$ for the three marked or punctured points on the domain curve. We then have variant moduli spaces $\mathscr{M}(W, \boldsymbol{\beta}, z)$ and $\mathscr{M}(W, \boldsymbol{\tau}, z)$ after imposing requiring that the punctured point with contact order $-r$ maps to a suitably chosen point $z \in W$. See $\S 2.7$ for more details.

In the case that $D$ is smooth, the ring $R(W, D)$ can now be defined as follows. First, any non-negative contact order is an integral point of $\Sigma(W)=\mathbb{R}_{\geq 0}$, i.e., all contact orders lie in $\mathbb{N}$. Choose a finitely generated, saturated submonoid $P \subseteq H_{2}(W, \mathbb{Z})$ containing all effective curve classes on $W$. Then we have (in the case that $D$ is ample)

$$
R(W, D):=\bigoplus_{p \in \mathbb{N}} k[P] \vartheta_{p}
$$

where the $\vartheta_{p}$ are generators. We then define the product structure via the formula

$$
\vartheta_{p} \cdot \vartheta_{q}=\sum_{\beta \in P} \sum_{r \in \mathbb{N}} N_{p q r}^{\beta} r^{\beta} \vartheta_{r}
$$

where

$$
N_{p q r}^{\beta}=\operatorname{deg}[\mathscr{M}(W, \boldsymbol{\beta}, z)]^{\mathrm{virt}} .
$$

Here $\beta$ is the punctured type with curve class $\beta$ and contact orders $p, q,-r$ at the three marked or punctured points. A special case is the case that $r=0$ in which we will get back to the ordinary 2-pointed relative Gromov-Witten invariants with contact orders $p$ and $q$ having an interior point-constraint imposed.

If $D$ is not ample, then the above product rule may not be a finite sum, and in this case one can avoid this problem by choosing an appropriate completion. See [GS2] for details on this point.

### 1.4 The Main Results

Recall that for a $\log$ Calabi-Yau pair $(W, D)$ with $D$ a smooth divisor, there is an associated so-called Gross-Siebert mirror ring

$$
R(W, D):=\bigoplus_{p \in \mathbb{N}} k[P] \vartheta_{p}
$$

where

$$
N_{p q r}^{\beta}=\operatorname{deg}[\mathscr{M}(W, \boldsymbol{\beta}, z)]^{\mathrm{virt}} .
$$

Here $\beta$ is the punctured type with curve class $\beta$ and contact orders $p, q,-r$ at the three marked or punctured points. $\mathscr{M}(W, \boldsymbol{\beta}, z)$ denotes the moduli space of genus 0 stable punctured $\log$ maps to $W$ of type $\beta$ where $\beta$ indicates a curve class $\beta$ of punctured log map and contact orders $p, q$ and $-r$ for the three punctured points on the domain curve.

Then, by exploring gluing and splitting, we obtain (see Corollary 3.3.13):
Theorem 1.4.1. Let $(W, D)$ be as above, $p, q, r \in \mathbb{N}, r>0$ and $\beta \neq 0$. Then we have

$$
N_{p q r}^{\beta}=(q-r) N_{p, q-r}+(p-r) N_{q, p-r},
$$

where $N_{a, b}$ is the logarithmic or relative Gromov-Witten invariant counting two-pointed rational curves with contact orders $a, b$ with $D$, and satisfying a point constraint at the second point.

Remark 1.4.2. Neither $\beta \neq 0$ nor $r>0$ can be dropped since there will not be gluing happening if either of these two conditions fails. Moreover, These punctured invariants will become ordinary 2-pointed relative Gromov-Witten invariants with an interior pointconstraint.

Next, set $e=\beta \cdot D$, then we realize that the invariants $N_{e-1,1}$ for any smooth log Calabi-Yau pair $(W, D)$ with an extra hypothesis for D being nef have a close relation with closed Gromov-Witten invariants $n_{\beta+f h}$ defined and studied in [Cha] where $h$ is the fiber class of the anti-canonical bundle of $W$ over $W$ and $f$ is a natural number, and further investigated in [LLW] and [Lau]. Their closed GW invariants involve a moduli space $\mathscr{M}_{0,1}(X, \beta+h, s)$, that is, the moduli space of genus 0 , 1-marked relative stable maps to $X=\mathbb{P}\left(\omega_{W} \oplus \mathcal{O}\right)$ with the curve class $\beta+h$ passing through a fixed point $s$ in $X$. To compare Chan's invariants with the numbers we require, we use a slightly modified version of deformation to the normal cone and degeneration formula, following a similar strategy as in [vGGR]. We will prove the following theorem in $\S 4.3$ showing an equational relation between the closed invariants $n_{\beta+h}$ and $N_{e-1,1}$ :

Theorem 1.4.3. $(-1)^{e-1} \cdot(e-1) \cdot p_{*}[\mathscr{M}(X, \beta+h, s)]^{v i r}=[\mathscr{M}(W(\log D), \beta, s)]^{\text {vir }}$ where $\beta$ is an effective curve class in $W$ and $h$ is the fiber class of $p: X \rightarrow W$.

Then, as a direct consequence of theorem 1.4.3, we have:
Corollary 1.4.4. $(-1)^{e} \cdot(e-1) \cdot n_{\beta+h}=N_{e-1,1}$ where $\beta$ is an effective curve class in $W$ and $h$ is the fiber class.

Finally, we can apply Theorem 1.4 .1 and Corollary 1.4.4 to the case where $W=\mathbb{P}^{2}$ and $D$ is an elliptic curve to give a full understanding of the mirror $\operatorname{ring} R\left(\mathbb{P}^{2}, D\right)$. Note that in this case, $e=3 d$ when $\beta=d H$ where $H$ is a hyperplane class in $\mathbb{P}^{2}$.

First of all, as an application of the recursion formula, we can abstractly describe an enumerative behavior of 2-pointed relative Gromov-Witten invariants of $\left(\mathbb{P}^{2}, D\right)$ with a point condition where $D$ is a smooth cubic curve. Let us briefly preview the results deduced for $\left(\mathbb{P}^{2}, D\right)$.
Proposition 1.4.5. Given any positive integer $d$, for $a+b=3 d$, the invariants $N_{a b 0}^{d}$ and $N_{a, b}$ are completely determined by the number $N_{3 d-1,1}$ plus those lower degree invariants.

Then to complete an understanding of $R\left(\mathbb{P}^{2}, D\right)$ in this case, we can directly apply Theorem 1.4.3 to have the following corollary

Corollary 1.4.6. $(-1)^{3 d} \cdot(3 d-1) \cdot n_{\beta+h}=N_{3 d-1,1}$ where $\beta=d H$ as a curve class in $\mathbb{P}^{2}$ and $h$ is the fiber class.

Moreover, using these tools, we computed out all the degree 2 punctured GromovWitten invariants and all degree 2, 2-pointed relative Gromov-Witten invariants with a point condition for $\left(\mathbb{P}^{2}, D\right)$ as follows

Corollary 1.4.7. We have $N_{1,5}=1, N_{5,1}=25, N_{2,4}=7 / 2, N_{4,2}=14, N_{3,3}=9, N_{240}^{2}=$ $N_{420}^{2}=42, N_{150}^{2}=N_{510}^{2}=30$ and $N_{330}^{2}=54$.

Remark 1.4.8. The numbers $N_{a b 0}^{d}$ are just the number of degree $d$ rational curves tangent to order $a, b$ at two unspecified points of $D$ respectively, passing through a specified point away from $D$, see Remark 3.1.3.

Remark 1.4.9. In [GRZ], T. Grafnitz, H. Ruddat and E. Zaslow also computed various 2-point Gromov-Witten invariants for $\left(\mathbb{P}^{2}, D\right)$, even in higher genus by the tropical correspondence results for smooth del Pezzo Calabi-Yau pairs proven in [Gra] and [Gra1] and our results here agree with their calculations. Roughly speaking, their result is the computation of the broken line expansion of theta functions $\vartheta_{1}$ for a toric del Pezzo surface with smooth $D$ in terms of tropical invariants, log invariants, and hence an explicit computation of the Landau-Ginzburg potential $\vartheta_{1}$. The method shown in this thesis might also be applied to calculations of some higher genus Gromov-Witten invariants but it is going to involve in some complicated analysis of geometry of moduli spaces when the genus is larger than 0 .

### 1.5 Outline of the thesis

The thesis is organized as follows. Chapter 2 contains a detailed preliminaries of logarithmic algebraic geometry, the theory of moduli space of stable punctured maps and its tropical interpretation. Section 2.1 reviews a basic theory of log geometry including often used properties and operations in the field. Section 2.2 gives an overview of tropicalizations of $\log$ schemes. In Section 2.3, we will quickly recap the theory of stable $\log$ maps and their basicness condition. Section 2.4 contains a brief introduction about the theory of punctured logarithmic maps and the stability condition. Then section 2.5 gives an tropical interpretations of punctured log maps and basicness condition and section 2.6 will introduce a notion called Artin fan which is a finer stack parametrizing log structures and describing many properties than the stack we introduced in section 2.1. In section 2.7, we briefly talk about the relevant moduli spaces that we are going to use later.

Chapter 3 contains a detailed description of the process of splitting-gluing punctured log maps and give a proof to one of our main gluing theorem. Section 3.1 reviews the process of splitting punctured log maps and how this splitting operation affects the behaviour of related moduli spaces. Section 3.2 basically describes a reversing process of the splitting process that is described in section 3.1. Then section 3.3 states our main gluing theorem in details and gives a complete proof to the theorem.

Chapter 4 begins a kind of new story in which we give a full comparison between the 2-pointed Gromov-Witten invariants $N_{e-1,1}$ and the closed Gromov-Witten invariants defined in [LLW] and [Cha], which implicitly yields a computation of these 2-pointed invariants. In section 4.1, we clarify the basic setup and recap the definition of closed Gromov-Witten invariants. Section 4.2 will be dedicated to review the degeneration formulae for relative Gromov-Witten invariants originally given by J. Li in [Li2] and for stable log maps developed by B. Kim, H. Lho and H. Ruddat in [KLR]. Then section 4.3 contains a full description of the comparison theorem and a detailed proof to it.

Chapter 5 is basically an application of a combination of the gluing theorem in chapter 3 and the comparison theorem in chapter 4 . Section 5.1 is dedicated to give an abstract description of calculations of 2-pointed invariants on smooth log Calabi-Yau pairs using the associativity of $\theta$ functions and the gluing theorem. Section 5.2 contains a full calculations of 2-pointed invariants of degree 2 of $\mathbb{P}^{2}$ relative to an elliptic curve as a concrete example showing how powerful the gluing formula together with the associativity is.

### 1.6 Notations

Throughout the whole paper, we work over an algebraically closed field $\mathbb{k}$ of characteristic 0 , and we assume that all relevant logarithmic structures are Zariski. For a logarithmic
scheme $X$ and a map $f: X \longrightarrow Y$ between logarithmic schemes $X$ and $Y, \underline{X}$ and $\underline{f}$ represent the underlying scheme of $X$ and the underlying map of $f$ respectively. For a point $\operatorname{Spec}(\mathbb{k}),(\operatorname{Spec}(\mathbb{k}), Q)$ means the logarithmic point with the logarithmic structure whose ghost sheaf is $Q$.

For any monoid $Q$, set $Q^{*}:=\operatorname{Hom}_{\text {Mon }}(Q, \mathbb{Z}), Q^{\vee}:=\operatorname{Hom}_{\text {Mon }}(Q, \mathbb{N})$ and $Q_{\mathbb{R}}^{\vee}:=$ $\operatorname{Hom}_{\text {Mon }}\left(Q, \mathbb{R}_{\geq 0}\right)$, here Mon represents the category of monoids.

## Chapter 2

## Preliminaries and review

### 2.1 Log Geometry

A key technical tool in the Gross-Siebert program is log geometry, which formalizes the open sector of the Gromov-Witten theory and systematizes the study of toric degenerations. Log structures were discovered by J.-M. Fontaine and L. Illusie on Sunday, July 17, 1988 during a discussion in a train on their travel to Oberwolfach workshop "Aritmetische Algebraische Geometrie". Later, a basic theory of log geometry was first studied and written down by K. Kato in the paper $[\mathrm{Kk}]$. The foundational properties were explored in $[\mathrm{Og}]$ which form a basis for the entire theory. A modern guiding philosophy that has emerged is that log geometry provides a connecting link between algebraic and tropical geometry. We shall start off by introducing these $\log$ schemes.

Definition 2.1.1. Let $X$ be a scheme. A pre-logarithmic structure on $X$ is a sheaf of monoids $\mathcal{M}_{X}$ together with a morphism of sheaves of monoids $\alpha: \mathcal{M}_{X} \rightarrow \mathcal{O}_{X}$ with the monoid structure on $\mathcal{O}_{X}$ given by the multiplication. A logarithmic structure on $X$ is a pre-logarithmic structure such that the induced morphism $\alpha^{-1}\left(\mathcal{O}_{X}^{*}\right) \rightarrow \mathcal{O}_{X}^{*}$ is an isomorphism.

A scheme together with a (pre-) log structure is called a (pre-)log scheme.
Remark 2.1.2. To any pre-log scheme $\left(X, \mathcal{M}_{X}\right)$, there is an associated log structure defined by taking the amalgamated sum

$$
\mathcal{M}_{X} \oplus_{\alpha^{-1}} \mathcal{O}_{X} \mathcal{O}_{X}^{*}
$$

Definition 2.1.3. A morphism of $\log$ schemes $\phi:\left(X, \mathcal{M}_{X}\right) \rightarrow\left(Y, \mathcal{M}_{Y}\right)$ is a pair $\left(\underline{\phi}, \phi^{\#}\right)$ with $\underline{\phi}: X \rightarrow Y$ a morphism of schemes and $\phi^{\#}: \underline{\phi}^{-1} \mathcal{M}_{Y} \rightarrow \mathcal{M}_{X}$ a morphism of the sheaves of monoids fitting into a commutative diagram


Remark 2.1.4. Given a morphism of schemes $\phi: X \rightarrow Y$ and a $\log$ structure $\mathcal{M}_{Y}$ on $Y$, the inverse image sheaf $\phi^{-1} \mathcal{M}_{Y}$ on $X$ is naturally a pre-log structure. Then by the remark 2.1.2, it yields a $\log$ structure on $X$ called the pull-back $\log$ structure, denoted by $\phi^{*} \mathcal{M}_{Y}$.

Definition 2.1.5. A morphism of $\log$ schemes $f:\left(X, \mathcal{M}_{X}\right) \rightarrow\left(Y, \mathcal{M}_{Y}\right)$ is called strict if the induced morphism $f^{\#}: f^{*} \mathcal{M}_{Y} \rightarrow \mathcal{M}_{X}$ is an isomorphism.

There is a closely related object called ghost sheaf or characteristic sheaf bridging algebraic geometry and combinatorial geometry not seen by classical algebraic geometry. It is defined to be the quotient sheaf $\mathcal{M}_{X} / \alpha^{-1} \mathcal{O}_{X}^{*}$.

In the thesis, we will mainly focus on the $\log$ structure given by the divisor for $\log$ Calabi-Yau pairs. In general, if we have a pair $(X, D)$ where $D$ is a divisor (not necessarily smooth), there is an associated log structure called the divisorial log structure. Let us explore several examples to have a taste of $\log$ schemes.

Example 2.1.6 (divisorial log structure). Let $X$ be a scheme and $D$ be a divisor. Write $U$ for the complement of $D$ in $X$ and let $j$ be the inclusion of $U$ in $X$. Then, define $\mathcal{M}_{X}:=j_{*} \mathcal{O}_{U}^{*} \cap \mathcal{O}_{X}$ and $\alpha_{X}$ to be the inclusion. It turns out that this defines a log structure on $X$ called the divisorial log structure.

Example 2.1.7 (standard log point). The standard log point over a field $\mathbb{k}$ is defined to be the pair ( $\operatorname{Spec} \mathbb{k}, \mathbb{k}^{*} \oplus \mathbb{N}$ ) with the morphism $\alpha: \mathbb{k}^{*} \oplus \mathbb{N} \rightarrow \mathbb{k}$ defined to be

$$
(a, n) \mapsto \begin{cases}0 & n \neq 0 \\ a & n=0\end{cases}
$$

or simply we can write it as $(a, n) \mapsto a \cdot 0^{n}$ with the convention that $0^{n}=0$ if $n \neq 0$ and $0^{0}=1$.

One can easily check that this indeed defines a $\log$ structure on the point Speck. Usually, the standard $\log$ point is denoted by $\operatorname{Spec} \mathbb{k}^{\dagger}$ or $(\operatorname{Spec} \mathbb{k}, \mathbb{N})$. More generally, we can substitute any monoid $Q$ for $\mathbb{N}$ to get a general $\log$ point, usually denoted by (Spec $\mathbb{k}, Q$ ) where $Q$ indicates the ghost sheaf.

Example 2.1.8. Let $Q$ be a monoid. Then the $\operatorname{scheme} \operatorname{Spec}(k[Q])$ has a natural $\log$ structure associated to the morphism $Q \rightarrow k[Q]$. More specifically, if $Q$ is a toric monoid meaning the monoid appears as a dual cone of a strongly convex rational polyhedral cone, this $\log$ structure on the toric variety $\operatorname{Spec}(k[Q])$ agrees with the divisorial log structure
defined by the toric boundary. The log schemes of this form play a crucial role in the category of log schemes as the role of affine schemes in the category of schemes, i.e. the $\log$ structure on an arbitrary log scheme can be étale locally modeled on such a log scheme. As a matter of fact, they form charts in the category of log schemes.

Definition 2.1.9. Let $\left(X, \mathcal{M}_{X}\right)$ be a $\log$ scheme and $Q$ be a monoid. A chart for $\mathcal{M}_{\mathcal{X}}$ is a morphism $f: X \rightarrow \operatorname{Spec}(\mathbb{Z}[Q])$ such that $f^{\#}$ is an isomorphism.

Lemma 2.1.10. The morphism

$$
\operatorname{Hom}_{\mathrm{LSch}}(X, \operatorname{Spec}(\mathbb{Z}[Q])) \rightarrow \operatorname{Hom}_{\text {Mon }}\left(Q, \Gamma\left(X, \mathcal{M}_{X}\right)\right)
$$

associating to $f$ the composition

$$
Q \rightarrow \Gamma\left(X, Q_{X}\right) \xrightarrow{\Gamma\left(f^{\#}\right)} \Gamma\left(X, \mathcal{M}_{X}\right)
$$

is an isomorphism where $Q_{X}$ is the constant sheaf on $X$ associated to $Q$.
Remark 2.1.11. Based on the lemma above, a chart for $\mathcal{M}_{X}$ is equivalent to a map $Q \rightarrow \Gamma\left(X, \mathcal{M}_{X}\right)$ such that the induced morphism of sheaves $Q^{a} \rightarrow \mathcal{M}_{X}$ is an isomorphism where $Q^{a}$ is the $\log$ structure associated to the pre-log structure given by $Q \rightarrow \Gamma\left(X, \mathcal{M}_{X}\right) \rightarrow$ $\Gamma\left(X, \mathcal{O}_{X}\right)$.

We can also consider charts for log morphisms.
Definition 2.1.12. Let $f:\left(X, \mathcal{M}_{X}\right) \rightarrow\left(Y, \mathcal{M}_{Y}\right)$ be a morphism of log schemes. A chart for $f$ is triple $\left(P_{X} \rightarrow \mathcal{M}_{X}, Q_{Y} \rightarrow \mathcal{M}_{Y}, Q \rightarrow P\right)$ where $P_{X}, Q_{Y}$ are the constant sheaves of monoids associated to the monoids $P, Q$ respectively, which satisfy the following conditions

- $P_{X} \rightarrow \mathcal{M}_{X}$ and $Q_{Y} \rightarrow \mathcal{M}_{Y}$ are charts.
- the morphism of monoids $Q \rightarrow P$ makes the following diagram commute


Arbitrary log schemes can be very wild to manipulate. They are roughly analogous to general ringed spaces in classical algebraic geometry. We need to narrow down to a smaller category in which objects are more geometric. Fine log schemes, fine and saturated log schemes are important classes of log schemes that we need to take into account. They are analogous to integral schemes and normal schemes respectively in the classical theory.

Given a monoid $P$, we can associate a group

$$
P^{\mathrm{gp}}=\{(a, b) \in P \times P \mid(a, b) \sim(c, d) \text { if } \exists s \in P \text { such that } s+a+d=s+b+c\} .
$$

There is a universal morphism $P \rightarrow P^{\mathrm{gp}}$ such that any morphism from $P$ to a group uniquely factors through this morphism.

Definition 2.1.13. A monoid $P$ is said to be integral if the universal morphism is injective. It is called saturated if it is integral and for all $p \in P^{\mathrm{gp}}$ such that $n \cdot p \in P$ for some positive integer $n$, then $p \in P$.

Definition 2.1.14. A $\log$ scheme $\left(X, \mathcal{M}_{X}\right)$ is fine if étale locally there is a chart $P \rightarrow$ $\Gamma\left(X, \mathcal{M}_{X}\right)$ where $P$ is a finitely generated integral monoid. If moreover $P$ can be choosen to be saturated, then $\left(X, \mathcal{M}_{X}\right)$ is called fine and saturated (abbreviated as fs). Finally, if $P \cong \mathbb{N}^{r}$ for some non-negative integer $r$, we call the $\log$ structure locally free.

From now on, without being explicitly stated, we will always assume our log schemes are fine throughout the entire rest of the thesis.

Log smoothness, étaleness and flatness. One powerful application of log geometry is to study $\log$ smooth schemes. Many nice properties fulfilled by smooth schemes in classical algebraic geometry theory admit a log version of these properties which are fulfilled by log smooth schemes. Furthermore, K. Kato gives a combinatorial criterion to determine if a $\log$ morphism is $\log$ smooth, which makes everything easier for the sake of computations.

Definition 2.1.15. Let $i:(X, \mathcal{M}) \rightarrow(Y, \mathcal{N})$ be a morphism of fine log schemes. $i$ is said to be a closed immersion if $\underline{i}: X \rightarrow Y$ is a closed immersion as the usual sense and $i^{\#}: f^{*} \mathcal{N} \rightarrow \mathcal{M}$ is surjective. If, in addition, $i^{\#}$ is an isomorphism, then $i$ is called an strict closed immersion.

Definition 2.1.16. Let $f:(X, \mathcal{M}) \rightarrow(Y, \mathcal{N})$ be a morphism of fine log schemes. $f$ is said to be logarithmically smooth (resp. logarithmically étale) if $\underline{f}$ is of finite presentation and for any commutative diagram of fine $\log$ schemes

with $i$ a strict closed immersion and $T^{\prime} \subset T$ closed subscheme defined by a square-zero ideal $I$, there exists étale locally on $T$ a (resp. unique) lifting $g:(T, \mathcal{L}) \rightarrow(X, \mathcal{M})$ such that everything commutes.

Proposition 2.1.17. A strict morphism of fine log schemes $(X, \mathcal{M}) \rightarrow(Y, \mathcal{N})$ is log smooth (resp. log étale) if and only if the underlying morphism $\underline{f}$ is smooth (resp. étale).
K. Kato gave a combinatorial way to determine if a $\log$ morphism is a log smooth (resp. log étale).

Theorem 2.1.18. Let $f:(X, \mathcal{M}) \rightarrow(Y, \mathcal{N})$ be a morphism of fine log schemes. Then the following are equivalent:

- $f$ is log étale (log smooth)
- étale locally on $X$ and $Y$, there exist charts $\left(P_{X} \rightarrow \mathcal{M}, Q_{Y} \rightarrow \mathcal{N}, Q \rightarrow P\right)$ of $f$ satisfying
- the kernel and (resp. the torsion part of) the cokernel of $Q^{\mathrm{gp}} \rightarrow P^{\mathrm{gp}}$ are finite groups of order invertible on $X$.
- the induced morphism of schemes

$$
X \xrightarrow{\tilde{f}} Y \times_{\operatorname{Spec}(\mathbb{Z}[Q])} \operatorname{Spec}(\mathbb{Z}[P])
$$

is étale. (For the smooth part of the theorem, it is sufficient to require the map to be smooth.)

As a matter of fact, the induced map $\tilde{f}$ can be used to describe log flatness as well.
Definition 2.1.19. A $\log$ morphism $f:(X, \mathcal{M}) \rightarrow(Y, \mathcal{N})$ is said to be log flat if étale locally on $X$ and $Y$, there exist charts $\left(P_{X} \rightarrow \mathcal{M}, Q_{Y} \rightarrow \mathcal{N}, Q \rightarrow P\right)$ of $f$ such that the induced map $\tilde{f}$ shown in the above theorem is flat.

A flat morphism has to make all fibers equal-dimensional. The analogue for a log flat morphism is that their log fiber dimensions are the same where the notion of log fiber dimension is defined as follows. Let us fix a ground field $\mathbb{k}$ of characteristic 0 .

Definition 2.1.20. Let $\left(X, \mathcal{M}_{X}\right) \rightarrow\left(Y, \mathcal{M}_{Y}\right)$ be a morphism of log schemes with the underlying morphism $\underline{f}$ of schemes of finite presentation. Let $x \in X$ and $y=f(x)$, and $X_{y}$ be the scheme-theoretic fiber over $y$ with the pull-back log structure from the ambient space $X$. Let $\kappa(x)$ and $\kappa(y)$ be the residue fields respectively at $x$ and $y$. Choose geometric points $\bar{x} \rightarrow x, \bar{y} \rightarrow y$. Then we define the log fiber dimension by

$$
\begin{aligned}
\operatorname{dim}^{\log } f^{-1}(y)= & \operatorname{dim} \mathcal{O}_{X_{y}, \bar{x}} /\left\langle\alpha_{X}\left(\mathcal{M}_{X, \bar{x}} \backslash \mathcal{O}_{X, \bar{x}}^{*}\right\rangle+\operatorname{tr} . \operatorname{deg} . \kappa(x) / \kappa(y)+\operatorname{rank} \overline{\mathcal{M}}_{X, \bar{x}}^{\mathrm{gp}}\right. \\
& -\operatorname{rank} \overline{\mathcal{M}}_{Y, \bar{y}}^{\mathrm{gp}}
\end{aligned}
$$

The above definition was first due to A. Abbes and T. Saito in [AS] with a slight difference. Later, M. Gross and B. Siebert spotted that Lemma 3.10, 2 is not true with the original definition and modified the definition to the one shown above to make the lemma fully true. In [AS], they proved the invariance of the log fiber dimensions of a log flat morphism for fs log schemes:

Proposition 2.1.21. Let $f: X \rightarrow Y$ be a log flat morphism of $f$ s log schemes, with the underlying morphism $\underline{f}$ finite of presentation. Then $\operatorname{dim}^{\log } f^{-1} f(x)$ is a locally constant function in $x$.

There are other good properties that a flat morphism satisfies and for more discussions, reader can refer to [AS] or the appendix A2 of [GS2].

Let us get our hands dirty on calculating examples using this theorem in order to have a taste of what's going on here.

Example 2.1.22 (log smooth curve). Let $X=\operatorname{Spec} \mathbb{k}[x, y] /(x y)$ with the $\log$ structure $\mathcal{M}$ induced by the chart

$$
P=\mathbb{N}^{2} \rightarrow \mathbb{k}[x, y] /(x y):(a, b) \mapsto x^{a} y^{b}
$$

and $Y$ be the standard $\log$ point $\operatorname{Spec} \mathbb{k}^{\dagger}$ shown in the example 2.1.7 with chart

$$
Q=\mathbb{N} \rightarrow \mathbb{k}: a \mapsto 0^{a}
$$

Let $f$ be the morphism $(X, \mathcal{M}) \rightarrow$ Spec $\mathbb{k}^{\dagger}$ induced by the diagonal $\Delta: \mathbb{N} \rightarrow \mathbb{N}^{2}$. Then, $\operatorname{ker}\left(\Delta^{\mathrm{gP}}\right)=(0)$ and the torsion of $\operatorname{coker}\left(\Delta^{\mathrm{gP}}\right)=(0)$ are finite and their orders are 1 which is invertible. Moreover, the induced map

$$
X \rightarrow \operatorname{Spec} \mathbb{k} \times_{\operatorname{Spec} \mathbb{k}[t]} \operatorname{Spec} \mathbb{k}[x, y]=\operatorname{Spec} \mathbb{k}[x, y] /(x y)
$$

is the identity map. By the theorem, it is $\log$ étale, also $\log$ smooth. In the next chapter, we will see a general structure theorem of $\log$ smooth curves.

Example 2.1.23 (toroidal embedding). Let $\mathbb{k}$ be a field, and $X$ a scheme locally of finite type over $\mathbb{k}$, with fine $\log$ structure $\mathcal{M}$. Then the theorem says $(X, \mathcal{M})$ is $\log$ smooth over Spec $\mathbb{k}$ (with trivial $\log$ structure, i.e. take chart with $Q=\{1\}$ ) if and only if étale locally on X , there exists a f.g. integral monoid $P$ and étale morphism $X \rightarrow \operatorname{Spec} \mathbb{k}[P]$ such that $\left(P_{X}\right)^{a} \cong \mathcal{M}$ and the torsion part of $P^{\mathrm{gP}}$ is finite of order invertible in $\mathbb{k}$.

Hence, such $(X, \mathcal{M})$ corresponds to a toroidal embedding, which is étale locally given by the open immersion

$$
X \times_{\text {Spec } \mathbb{k}[P]} \operatorname{Spec} \mathbb{k}\left[P^{\mathrm{gp}}\right] \hookrightarrow X
$$

Fiber products. Next, we are going to talk about fiber products in the categories of $\log$ schemes, fine $\log$ schemes and fs $\log$ schemes respectively because these are the core operations in the theory of splitting and gluing logarithmic maps. First of all, the fiber product of the diagram

in the category of log schemes can be constructed as follows.
Étale locally, choose charts for these $\log$ structures $P_{i} \rightarrow \mathcal{M}_{i}(i=0,1,2)$, then we have a diagram


Let $P$ be the pushout in the category of monoids and $X$ be the fiber product of underlying schemes of $X_{1}$ and $X_{2}$ over $X_{0}$ in the category of schemes. Then, étale locally, we have a canonical map $P \rightarrow \mathcal{O}_{X}$. Hence, it creates a $\log$ structure $\mathcal{M}$ on $X$, étale locally on $X$ given by the morphism $X \rightarrow$ Spec $\mathbb{Z}[P] .(X, \mathcal{M})$ is defined to be the fiber product in the category of $\log$ schemes. Furthermore, if $\left(X_{i}, \mathcal{M}_{i}\right)(i=0,1,2)$ are fine $\log$ schemes, i.e. $P_{i}$ can be chosen to be integral monoids, let $P^{\text {int }}$ be the image of $P \rightarrow P^{\mathrm{gp}}$, then étale locally, the fiber product of $\left(X_{1}, \mathcal{M}_{1}\right)$ and $\left(X_{2}, \mathcal{M}_{2}\right)$ over $\left(X_{0}, \mathcal{M}_{0}\right)$ in the category of fine $\log$ schemes is defined to be $X \times_{\text {Spec } \mathbb{Z}[P]} \operatorname{Spec} \mathbb{Z}\left[P^{\text {int }}\right]$ with the log structure pulled back from Spec $\mathbb{Z}\left[P^{\text {int }}\right]$. Analogously, if $\left(X_{i}, \mathcal{M}_{i}\right)(i=0,1,2)$ are fine and saturated log schemes, let $P^{\text {sat }}$ be the saturation of the image of $P \rightarrow P^{\mathrm{gp}}$. Then, the fiber product of $\left(X_{i}, \mathcal{M}_{i}\right)(i=1,2)$ in the category of fs $\log$ schemes is defined to be $X \times_{\text {Spec } \mathbb{Z}[P]} \operatorname{Spec} \mathbb{Z}\left[P^{\text {sat }}\right]$ with the $\log$ structure pulled back from $\operatorname{Spec} \mathbb{Z}\left[P^{\text {sat }}\right]$. We denote these three fiber prodcuts by $X_{1} \times{ }_{X_{0}} X_{2}, X_{1} \times{ }_{X_{0}}^{\mathrm{f}} X_{2}$ and $X_{1} \times_{X_{0}}^{\mathrm{fs}} X_{2}$.

Note that in general, if $\left(X_{i}, \mathcal{M}_{i}\right)(i=0,1,2)$ are fine and saturated schemes, these three fiber products do not coincide. Geometrically, the fine fiber product is going to pick a main irreducible component of the fiber product and the fs fiber product is to normalize the main component. Thus, a general principle is

$$
X_{1} \times_{X_{0}}^{\mathrm{fs}} X_{2} \xrightarrow{\text { normalization }} X_{1} \times_{X_{0}}^{\mathrm{f}} X_{2} \subset X_{1} \times_{X_{0}} X_{2} .
$$

As we mentioned earlier, log geometry is a bridge connecting algebraic geometry and combinatorial geometry known as tropical geometry nowadays. Recall that in toric geometry, a toric blow up of a toric variety corresponds to a subdivision of the fan which is the tropicalization of the toric variety regarded as a log scheme with the induced log structure by the toric bundary. We will define the tropicalization map from the category of $\log$ schemes to the category of rational polyhedral cone complexes. In this sense, log geometry can be treated as a vast generalization of toric geometry with no map being defined backwards meaning that there is not an inverse map from tropical geometry back
to log geometry in general. Many notions in log geometry such as log étaleness, flatness have nice combinatorial descriptions by using tropical geometry. As a very crucial example, log blow up is one operation often used in the study of moduli space of stable log maps.

Definition 2.1.24. Let $(X, \mathcal{M})$ be a $\log$ scheme. By a log ideal we mean a coherent sheaf of ideals $J \subset \mathcal{M}$ where coherence means that locally around any geometric point $\bar{x}$, the ideal is generated by $J_{\bar{x}}$. We call a log ideal invertible if it is locally generated by a single element.

In the following, we are going to define the log blow up $Y$ of $(X, \mathcal{M})$ against $J$ by showing an explicit construction, denoted by $\operatorname{LogBl}{ }_{J} X$.

- First of all, if $X$ is of the form $\operatorname{Spec} \mathbb{Z}[P]$ and let $I$ be $\mathbb{Z}[J]$. Define the underlying scheme of $\operatorname{LogBl}_{J} X$ to be $\mathrm{Bl}_{I} X$ the ordinary blow up of $X$ at the ideal $I$ and the $\log$ structure on the affine chart $Y_{s}=\operatorname{Spec}(\mathbb{Z}[P[J-s]])$ is induced by $P[J-s]$ the submonoid of $P^{\mathrm{gp}}$ generated by $P$ and the elements of $J-s$. Therefore, it is fairly obvious that $Y_{s}$ is the universal $\log$ scheme over $X$ such that the pull back of $J$ to $Y_{s}$ is generated by $s$.
- Étale locally, when $X$ admits a chart $X \rightarrow \operatorname{Spec} \mathbb{Z}[P]$ and $J$ is generated by $J_{0} \subset P$, then we define $\operatorname{LogBl}_{J} X=\operatorname{LogBl}_{J_{0}} \operatorname{Spec} \mathbb{Z}[P] \times_{\text {Spec } \mathbb{Z}[P]} X$. It is not hard to show that such a local construction gives rise to a global scheme which is defined to be the log blow up.

From the construction, we implicitly proved that the log blow up satisfies the following universal property

Proposition 2.1.25. $f: \operatorname{LogBl}_{J} X \rightarrow X$ is a universal log morphism such that $f^{-1} J$ is invertible.

Remark 2.1.26. Note that any log blowup is a log étale morphisms. By base change and étale descent, we can reduce to the case where everything is affine. Then it is not so hard to verify the log étaleness using Kato's combinatorial criterion for log étale morphisms.

Obvious examples of log blowups are toric blowups.
The stack of log structures. The next part is devoted to a modern and important perspective of looking at log schemes, which was introduced by M. Olsson in [Ol1] with a strong influence of ideas of Luc Illusie. It turns out fine $\log$ schemes $T$ over a base fine $\log$ scheme $S$ are classified by an Artin stack $\log _{S}$. Working with such a stack allows us to re-interpret various notions in log geometry in terms of classical algebraic geometry language.

To any fine logarithmic scheme $\left(S, \mathcal{M}_{S}\right)$, Olsson assigns the category $\log _{S}$ fibered in groupoids over the category of $S$-schemes as follows. The objects of $\mathbf{L o g}_{S}$ are fine
logarithmic $S$-schemes and morphisms are strict $\log$ morphisms over $S$. The fiber functor is just the forgetful functor forgetting log structures.

Theorem 2.1.27. $\log _{S}$ is an Artin stack of locally finite type over $S$.
Remark 2.1.28. (1) Let $T$ be a $S$-scheme, then $\log _{S}(T)$ is actually the groupoid in which objects are $\log$ schemes with the underlying scheme $T$, i.e. it parametrizes the ways in which one can enhance $S$-schemes into $\log$ schemes.
(2) Note that the stack $\log _{S}$ possesses a natural log structure. Indeed, for any $S$ scheme $T$ with the structure map $f: T \rightarrow S$, a morphism $T \rightarrow \mathbf{L o g}_{S}$ endows $T$ with a $\log$ structure $\mathcal{M}_{T}$ and a morphism $f^{*} \mathcal{M}_{S} \rightarrow \mathcal{M}_{T}$ of $\log$ structures.

Recall that a $\log$ structure on a stack $\mathscr{F}$ is defined in the way that to every morphism $\underline{T} \rightarrow \underline{\mathscr{F}}$ from a scheme $\underline{T}$ to the underlying stack $\underline{\mathscr{F}}$, there is a $\log$ structure $\mathcal{M}_{T}$ and morphisms are compatible with log structures.

Therefore, it defines a $\log$ structure on the stack $\mathbf{L o g}_{S}$. Hence, giving a log structure on a scheme $T$ is equivalent to giving a morphism from $T$ to the stack $\mathbf{L o g}_{k}$. In particular, there is a tautological strict morphism $\left(S, \mathcal{M}_{\mathcal{S}}\right) \rightarrow \log _{S}$.

By Remark 2.1.28 (2), one can easily see that any morphism of $\log$ schemes $\phi$ : $\left(T, \mathcal{M}_{T}\right) \rightarrow\left(S, \mathcal{M}_{S}\right)$ will induce a morphims of stacks $\mathbf{L o g}(\phi): \mathbf{L o g}_{T} \rightarrow \log _{S}$. Martin Olsson has shown that the properties of $\phi$ being $\log$ smooth, $\log$ étale, log flat originally defined by K. Kato is equivalent to the morphism $\log (\phi)$ being smooth, étale and flat.

### 2.2 Tropicalization

Tropical geometry associates to an algebraic variety $X$ a "polyhedral shadow" known as its tropicalization whose polyhedral geometry surprisingly reflect a lot of enumerative properties of the variety. Many astonishing correspondences between algebraic geometry and tropical geometry have been found such as the count of rational curves of degree $d$ in the projective plane can also be calculated by the corresponding count of tropical curves of degree $d$ in the corresponding tropical surface. Another application in Gromov-Witten theory is shown in the paper [GPS] in which they have shown that the count of certain tropical curves in a cocharacter lattice corresponds to some Gromov-Witten invariants of the induced toric variety.

Classically, one has to choose an embedding of $X$ into a toric variety in order to define a tropicalization map, and in general this map does depend on the choice of the embedding. Standard references for the definition of a variety admitting an embedding to a toric variety are [MS], [Ka] and [Pay] etc.. For log varieties, a construction of the tropicalization map was first given by M. Gross and B. Siebert using the characteristic sheaf in the appendix B of [GS1] that is analogous to the notion of the tropical part of an exploded manifold of

Parker's work [Par]. A functoriality can be shown immediately by the definition of log morphisms meaning that if we have a $\log$ morphism $X \rightarrow Y$, we can then have a morphism of generalized polyhedral cone complexes. Besides, an alternative construction was given functorially by Martin Ulirsch using Berkovich analytic spaces in the paper [Ul] in which M. Ulirsch proved that his tropicalization as a generalized polyhedral cone complex is homeomorphic to the one given by Gross and Siebert. We will exhibit the construction by Gross-Siebert and not discuss the Ulirsch's construction of tropicalization map because it requires a quite bit of knowledge of non-Archimedean geometry and Berkovich analytic spaces that are completely off-topic for this thesis.

- Generalized cone complexes. We consider the category of rational polyhedral cones, denoted by Cone. The objects of Cone are pairs $(\sigma, N)$ where $N$ is a lattice and $\sigma$ is a top-dimensional strictly convex rational polyhedral cone in $N_{\mathbb{R}}=N \otimes \mathbb{R}$. A morphism in Cone is a lattice map $\varphi: N_{1} \rightarrow N_{2}$ such that $\varphi_{\mathbb{R}}\left(\sigma_{1}\right) \subset \sigma_{2}$ where $\varphi_{\mathbb{R}}$ is the $\mathbb{R}$-extension of $\varphi$. Such a morphism $\varphi$ is called a face morphism if $\varphi_{\mathbb{R}}$ identifies $\sigma_{1}$ as a face of $\sigma_{2}$. Then recall from [KKMS] and $[\mathrm{ACP}]$ that a generalized polyhedral cone complex is a topological space with a presentation as the colimit of a finite diagram in Cone with all morphisms being face morphisms.

Let $\Sigma$ be such a generalized polyhedral cone complex. We write $\sigma \in \Sigma$ if $\sigma$ appears as a cone in the diagram defining $\Sigma$. Write $|\Sigma|$ for its underlying topological space. A morphism $\varphi: \Sigma_{1} \rightarrow \Sigma_{2}$ of generalized polyhedral cone complexes is a continuous map $\varphi:\left|\Sigma_{1}\right| \rightarrow\left|\Sigma_{2}\right|$ such that for each cone $\sigma_{1} \subset \Sigma_{1}$, the induced map $\sigma_{1} \rightarrow\left|\Sigma_{2}\right|$ factors through a cone $\sigma_{2}$ as $\sigma_{1} \rightarrow \sigma_{2} \in \Sigma_{2}$. Then it yields the category of generalized polyhedral cone complexes.

- Tropicalization. Given a $\log$ scheme $(X, \mathcal{M})$ with the $\log$ structure in the Zariski topology, we set

$$
\Sigma(X):=\left(\coprod_{x \in X} \operatorname{Hom}\left(\overline{\mathcal{M}}_{X, x}, \mathbb{R}_{\geq 0}\right)\right) / \sim
$$

where the disjoint union is taken over all scheme-theoretic points of $X$ and the equivalence relation is generated by the identifications of faces given by dualizing generization maps $\overline{\mathcal{M}}_{X, x} \rightarrow \overline{\mathcal{M}}_{X, x^{\prime}}$ where $x$ is the specilization of $x^{\prime}$. One then obtains for each $x$ a map

$$
i_{x}: \operatorname{Hom}\left(\overline{\mathcal{M}}_{X, x}, \mathbb{R}_{\geq 0}\right) \rightarrow \Sigma(X)
$$

In general, the maps $i_{x}$ may not necessarily be injective because it could cause some wired self-identified faces.

The above definition actually gives a covariant functor from the category of log schemes equipped with Zariski topology to the category of generalized polyhedral cone complexes.

Definition 2.2.1. Let $\left(X, \mathcal{M}_{X}\right)$ be an fs $\log$ scheme. The tropicalization $\Sigma(X)$ is said to
be monodromy-free if for each geometric point $x$, the map $i_{x}$ is injective on the interior of any face of the cone $\operatorname{Hom}\left(\mathcal{M}_{X, x}, \mathbb{R}_{\geq 0}\right)$.

Remark 2.2.2. (1) In this thesis, we will only deal with a target having monodromy-free tropicalization particularly when we try to split and glue punctured log maps later.
(2) In the next chapter, we can going to see more about how tropical geometry can be applied in studying moduli spaces such as stratifying the moduli space of punctured log maps.

Example 2.2.3. In the example 2.1.22, we can easily see that $\Sigma(X) \cong \mathbb{R}_{\geq 0}^{2}$ where the two components correspond to the rays $x \geq 0$ and $y \geq 0$ respectively. Moreover, the tropicalization of the standard $\log$ point is the positive ray $\mathbb{R}_{\geq 0} \cong(t \geq 0)$ and by the functoriality, there is supposed to be a map $\mathbb{R}_{\geq 0}^{2} \rightarrow \mathbb{R}_{\geq 0}$. Indeed, readers can calculate this map directly by means of the definition, which is the map $(a, b) \mapsto a+b$.

Example 2.2.4. Now, we have a better explanation for $\log$ blowups of $\log$ smooth $\log$ schemes. It turns out that a $\log$ blowup $\operatorname{LogBl}_{J} X \rightarrow X$ for $X \log$ smooth will give rise to a map between the corresponding generalized polyhedral cone complexes which is a subdivision of the tropicalization of the target and the way to see it is basically from toric geometry because locally the log structure is pulled back from a toric variety using a chart. In this sense, it is a natural generalization of toric blowups.

Remark 2.2.5. The feature that a log blowup of a $\log$ smooth $\log$ scheme induces a subdivision of a generalized polyhedral cone complexes is in fact true for proper, birational, surjective log étale morphisms in general. It is even good enough for us to take this combinatorial property as our definition for logarithmic modification whenever we deal with proper surjective log étale morphims.

Definition 2.2.6. A proper, birational log étale morphism is called a logarithmic modification.

### 2.3 Basics on log/Relative GW invariants

In this subsection, we will quickly review the basics about logarithmic Gromov-Witten theory introduced by Abramovich-Chen and Gross-Siebert in [GS1], [Ch] and [AC]. The results from the paper [AMW] show that relative Gromov-Witten invariants constructed by using the method of so called expanded pair due to Jun Li are equivalent to logarithmic Gromov-Witten invariants in terms of curve counting. Therefore, we will use the terminologies logarithmic and relative interchangeably but we are not going to talk about relative Gromov-Witten theory in details, and readers can refer to the paper [Li1] for
detailed theory about relative invariants. For foundations of logarithmic geometry, reader can go back to section 2.1 or refer to K.Kato's paper [Kk] and [Og].

A logarithmic version of the theory of stable curves has been studied by F. Kato in [Kf], which turns out to be very powerful to investigate the smoothing property of a nodal curve around its nodes by putting an appropriate logarithmic structure.

Remark 2.3.1. Recall that the ghost sheaf or characteristic sheaf of a logarithmic structure $\mathcal{M}_{X}$ on a scheme $X$ is the quotient sheaf $\overline{\mathcal{M}}_{X}:=\mathcal{M}_{X} / \alpha^{-1}\left(\mathcal{O}_{X}^{*}\right)$.

In our paper, all logarithmic structures are assumed to be fine unless otherwise stated. For the precise definition of fine or saturated logarithmic structure, reader can refer to [Kk]. A fine and saturated log scheme is also simply called a fs log scheme.

Definition 2.3.2. A logarithmic curve is a flat and logarithmically smooth morphism of fs $\log$ schemes $\pi: X \rightarrow S$ such that all geometric fibers are reduced and connected schemes of pure dimension 1 satisfying the following. If $\underline{U} \subset \underline{C}$ is the non-singular locus of $\underline{\pi}$, then there exist sections $x_{1}, \ldots, x_{n}$ of $\pi$ such that

$$
\left.\overline{\mathcal{M}}_{C}\right|_{\underline{U}} \cong \pi^{*} \overline{\mathcal{M}}_{S} \oplus \bigoplus_{i=1}^{n}\left(x_{i}\right)_{*} \mathbb{N} .
$$

Hence, the ghost sheaf $\overline{\mathcal{M}}_{C}$ has three different possibilities shown in the following theorem:

Theorem 2.3.3. Assume that $\pi: C \rightarrow S$ is a log curve. Then

1. fibers have at worst nodes as singularities.
2. étale locally on $S$, we can choose disjoint sections $x_{i}: S \rightarrow C$ in the smooth locus of $\pi$ whose images are called marked points such that:
(a) If $\eta$ is a general point in $C$ away from the marked points and nodes, then

$$
\overline{\mathcal{M}}_{C, \eta} \cong \overline{\mathcal{M}}_{S, \pi(\eta)} .
$$

(b) If $p$ is a marked point in $C$, then

$$
\overline{\mathcal{M}}_{C, p} \cong \overline{\mathcal{M}}_{S, \pi(p)} \oplus \mathbb{N}
$$

(c) If $q$ is a node of $\pi^{-1} \pi(q)$ and $Q:=\overline{\mathcal{M}}_{S, \pi(q)}$, then

$$
\overline{\mathcal{M}}_{C, q} \cong Q \oplus_{\mathbb{N}} \mathbb{N}^{2} .
$$

where the map $\mathbb{N} \rightarrow \mathbb{N}^{2}$ is the diagonal map and the map $\mathbb{N} \rightarrow Q$ given by $1 \mapsto \rho$ is some homomorphism of monoids uniquely determined by the map $\pi$ with $\rho \neq 0$

Roughly speaking, based on the theorem above, the benefit of applying log geometry to the theory of moduli space of stable curves is that log smoothness often allows mild singularities (e.g. nodes) to occur. In a nutshell, log geometry techniques sometimes magically put us back in category of smooth spaces when we deal with something with mild singularities.

With the preparation above, we are finally ready for the definition of stable log maps.
Definition 2.3.4 ([GS1]). Let $g: X \rightarrow W$ be a morphism of $\log$ schemes. A pre-stable log map with $n$ markings to $X$ is a commutative diagram of morphisms of log schemes

where $\pi: C \rightarrow S$ is a $\log$ curve with $n$ mutually disjoint sections $x_{1}, \ldots, x_{n}$ such that the image of each $x_{i}$ lies in the smooth locus of $\pi$.

Furthermore, a pre-stable log map is called stable if the underlying pre-stable map of schemes forgetting the log structures is stable in the ordinary sense.

In general, the moduli space of stable $\log$ maps to a $\log$ scheme $X$ will not be of finite type. Hence we have to get rid of some less important log maps to make moduli space of finite type. The notion of basic stable log maps due to Abramovich-Chen and Gross-Siebert in [Ch],[AC] and [GS1] now appear, and the idea is to only keep those kind of stable log maps which become "universal" tropical map after tropicalization. We will quickly recall this and for more details, the reader can refer to section 1 of [GS1].

Suppose we are given a stable log map $(C / S, \mathbf{p}, f)$ where $\mathbf{p}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ is a collection of markings with $S=(\operatorname{Spec} \mathbb{k}, Q)$ where $Q$ is an arbitrary sharp, fs monoid. We will use the convention that $p_{i}$ will always represent some marked point and a node will be denoted by $q$. Then the $\log$ morphisms $\pi$ and $f$ will induce morphisms of the sheaves of monoids $\psi=\pi^{\#}: Q \rightarrow \overline{\mathcal{M}}_{C}$ and $\varphi=f^{\#}: f^{*} \overline{\mathcal{M}}_{X} \rightarrow \overline{\mathcal{M}}_{C}$ respectively. Let us analyze these two maps in a little more details.

- Structure of $\psi$ : At first, the homomorphism $\psi$ will be an isomorphism when restricted to a general point complementary to the special points. By the theorem 2.3.3, we know that the sheaf $\overline{\mathcal{M}}_{C}$ has stalks $Q \oplus \mathbb{N}$ and $Q \oplus_{\mathbb{N}} \mathbb{N}^{2}$ at marked points and nodes respectively. The latter fiber sum is determined by the map $\mathbb{N} \rightarrow Q: 1 \mapsto \rho_{q}$, and the diagonal map $\mathbb{N} \rightarrow \mathbb{N}^{2}$. Thus, the map $\psi$ is given by the inclusion $Q \rightarrow Q \oplus \mathbb{N}$ and $Q \rightarrow Q \oplus_{\mathbb{N}} \mathbb{N}^{2}$ into the first components respectively.
- Structure of $\varphi$ : For a point $x \in C$, the map $\varphi$ induces a map of monoids $\varphi_{x}: P_{x} \rightarrow$ $\overline{\mathcal{M}}_{C, x}$ for $P_{x}:=\overline{\mathcal{M}}_{X, f(x)}$. By Theorem 2.3.3, we have the following behaviour at three types of points on $C$ :
- if $x=\eta$ is a general point away from the special points on $C$, then we have a local homomorphism of monoids:

$$
P_{\eta} \rightarrow Q .
$$

By a local homomorphism $f: M \rightarrow N$ of monoids, we mean that it is a homomorphism of monoids such that $f^{-1}\left(N^{*}\right)=M^{*}$.

- if $x=p$ is a smooth marked point, then it gives the composition:

$$
u_{p}: P_{p} \xrightarrow{\varphi_{p}} Q \oplus \mathbb{N} \xrightarrow{\mathrm{pr}_{2}} \mathbb{N}
$$

where $u_{p}$ is an element of $\operatorname{Hom}\left(\overline{\mathcal{M}}_{X, f(p)}, \mathbb{N}\right)$, called the contact order at $p$.

- when $x=q$ a node of two irreducible components with two generic points $\eta_{1}$ and $\eta_{2}$ respectively, let $\chi_{i}: P_{q} \rightarrow P_{\eta_{i}}(i=1,2)$ are the generization maps, then there exists a map

$$
u_{q}: P_{q} \rightarrow \mathbb{Z}
$$

called the contact order at $q$ such that

$$
\varphi_{\eta_{2}}\left(\chi_{2}(m)\right)-\varphi_{\eta_{1}}\left(\chi_{1}(m)\right)=u_{q}(m) \rho_{q}
$$

with $\rho_{q} \neq 0$ given by the structure of $\psi$.
Based on the analysis above, we can define a basic monoid $Q$ by first defining its dual:

$$
Q^{\vee}:=\left\{\left(\left(V_{\eta}\right)_{\eta},\left(e_{q}\right)_{q}\right) \in \bigoplus_{\eta} P_{\eta}^{\vee} \oplus \bigoplus_{q} \mathbb{N} \mid \forall q: V_{\eta_{2}}-V_{\eta_{1}}=e_{q} u_{q}\right\}
$$

Here, the sum is taken over all generic points and nodes. We then set

$$
Q:=\operatorname{Hom}\left(Q^{\vee}, \mathbb{N}\right)
$$

Then, the basic monoid $Q$ associated to the the contact orders $\left\{u_{p}, u_{q}\right\}$ is "universal" in the following sense:

Given a stable $\log \operatorname{map}\left(C^{\prime} / S^{\prime}, \mathbf{p}, f^{\prime}\right)$ over a $\log$ point $S=\left(\operatorname{Spec} \mathbb{k}, Q^{\prime}\right)$ with the same contact orders as above, one then obtains a map

$$
Q \rightarrow Q^{\prime}
$$

which is defined as the transpose of the map:

$$
\left(Q^{\prime}\right)^{\vee} \rightarrow Q^{\vee} \subset \bigoplus_{\eta} P_{\eta} \oplus \bigoplus \mathbb{N}: m \mapsto\left(\left(\varphi_{\eta}^{t}(m)\right)_{\eta}, m\left(\rho_{q}\right)_{q}\right)
$$

Definition 2.3.5 (basicness). Let $(C / S, \mathbf{p}, f)$ be a stable $\log$ map. We call $f$ basic if at every geometric point $s \in S$, the map $Q \rightarrow Q^{\prime}=\overline{\mathcal{M}}_{S, s}$ defined by the restriction $\left(C_{s} / s, \mathbf{p}_{s}, f_{s}\right)$ is an isomorphism.

Remark 2.3.6. We will see the tropical interpretation of the basic monoid of a stable log map later. Roughly speaking, the basic monoid of a combinatorial type is the monoid over which a family of tropical maps of the same combinatorial type is universal.

Once we impose the basicness condition on stable log maps, we obtain a moduli space. Then we have the following theorem due to Gross and Siebert.

Theorem 2.3.7 (Proposition 5.1, [GS1]). If $g: X \rightarrow W$ is log smooth, then the moduli space of basic stable log maps to $X$ with fixed contact orders and curve class is a DeligneMumford stack and carries a relative perfect obstruction theory relative to the moduli stack of pre-stable logarithmic curves, and therefore possesses a virtual fundamental class. Moreover, if the map $g$ is proper, then the moduli stack is proper.

### 2.4 Stable punctured log maps

Definition 2.4.1 ([ACGS2]). Let $Y=\left(\underline{Y}, \mathcal{M}_{Y}\right)$ be a fine and saturated logarithmic scheme with a decomposition $\mathcal{M}_{Y}=\mathcal{M} \oplus_{\mathcal{O}} \times \mathcal{P}$. A puncturing of $Y$ along $\mathcal{P} \subset \mathcal{M}_{Y}$ is a fine sub-sheaf of monoids

$$
\mathcal{M}_{Y^{\circ}} \subset \mathcal{M} \oplus_{\mathcal{O}} \times \mathcal{P}^{\mathrm{gp}}
$$

containing $\mathcal{M}_{Y}$ with a structure map $\alpha_{Y^{\circ}}: \mathcal{M}_{Y^{\circ}} \rightarrow \mathcal{O}_{Y}$ such that

1. The inclusion $p^{b}: \mathcal{M}_{Y} \rightarrow \mathcal{M}_{Y}$ 。 is a morphism of logarithmic structures on $\underline{Y}$.
2. For any geometric point $\bar{x}$ of $\underline{Y}$, let $s_{\bar{x}} \in \mathcal{M}_{Y^{\circ}, \bar{x}}$ be such that $s_{\bar{x}} \notin \mathcal{M}_{\bar{x}} \oplus_{\mathcal{O}} \times \mathcal{P}_{\bar{x}}$. Representing $s_{\bar{x}}=\left(m_{\bar{x}}, p_{\bar{x}}\right) \in \mathcal{M}_{\bar{x}} \oplus \mathcal{O}^{\times} \mathcal{P}_{\bar{x}}^{\mathrm{gp}}$, we have $\alpha_{Y^{\circ}}\left(s_{\bar{x}}\right)=\alpha_{\mathcal{M}_{Y}}\left(m_{\bar{x}}\right)=0$ in $\mathcal{O}_{Y, \bar{x}}$.

We call a puncturing $\mathcal{M}_{Y^{\circ}}$ trivial if the induced map $p^{b}$ is an isomorphism. Write $Y^{\circ}=\left(\underline{Y}, \mathcal{M}_{Y^{\circ}}\right)$.

Remark 2.4.2. Note that unlike stable logarithmic curves/maps, the logarithmic structure put on a punctured log curve is not necessarily saturated, in other words, $C^{\circ}$ is in general only a fine logarithmic scheme.

Remark 2.4.3. Readers can easily see that a puncturing of a log structure is not unique. Nonetheless, once a log scheme with a choice of puncturing is equipped with a log morphism to another log scheme, there is in fact a smallest choice for puncturing. More precisely, we have the following definiton.

Proposition 2.4.4. Let $X$ be a fine $\log$ scheme and $Y$ be as in Definition 2.4.1, with a choice of puncturing $Y^{\circ}$ and a morphism $f: Y^{\circ} \rightarrow X$. In addition, let $\tilde{Y}^{\circ}$ be the puncturing of $Y$ given by the sub-sheaf of $\mathcal{M}_{Y^{\circ}}$ generated by $\mathcal{M}_{Y}$ and $f^{b}\left(f^{*} \mathcal{M}_{X}\right)$. Then

- We have $\mathcal{M}_{\tilde{Y}}$ 。is a sub-logarithmic structure of $\mathcal{M}_{Y^{\circ}}$.
- There is a factorization

- Given $Y_{1}^{\circ} \rightarrow Y_{2}^{\circ} \rightarrow Y$ with both $Y_{1}^{\circ}$, $Y_{2}^{\circ}$ puncturings of $Y$, and compatible morphisms $f_{i}: Y_{i}^{\circ} \rightarrow X, \tilde{Y}_{1}^{\circ}=\tilde{Y}_{2}^{\circ}$.

Proof. The proof is very straightforward and follows immediately from the definitions.
This proposition motivates the following definition:
Definition 2.4.5. Let $X$ be a $\log$ scheme. A morphism $f: Y^{\circ} \rightarrow X$ from a punctured $\log$ scheme is said to be pre-stable if the puncturing $\mathcal{M}_{Y} \circ$ is generated as a sheaf of fine monoids by $\mathcal{M}_{Y}$ and $f^{b}\left(f^{*} \mathcal{M}_{X}\right)$.

Furthermore, a puncturing can be pulled back in the following sense:
Proposition 2.4.6. Let $X$ and $Y$ be fine and saturated log schemes with log structures $\mathcal{M}_{X}$ and $\mathcal{M}_{Y}$ respectively and suppose given a morphism $g: X \rightarrow Y$. Suppose also given a fine and saturated $\log$ structure $\mathcal{P}_{Y}$ on $Y$ and an induced log structure $\mathcal{P}_{X}:=g^{*} \mathcal{P}_{Y}$ on X. Set

$$
X^{\prime}=\left(X, \mathcal{M}_{X} \oplus_{\mathcal{O}_{X}^{\times}} \mathcal{P}_{X}\right), Y^{\prime}=\left(Y, \mathcal{M}_{Y} \oplus_{\mathcal{O}_{Y}^{\times}} \mathcal{P}_{Y}\right)
$$

Further, let $Y^{\circ}$ be a puncturing of $Y^{\prime}$ along $\mathcal{P}_{Y}$. Then, there is a diagram

with all squares Cartesian in the category of underlying schemes, the lower square Cartesian in the category of $f s$ log schemes, and the top square Cartesian in the category of fine log schemes. Furthermore, $X^{\circ}$ is a puncturing of $X^{\prime}$ along $\mathcal{P}_{X}$.

Remark 2.4.7. For the proof of the above proposition, readers can refer to [Proposition 2.7, [ACGS2]]

Throughout the paper, we will essentially only be interested in the case that $Y^{\circ}$ is a punctured $\log$ scheme with the underlying $\log$ scheme a logarithmic curve $Y$ over a fine and saturated $\log$ scheme $S$.

Note that when we are given a $\log$ curve $\pi: C \rightarrow S$, then by Theorem 2.3.3, we have $\mathcal{M}_{C}=\mathcal{M} \oplus_{\mathcal{O}} \times \mathcal{P}$ where $\mathcal{M}$ is the the log structure on $C$ with no marked points and $\mathcal{P}$ is the logarithmic structure associated to the marked points. Therefore, it yields the definition of punctured logarithmic curve.

Definition 2.4.8. A punctured logarithmic curve parametrized by a fine and saturated $\log$ scheme $S$ is the following data:

$$
\left(C^{\circ} \xrightarrow{p} C \xrightarrow{\pi} S, \mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right)
$$

where

1. $\left(C \xrightarrow{\pi} S, \mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right)$ is a logarithmic curve with $n$ disjoint marked points $x_{1}, \ldots, x_{n}$.
2. $\mathcal{M}_{C}$ 。 is a choice of a puncturing of $\mathcal{M}$ along the $\log$ structure $\mathcal{P}$ associated to the marked points.

Furthermore, given a punctured logarithmic curve as defined above, a pre-stable punctured logarithmic map is a diagram

where $f$ is pre-stable in the sense of Definition 2.4.5, and the pre-stable punctured logarithmic map is called stable if forgetting about all logarithmic structures, the diagram above is a stable map in the ordinary sense.

Since we can pull back puncturing along log morphisms in general, it indicates that punctured log curves can be pulled back along log morphisms as well. Consider a punctured
curve $\left(C^{\circ} \rightarrow C \rightarrow W, \mathbf{p}\right)$ and a morphism of fine and saturated $\log$ schemes $T \rightarrow W$. Denote by $\left(C_{T} \rightarrow T, \mathbf{p}_{T}\right)$ the pullback of the $\log$ curve $C \rightarrow W$ via $T \rightarrow W$. Proposition 2.4.6 gives rise to a diagram


Then, $C_{T}^{\circ} \rightarrow C_{T} \rightarrow T$ is the pullback of the punctured $\log$ curve $C^{\circ} \rightarrow C \rightarrow W$.
Example 2.4.9. Let $W=$ Speck with the trivial $\log$ structure. Let $C$ be a smooth curve over $W$. Choose a point $x \in C$ and a puncturing $\mathcal{M}_{C^{\circ}}$ at $x$. In this case, $\overline{\mathcal{M}}_{C^{\circ}}=\mathcal{P}$, which means all puncturings must be trivial. Indeed, if $s_{x}=\left(m_{x}, p_{x}\right) \in \mathcal{M}_{C^{\circ}, x}$, then $\alpha_{C^{\circ}}\left(s_{x}\right)=0$ in $\mathcal{O}_{C}$ but this is not allowed to occur since $m_{x}$ must be a unit in $\mathcal{O}_{C}$.

Example 2.4.10. Let $W=\operatorname{Spec} \mathbb{k}^{\dagger}$ the standard $\log$ point, and $C$ be a non-singular curve over $W$ with the structure morphism $\pi$ such that $\mathcal{M}_{C}=\mathcal{O}_{C}^{\times} \oplus \mathbb{N}$ where $\underline{\mathbb{N}}$ denotes the constant sheaf on $C$ with the stalk $\mathbb{N}$. Again, choose a punctured point $p \in C$. Let $\mathcal{M}_{C} \circ \subset \pi^{*} \mathcal{M}_{W} \oplus_{\mathcal{O}_{C}^{\times}} \mathcal{P}^{\mathrm{gP}}$ be a puncturing. Let $s$ be a local section of $\mathcal{M}_{C} \circ$ near $p$, then $s$ is of the form $((\varphi, n), m)$ with $\varphi \in \mathcal{O}_{C}^{\times}, n \in \mathbb{N}$ and $m \in \mathbb{Z}$. If $m<0$, the condition 2 of Definition 2.4.1 implies that $\alpha_{\pi^{*} \mathcal{M}_{W}}(\varphi, n)=0$, which implies that $n>0$. Therefore, one has an inclusion that

$$
\overline{\mathcal{M}}_{C^{\circ}} \subset\{(n, m) \in \mathbb{N} \oplus \mathbb{Z} \mid m \geq 0 \text { if } n=0\} .
$$

Conversely, any fine submonoid of the right hand side of the above inclusion which contains $\mathbb{N}^{2}$ can be realized as the stalk of the ghost sheaf at $p$ for a puncturing.

Remark 2.4.11. The notion of puncturing of a stable log map along the marked points allows us to talk about negative contact orders. More concretely, suppose given a stable punctured $\log$ map $f: C^{\circ} \rightarrow X$ and $x \in \underline{C}^{\circ}$ a marked point. Then we have a chain of maps of monoids, denoting the composition by $u_{x}$ :

$$
P_{x}:=\mathcal{M}_{X, f(x)} \rightarrow \mathcal{M}_{C^{\circ}, x} \hookrightarrow \mathcal{M}_{S, \pi(x)} \oplus_{\mathcal{O}} \times \mathbb{N}^{g p} \xrightarrow{p r_{2}} \mathbb{Z}
$$

where $p r_{2}$ is the second projection map and $u_{x} \in P_{x}^{*}$ is the contact order of $f$ at the point $x$.

Notice that $x$ is sometimes called a marked point if $u_{x} \in P_{x}^{\vee}$, otherwise, it is called a punctured point.

Remark 2.4.12. In general, imposing well-defined contact orders at punctured points is a quite subtle thing. For a full discussion, we refer readers to [ACGS2]. Roughly speaking, given a family of punctured logarithmic maps $f: C^{\circ} / W \rightarrow X$, at each geometric point $w \in W$ and for each punctured point $x \in C_{w}^{\circ}$, we have the contact order $u_{x}: P_{x} \rightarrow \mathbb{Z}$ defined as above, i.e. we specify an integral tangent vector $u_{x}$ to $\sigma_{f(x)} \in \Sigma(X)$ (see section 2.5). Then as $w$ varies on $W$, the cones $\sigma_{f(x)}$ might vary, hence we have to consider the notion so-called family of contact orders and its connected components.

However, in this paper, especially for the main gluing theorem, we will stick to the case where $X$ is a smooth projective variety with the divisorial logarithmic structure given by a smooth divisor. So, the tropicalization $\Sigma(X)$ is just $\mathbb{R}_{\geq 0}$, and there is not any issue to impose contact orders at punctures.

Remark 2.4.13 (Geometric interpretation of negative contact orders). Let $f: C^{\circ} / W \rightarrow X$ be a punctured $\log$ map with $W=(\operatorname{Spec} \mathbb{k}, Q)$. Suppose $p \in C$ is a non-trivial punctured point and let $C^{\prime}$ be the irreducible component containing $p$ with the generic point $\eta$. Then if $C^{\prime}$ has negative tangency order with some strata in $X$, it forces the image of $C^{\prime}$ under $f$ to be fully contained in those strata.

Indeed, let $P_{p}:=\overline{\mathcal{M}}_{X, f(p)}$ and $u_{p}$ be the contact order $P_{p} \rightarrow \mathbb{Z}$ described above, which is the composition $\bar{f}_{p}^{\#}: P_{p} \rightarrow \overline{\mathcal{M}}_{C^{\circ}, p} \subset Q \oplus \mathbb{Z} \xrightarrow{\mathrm{pr}_{2}} \mathbb{Z}$. For any element $t \in P_{p}$ with $u_{p}(t)<0$, we must have $\operatorname{pr}_{1} \circ \bar{f}_{p}^{\#}(t) \neq 0$, otherwise we have $\alpha_{C^{\circ}}\left(0, u_{p}(t)\right) \in \mathcal{O}_{C}^{\times}$(one can see this by pulling back everything onto $W$ ), which contradicts to the condition 2 of the definition 2.4.1. Thus, if $\chi: P_{p} \rightarrow \overline{\mathcal{M}}_{X, f(\eta)}$ is the generization map, we must have $u_{p}^{-1}\left(\mathbb{Z}_{<0}\right) \cap \chi^{-1}(0)=\emptyset$. This restricts the strata in which $C^{\prime}$ can lie.

For example, the target is a pair $(X, D)$ with $X$ a scheme and $D$ a smooth divisor and we endow $X$ with the divisorial $\log$ structure given by the divisor $D$. Now, if $f\left(C^{\prime}\right) \nsubseteq D$, i.e. $f(\eta) \notin D$, then $\overline{\mathcal{M}}_{X, f(\eta)}=0$ which implies that $u_{p}^{-1}\left(\mathbb{Z}_{<0}\right) \cap \chi^{-1}(0)=u_{p}^{-1}\left(\mathbb{Z}_{<0}\right) \neq \emptyset$, contradiction! This forces the image of $C^{\prime}$ under $f$ to be contained in the divisor $D$.

The punctured points which are not usual marked points impose extra constraints on the possible deformations of a punctured curve, hence of a punctured log map, captured by the puncturing log ideal in the base monoid.

Recall from $[\mathrm{Og}]$ that a log ideal $\mathcal{K}$ on a fine $\log$ scheme $W$ is a sheaf of ideals of $\mathcal{M}_{W}$. It is invariant under the multiplication action $\mathcal{O}^{\times}$. Hence, every $\log$ ideal $\mathcal{K}$ is the pullback of $\overline{\mathcal{K}}:=\mathcal{K} / \mathcal{O}^{\times}$under the $\operatorname{map} \mathcal{M}_{W} \rightarrow \overline{\mathcal{M}}_{W}$. Moreover, a log ideal $\mathcal{K}$ is called coherent if for any chart $Q \rightarrow \Gamma\left(U, \mathcal{M}_{W}\right)$, there exists a finite set $S \subset Q$ generating $\left.\mathcal{K}\right|_{U}$.

Let $\left(C^{\circ} \rightarrow W, \mathbf{p}\right)$ be a family of punctured log curves. For each punctured point $p: W \rightarrow C^{\circ}$, consider the composition of maps

$$
u_{p}^{\circ}: p^{*} \mathcal{M}_{C^{\circ}} \rightarrow \mathcal{M}_{W} \oplus \mathbb{Z} \rightarrow \mathbb{Z}
$$

of sheaves of fine monoids with the first map inclusion and the second map the second projection. Denote by $\mathcal{I}_{p} \subset p^{*} \mathcal{M}_{C^{\circ}}$ the sheaf of ideals generated by $\left(u_{p}^{\circ}\right)^{-1}\left(\mathbb{Z}_{\leq 0}\right)$. In [ACGS2], they define the notion of puncturing log ideal and explore some properties of it in Section 2.5. Let us review some core properties in the following.

Definition 2.4.14. The puncturing $\log$ ideal $\mathcal{K} \subset \mathcal{M}_{W}$ of a family of punctured $\log$ curves $\left(\pi: C^{\circ} \rightarrow W, \mathbf{p}\right)$ is the sheaf of ideals generated by

$$
\bigcup_{p}\left(\pi^{\#}\right)^{-1}\left(\mathcal{I}_{p}\right) \subset \mathcal{M}_{W},
$$

where $p$ runs over all punctured points.
Remark 2.4.15. In the definition, we abuse the notation when writing $\pi^{\#}$ for the composition

$$
\mathcal{M}_{W} \rightarrow \pi_{*} \mathcal{M}_{C^{\circ}} \rightarrow \pi_{*} p_{*} p^{*} \mathcal{M}_{C^{\circ}}=p^{*} \mathcal{M}_{C^{\circ}} .
$$

Lemma 2.4.16. The puncturing log ideal of a family of punctured log curves is coherent.
Here also comes with the vanishing property putting restrictions on deformations of punctured curves, which also makes a punctured log curve an idealized log scheme.

Proposition 2.4.17. Let $\left(C^{\circ} \rightarrow W, \boldsymbol{p}\right)$ be a family of punctured log curves and $\mathcal{K}$ be its puncturing log ideal. Then,

$$
\alpha_{W}(\mathcal{K})=0 .
$$

Proof. For each punctured point $p \in C^{\circ}$, by the definition of puncturing, one has $p^{*} \alpha_{C^{\circ}}\left(\mathcal{I}_{p}\right)=0$. Pulling back via $\pi^{\#}: \mathcal{M}_{W} \rightarrow p^{*} \mathcal{M}_{C^{\circ}}$ then yields

$$
\alpha_{W}\left(\left(\pi^{\#}\right)^{-1}\left(\mathcal{I}_{p}\right)\right)=\left(p^{*} \alpha_{C^{\circ}}\right)\left(\mathcal{I}_{p}\right)=0 .
$$

Then, running over all punctured points will give us the vanishing property.
Definition 2.4.18. An idealized log scheme is a triple $(X, \mathcal{M}, \mathcal{K})$ such that $(X, \mathcal{M})$ is a $\log$ scheme and $\mathcal{K} \subset \mathcal{M}$ is a sheaf of ideals satisfying $\mathcal{K} \subset \alpha_{X}^{-1}(0)$. It is called coherent if $\mathcal{M}$ and $\mathcal{K}$ are both coherent.

Remark 2.4.19. Proposition 2.4 .17 says that a punctured $\log$ curve with its puncturing log ideal forms an idealized log scheme.

Example 2.4.20. Let Spec $\mathbb{k}^{\dagger}=(\operatorname{Spec} \mathbb{k}, \mathbb{N})$ be the standard $\log$ point and $\left(C^{\circ} / W, \mathbf{p}\right)$ be a punctured log curve over Spec $\mathbb{k}^{\dagger}$ with the underlying curve $C$ smooth and connected, and with only one punctured point $p$ such that

$$
\overline{\mathcal{M}}_{C^{\circ}, p}=\mathbb{N}^{2}+\mathbb{N} \cdot(a,-1) \subset \mathbb{N} \oplus \mathbb{Z}
$$

for $0 \neq a \in \mathbb{N}$. Then the punctured $\log$ ideal $\overline{\mathcal{K}}$ is $\mathbb{N} \cdot a$. This actually implies that if we want to fit this curve into an one-parameter family with $W$ as a subscheme of the affine line Spec $\mathbb{k}[t]$, unlike a $\log$ smooth curve over Spec $\mathbb{k}^{\dagger}$, the maximal closed subscheme of $\mathbb{A}^{1}$ to which this punctured curve can extend is given by the ideal $\left(t^{a}\right) \subset \mathbb{k}[t]$. This can be checked using the commutative diagram in the definition of $\log$ morphisms, and one can realize that a subscheme of $\mathbb{A}^{1}$ to which the punctured curve can be extended must be on the zero loci of the puncturing $\log$ ideal.

Definition 2.4.21. The puncturing log ideal $\mathcal{K}_{W}$ of a pre-stable punctured log map $\left(C^{\circ} / W, \mathbf{p}, f\right)$ is the puncturing $\log$ ideal of the punctured domain curve.

We will end this section with an example reflecting a new subtlety that the natural bases in punctured Gromov-Witten theory could possibly be reducible and even not pure dimensional.

Example 2.4.22. Let $W=$ Speck $\mathbb{k}$ and consider a target $X$ a smooth surface equipped with the divisorial $\log$ structure given by a smooth rational curve $D$ such that $D^{2}=2$. Consider a punctured $\log \operatorname{map}\left(C^{\circ} / W, \mathbf{p}=\left(p_{1}, p_{2}, p_{3}, p_{3}\right), f: C^{\circ} \rightarrow X\right)$ with the contact orders $-1,-1,2,2$ respectively and the domain curve having three irreducible components $C_{1} \cup C_{2} \cup C_{3}$ in which $q_{1}=C_{1} \cap C_{2}$ and $q_{2}=C_{1} \cap C_{3}$ are two nodes. In addition, assume that $p_{1}, p_{3} \in C_{2}$ and $p_{2}, p_{4} \in C_{3}$, and $f$ contracts the components $C_{2}$ and $C_{3}$ and identifies $C_{1}$ with $D$. Orient the node $q_{i}$ from $C_{i}$ to $C_{i+1}(i=1,2)$. We also require that the contact orders at the nodes $q_{i}(i=1,2)$ are $u_{q_{1}}=u_{q_{2}}=1$. It is not so hard to check such a map does exist.

The tropical map. The corresponding tropical curve $\Gamma$ has three vertices $v_{1}, v_{2}, v_{3}$ with $v_{i}$ corresponding to the component $C_{i}(i=1,2,3)$, edges $E_{q_{1}}, E_{q_{2}}$ and legs $E_{p_{1}}, E_{p_{2}}, E_{p_{3}}, E_{p_{4}}$. Then the moduli space of tropical maps of this type is $\mathbb{R}_{\geq 0}^{3}$ with coordinates $\rho, l_{1}, l_{2}$ where $\rho$ represents the distance of the image of $v_{1}$ to the origin of the tropicalization $\Sigma(X)=\mathbb{R}_{\geq 0}$, and $l_{1}, l_{2}$ represent the lengths of $E_{q_{1}}, E_{q_{2}}$ respectively. In particular, the basic monoid $Q$ of this type is $\mathbb{N}^{3}$ generated by $\rho, l_{1}, l_{2}$.

The punctured $\log$ ideal. Let us calculate the punctured $\log$ ideal $\overline{\mathcal{K}}$ in this case. For each punctured point $p_{i}(i=1,2)$, we have chains of maps

$$
u_{p_{i}}: P_{i}:=\overline{\mathcal{M}}_{X, f\left(p_{i}\right)} \rightarrow \overline{\mathcal{M}}_{C^{\circ}, p_{i}} \subset Q \oplus \mathbb{Z} \xrightarrow{\mathrm{pr}_{2}} \mathbb{Z}
$$

and

$$
\varphi_{p_{i}}: P_{i}:=\overline{\mathcal{M}}_{X, f\left(p_{i}\right)} \rightarrow \overline{\mathcal{M}}_{C^{\circ}, p_{i}} \subset Q \oplus \mathbb{Z} \xrightarrow{\mathrm{pr}_{1}} Q
$$

Notice that $\varphi_{i}$ are dual to the evaluation map ev ${ }_{i}: Q_{\mathbb{R}}^{\vee} \rightarrow P_{i}^{\vee}=\mathbb{R}_{\geq 0}$ evaluating the tropical curve parameterized by $Q_{\mathbb{R}}^{\vee}$ at the vertices $v_{2}, v_{3}$. For each $m \in Q_{\mathbb{R}}^{\vee}, \mathrm{ev}_{i}(m)=\rho(m)+l_{i}(m)$. Therefore, $\varphi_{i}$ is the map given by $1 \mapsto \rho+l_{i}$. Since $u_{p_{i}}(1)=-1<0$, by the definition
of puncturing $\log$ ideal, one has that $\overline{\mathcal{K}}_{W}$ is generated by $\rho+l_{1}, \rho+l_{2}$. If we write $\mathbb{k}[Q]=\mathbb{k}[x, y, z]$ with the three variables corresponding to $\rho, l_{1}, l_{2}$ respectively, then we can see that Spec $\mathbb{k}[Q] / \mathcal{K} \cong \operatorname{Spec} \mathbb{k}[x, y, z] /(x y, x z)$ which has two components of different dimensions.

We can be instructed from the example that this reflects a smooth local structure of the moduli space of punctured log maps with certain tropical type, so we can see that they behave very badly in general because of the existence of non-trivial puncturing.

### 2.5 Tropical interpretations

Tropical geometry supplies an efficient way for us to capture the combinatorial data of stable log maps or stable punctured log maps. In most cases, grouping stable (punctured) log maps by means of their tropical data inside the corresponding moduli space will result in a good stratification of the moduli space. Moreover, the notion basicness for stable (punctured) log maps can be extracted naturally by looking at the tropical picture.

Recall that for any logarithmic scheme $X$, we can associate to it its tropicalization $\Sigma(X)$ functorially which is a generalized cone complex in general, see the section 1.4 or [ACGS2]. Thus, when we have a stable log curve

we have a corresponding tropical picture

$$
\begin{aligned}
& \Sigma(C) \xrightarrow{\Sigma(f(\pi)} \Sigma(X) \\
& \underset{\sim}{\Sigma(S)} \\
& \Sigma(S)
\end{aligned}
$$

Throughout the entire paper, we are mainly interested in the case that either $S$ is a log point or it is a stacky point with a log structure (e.g. $B \mathbb{G}_{m}^{\dagger}$ ).

Here we will focus on the first case, that is, if $S=(\operatorname{Spec}(\mathbb{k}), Q)$, then $\Sigma(S)=Q_{\mathbb{R}}^{\vee}$. Let us recap how we get the cone complex $\Sigma(C)$.

First of all, at the generic point $\eta$ of each irreducible component of $C$, by Theorem 2.3.3, we have $\overline{\mathcal{M}}_{C, \eta} \cong Q$, and thus it produces a cone $Q_{\mathbb{R}}^{\vee}$.

Secondly, at each marked point $p$, again by Theorem 2.3.3, $\overline{\mathcal{M}}_{C, p} \cong Q \oplus \mathbb{N}$. Then $\operatorname{Hom}\left(\overline{\mathcal{M}}_{C, p}, \mathbb{R}_{\geq 0}\right) \cong Q_{\mathbb{R}}^{\vee} \times \mathbb{R}_{\geq 0}$. So, each marked point offers a cone $Q_{\mathbb{R}}^{\vee} \times \mathbb{R}_{\geq 0}$.

Thirdly, at each node $q$, Theorem 2.3.3 tells us that $\overline{\mathcal{M}}_{C, q} \cong Q \oplus_{\mathbb{N}} \mathbb{N}^{2}$ where the map $\mathbb{N} \rightarrow Q$ maps 1 to some non-zero element $\rho$ and the map $\mathbb{N} \rightarrow \mathbb{N}^{2}$ maps 1 to (1,1). Then
we have $\operatorname{Hom}\left(\overline{\mathcal{M}}_{C, q}, \mathbb{R}_{\geq 0}\right) \cong Q_{\mathbb{R}}^{\vee} \times_{\mathbb{R}_{\geq 0}} \mathbb{R}_{\geq 0}^{2}$ where the map $Q_{\mathbb{R}}^{\vee} \rightarrow \mathbb{R}_{\geq 0}$ is given by evaluation at $\rho$ and the map $\mathbb{R}_{\geq 0}^{2} \rightarrow \mathbb{R}_{\geq 0}$ maps $(a, b)$ to $a+b$. Thus, we can easily notice that we have an isomorphism $Q_{\mathbb{R}}^{\vee} \times_{\mathbb{R}_{\geq 0}} \mathbb{R}_{\geq 0}^{2} \cong\left\{(m, \lambda) \in Q_{\mathbb{R}}^{\vee} \times \mathbb{R}_{\geq 0} \mid \lambda \leq m(\rho)\right\}$.

Finally, $\Sigma(C)$ is obtained by gluing all possible cones described above using natural corresponding generization maps. More details are shown in [ACGS1].

In the meanwhile, it is also shown in [ACGS1], Prop. 2.25, that the map $\Sigma(\pi)$ together with data described above actually gives rise to a family of abstract tropical curves over $Q_{\mathbb{R}}^{\vee}$ written as a triple $\Gamma=(G, \mathbf{g}, l)$ where $G$ is the dual intersection graph of $C$ with sets $V(G), E(G), L(G)$ of vertices, edges and legs, and the maps

$$
\mathbf{g}: V(G) \rightarrow \mathbb{N} \text {, and } l: E(G) \rightarrow \operatorname{Hom}\left(Q^{*}, \mathbb{N}\right) \backslash 0
$$

where $\mathbf{g}$ is the genus function and $l$ is the "length" function such that for any edge $E$ and $m \in Q^{*}, l(E)(m)=m(\rho)$ in which $\rho$ is the non-zero element explained above for the node to which the edge $E$ corresponds.

Conversely, given such a triple $\Gamma=(G, \mathbf{g}, l)$ of a family of tropical curves, we are able to construct a generalized cone complex, denoted by $\Gamma(G, l)$. This has one cone $\omega_{x}$ for each $x \in V(G) \cup E(G) \cup L(G)$, with $\omega_{v}=Q_{\mathbb{R}}^{\vee}$ for $v \in V(G)$.

There is a more or less parallel tropical interpretation for punctured logarithmic maps in which the only change is that a leg may have finite length, in other words, we only need to do a slight modification for punctured points. Indeed, suppose $L \in L(G)$ corresponds to a punctured point (not marked point) with a puncturing $Q^{\circ} \subset Q \oplus \mathbb{Z}$ that contains $Q \oplus \mathbb{N}$ as its proper submonoid. Set $\omega_{L}=\operatorname{Hom}\left(Q^{\circ}, \mathbb{R}_{\geq 0}\right)$. By the finite generation property of $Q$, one can quickly show that there is a piecewise linear function $l(L): Q_{\mathbb{R}}^{*} \rightarrow \mathbb{R}_{\geq 0}$ such that

$$
\omega_{L}=\left\{(s, \lambda) \in Q_{\mathbb{R}}^{*} \times \mathbb{R}_{\geq 0} \mid \lambda \leq l(L)(s)\right\}
$$

Therefore, this tiny difference motivates the following definition of punctured tropical curves over a monoid $Q$.

Definition 2.5.1. A family of punctured tropical curves over a monoid $T$ is a graph $G$ together with two maps

$$
\mathbf{g}: V(G) \rightarrow \mathbb{N}, \quad \text { and } l: E(G) \rightarrow \operatorname{Hom}\left(T, \mathbb{R}_{\geq 0}\right)
$$

Remark 2.5.2. Therefore, according to this definition, the tropicalization of a family of punctured $\log$ curves over a base $S=(\operatorname{Spec}(\mathbb{k}), Q)$ is a family of tropical curves over the monoid $Q^{*}$.

Furthermore, a family of punctured tropical maps over a monoid $T$ is a map of cone complexes $h: \Gamma \rightarrow \Sigma(X)$ for $X$ a logarithmic scheme and $\Gamma$ associated to the family of
tropical curves $(G, \mathbf{g}, l)$.
From this definition, we can directly see that tropicalization of punctured log maps yields a family of punctured tropical maps to $\Sigma(X)$. More importantly, the corresponding punctured tropical maps of a punctured log map contains a collection of combinatorial information encoded by log structures.

In summary, we can extract the following combinatorial data from a punctured log maps over $S=(\operatorname{Spec}(\mathbb{k}), Q)$ out of its tropicalization:

1. A family of punctured tropical curves $\Gamma=(G, \mathbf{g}, l)$.
2. A map $\sigma: V(G) \cup E(G) \cup L(G) \rightarrow \Sigma(X)$ which associates to each object of $G$ the minimal cone of $\Sigma(X)$ that the object gets mapped to.
3. For each edge $E_{q}$ corresponding to a node $q$, we have a weight vector $u_{q} \in N_{\sigma\left(E_{q}\right)}($ the lattice of integral vectors to the cone $\sigma\left(E_{q}\right)$ ).
4. For each $E_{p}$ corresponding to a marked point or punctured point, we have a contact order $u_{L} \in N_{\sigma(L)}$.
5. A map of cone complexes $h: \Gamma(G, l) \rightarrow \Sigma(X)$ such that if $L \in L(G)$ is a leg with a vertex $v$, then $h\left(\operatorname{Int}\left(\omega_{L}\right)\right) \subset \operatorname{Int}(\sigma(L))$ and from Proposition 2.5.3 below or more specifically, according to the pre-stability condition, one has

$$
h\left(\omega_{L}\right)=\left(h\left(\omega_{v}\right)+\mathbb{R}_{\geq 0} u_{L}\right) \cap \sigma(L) \subset N_{\sigma(L)} \otimes_{\mathbb{Z}} \mathbb{R} .
$$

If $h\left(\omega_{v}\right)+\mathbb{R}_{\geq 0} u_{L} \subseteq \sigma(L)$, then we call the leg $L$ a marked leg; otherwise it is a punctured leg.
6. For each fiber $\Sigma(\pi)^{-1}(t)$ for all $t \in Q^{*}$, the restriction of $h$ onto the fiber satisfies that if $v_{1}, v_{2}$ are vertices of an edge $E_{q}$ from $v_{1}$ to $v_{2}$, then $h\left(\operatorname{Int}\left(E_{q}\right)\right) \subset \operatorname{Int}\left(\sigma\left(E_{q}\right)\right)$, and satisfy the equation

$$
h\left(v_{2}\right)-h\left(v_{1}\right)=l\left(E_{q}\right)(t) u_{q} .
$$

Note that we abuse the notation $h$ for the restriction map.
Sometimes, a collection of data described as above for a family of (punctured) logarithmic maps is called combinatorial type of the (punctured) logarithmic maps, denoted by

$$
\tau=(G, \boldsymbol{g}, \sigma, \boldsymbol{u})
$$

in which $\boldsymbol{u}$ is the package $\left\{u_{p}, u_{q}\right\}$ collecting all the information of contact orders at punctures or nodes, and define $\boldsymbol{\tau}:=(\tau, \beta)$ to be the combinatorial type $\tau$ with curve class $\beta$.

There is a simple tropical interpretation of pre-stability [ACGS2] saying that the images of punctured legs can extend exactly as far as the image cone allows:

Proposition 2.5.3. If $\left(C^{\circ} / W, \boldsymbol{p}, f\right)$ is a pre-stable punctured log map over a log point (Spec $\mathbb{k}, Q$ ) and $h=\Sigma(f): \Gamma(G, l) \rightarrow \Sigma(X)$ is its tropicalization, then for each punctured leg $L$ and $s \in Q_{\mathbb{R}}^{\vee}$, it holds that

$$
h(s, l(L)(s)) \in \partial \sigma(L)
$$

while $h(s, l(L)(s))+\epsilon u_{L} \notin \sigma(L)$ for all $\epsilon>0$.
Proof. Let $p \in C^{\circ}$ be the punctured point defined by $L$, and write $\omega=Q_{\mathbb{R}}^{\vee}, \boldsymbol{\sigma}=P_{\mathbb{R}}^{\vee}$ for $P=\overline{\mathcal{M}}_{X, f(p)}$. Then the map $h_{L}: \omega_{L} \rightarrow \boldsymbol{\sigma}$ induced by $h$ is dual to

$$
\bar{f}_{f(p)}^{\#}: P \rightarrow \overline{\mathcal{M}}_{C^{\circ}, p}=Q^{\circ} \subset Q \oplus \mathbb{Z}
$$

Note that $\omega_{L} \subset \omega \times \mathbb{R}_{\geq 0}$. Hence, by pre-stability, $Q^{\circ}$ is generated by $Q \oplus \mathbb{N}$ and by the image $\bar{f}_{f(p)}^{\#}$. Dually, one has

$$
\omega_{L}=\left(Q_{\mathbb{R}}^{\circ}\right)^{\vee}=\left(\omega \times \mathbb{R}_{\geq 0}\right) \cap h^{-1}(\boldsymbol{\sigma}),
$$

which indicates that $\omega_{L}$ is the convex hull of $\omega \times\{0\}$ and $\left\{(s, l(L)(s)) \in \omega \times \mathbb{R}_{\geq 0}\right\}$. Thus, this shows that points $(s, l(L)(s))$ get only mapped to the boundary points of $\boldsymbol{\sigma}$.

Now we are in position to introduce a very crucial notion in punctured Gromov-Witten theory, which is the notion of basicness of a punctured log map.

Definition 2.5.4. A pre-stable punctured logarithmic map $(C / S, \mathbf{p}, f: C \rightarrow X)$ over a $\log$ point $S=(\operatorname{Spec}(\mathbb{k}), Q)$ is said to be basic if the associated family of tropical maps

$$
h: \Gamma(G, l) \rightarrow \Sigma(X)
$$

over $Q_{\mathbb{R}}^{\vee}$ is universal among all tropical maps of the same combinatorial type, meaning that the associated family of tropical maps of any other pre-stable punctured logarithmic map of the same tropical type is the pullback of $(C / S, \mathbf{p}, f: C \rightarrow X)$.

Remark 2.5.5. We have defined basicness using the notion of basic monoid in the previous section and the definition we give here is merely a re-phrase in the language of tropical geometry.

Remark 2.5.6. We can also restrict $\Sigma(f)$ to fibers of $\Sigma(\pi)$ to get maps between cone complexes

$$
\Sigma_{m}:=\left.\Sigma(f)\right|_{\Sigma(\pi)^{-1}(m)}: \Sigma(\pi)^{-1}(m) \rightarrow \Sigma(X),
$$

for each $m \in \Sigma(S)$.

### 2.6 Artin fans

In general, an Artin fan is a logarithmic Artin stack that is logarithmically étale over a point $\operatorname{Spec}(\mathbb{k})$ with the trivial $\log$ structure. In logarithmic algebraic geometry, there is a way of associating to any logarithmic scheme $X$ a canonical Artin fan $\mathcal{X}$ such that there is an initial factorization $X \rightarrow \mathcal{X} \rightarrow \mathbf{L o g}_{\mathrm{k}}$ for the canonical map $X \rightarrow \mathbf{L o g}_{\mathrm{k}}$ introduced by M. Olsson in [Ol1]. Here $\mathbf{L o g}_{\mathrm{k}}$ is Olsson's stack parametrizing all fine logarithmic structures defined in Section 2.2. The reason that the Artin fan $\mathcal{X}$ is better used than $\mathbf{L o g}_{k}$ is that the latter is too big and contains a lot of redundant information, whilst the Artin fan just keeps all tropical information of $X$ which is very practical for the sake of studying moduli problems. The detailed construction of $\mathcal{X}$ can be found in [ACMW] and we will briefly outline how to construct the Artin fan for a log scheme in the following.

Theorem 2.6.1. Let $X$ be a logarithmic algebraic stack over $\operatorname{Spec}(\mathbb{k})$ which is locally connected in the smooth topology. Then there is an initial strict étale morphism $\mathcal{X} \rightarrow \boldsymbol{L o g}_{\mathrm{k}}$ over which $X \rightarrow \boldsymbol{L o g}_{\mathbb{k}}$ factors. Moreover, the morphism $\mathcal{X} \rightarrow \boldsymbol{L o g}_{\mathbb{k}^{k}}$ is representable by an algebraic space.

Proof. The proof can be found in [[ACMW], Prop.3.1.1]
Let us quickly sketch the construction of the Artin fan $\mathcal{X}$ of a log scheme/DeligneMumford stack $X$ in the following

Given a $\log$ scheme/Deligne-Mumford stack $X$, tropicalization operation yields a generalized polyhedral cone complexes $\Sigma(X)$ shown in section 2.2. Then, for any cone $(\sigma, N) \in \Sigma(X)$, let $P=\sigma^{\vee} \cap M$ where $M=N^{*}$. We write $\mathcal{A}_{\sigma}$ for the following stack quotient

$$
\mathcal{A}_{\sigma}:=\left[\operatorname{Spec} \mathbb{k}[P] / \operatorname{Spec} \mathbb{k}\left[P^{\mathrm{gp}}\right]\right]
$$

This stack carries the standard toric log structure induced by the descent from the global chart $P \rightarrow \mathbb{k}[P]$. Then the canonical Artin fan of $X$ is defined as follows:

$$
\mathcal{X}:=\underset{\longrightarrow}{\lim } \mathcal{A}_{\sigma},
$$

where the colimit is taken over all cones $\sigma \in \Sigma(X)$ in the category of sheaves over $\mathbf{L o g}_{k}$.
The appearance of $\mathcal{X}$ can rephrase many properties about $X$ in logarithmic geometry. For instance, $X$ is logarithmically smooth if and only if the associated map $X \rightarrow \mathcal{X}$
is smooth. Furthermore, the following proposition in [ACGS1] reflects an importance of Artin fans in the sense of encoding combinatorial data of log schemes given by their tropicalizations.

Proposition 2.6.2 ([ACGS1],Prop. 2.10). Let X be a Zariski fs log scheme log smooth over $\operatorname{Spec}(\mathbb{k})$. Then for any fs log scheme $T$, there is a canonical bijection

$$
\operatorname{Hom}_{\mathrm{fs}}(T, \mathcal{X}) \rightarrow \operatorname{Hom}_{\text {Cones }}(\Sigma(T), \Sigma(X)),
$$

which is functorial in $T$.
Remark 2.6.3. There is another definition for Artin fan introduced by D. Abramovich and J. Wise [AW] for $\log$ smooth $\log$ schemes. When $X$ is $\log$ smooth, then the tautological map $X \rightarrow \mathbf{L o g}_{\mathfrak{k}}$ is smooth, and we define the Artin fan to be $\pi_{0}\left(X / \mathbf{L o g}_{\mathfrak{k}}\right)$ the connected components of the fibers.

Remark 2.6.4. Unlike tropicalization, the construction of Artin fan of log schemes is not functorial in general and you should not expect it to be true for all morphisms whatsoever. This is because for any $\log$ morphism $f: X \rightarrow Y$, the map $X \rightarrow \mathbf{L o g}_{k}$ does not factor through $Y$ unless $f$ is strict. However, if the domain is Zariski $\log$ smooth, then the functoriality holds.

Example 2.6.5. Let $X=\mathbb{A}^{1}$ the affine line with the toric $\log$ structure. Then an easy computation shows that $\mathcal{X}=\mathcal{A}_{\mathbb{N}}=\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]$. Given an ordinary scheme $T$, a map $f: T \rightarrow \mathcal{A}_{\mathbb{N}}$ endows $T$ with the pullback $\log$ structure $f^{*} \mathcal{M}_{\mathcal{A}_{\mathbb{N}}}$. Note that in this case, the universal $\mathbb{G}_{m}$-torsor corresponds to the $\mathbb{G}_{m}$-torsor subsheaf of $\mathcal{M}_{\mathcal{A}_{\mathbb{N}}}$ defined by the generating section of $\overline{\mathcal{M}}_{\mathcal{A}_{\mathbb{N}}}$. Thus, the pullback $\log$ structure on $T$ corresponds to a line bundle with a section.

Therefore, for any arbitrary $\log$ scheme $\left(T, \mathcal{M}_{T}\right)$, a morphism $\left(T, \mathcal{M}_{T}\right) \rightarrow \mathcal{A}_{\mathbb{N}}$ is the same data as the restriction of $\mathcal{M}_{T} \rightarrow \mathcal{O}_{T}$ to a $\mathbb{G}_{m}$-torsor subsheaf of $\mathcal{M}_{T}$. The pair $\mathcal{A}_{\mathbb{N}}$ with its universal line bundle has a crucial application in Li's relative Gromov-Witten theory since it simplifies relative obstruction theory a lot, and thus yields a much easier way to define a virtual fundamental class on the corresponding moduli space.

Proposition 2.6.6. Let $X \rightarrow Y$ be a morphism of log schemes and suppose $X$ is log smooth with Zariski log structure. Then it induces a morphism of Artin fans $\mathcal{X} \rightarrow \mathcal{Y}$ such that the following diagram commutes:


Proof. We will just sketch a proof here and detailed discussion can be found in [ACGS1]. The proof roughly splits into two steps:

- First of all, we need to show that the Artin fan $\mathcal{X}$ admits a Zariski open cover $\left\{\mathcal{A}_{\sigma} \mid \sigma \in \Sigma(X)\right\}$. Since the log structure is Zariski, we may choose a Zariski open cover $\{U \rightarrow X\}$ such that $U \rightarrow \mathcal{A}_{U}$ is the Artin fan of $U$. Note that $X$ is $\log$ smooth, then $X \rightarrow \mathcal{X}$ is smooth, hence the image $\tilde{U} \subset \mathcal{X}$ of $U$ is an open substack of $\mathcal{X}$. Then it amounts to show that $\tilde{U}$ is the Artin fan of $U$. Now, we need to use the other definition of Artin fan, see 2.6.3. So it remains to show that $\tilde{U}$ parameterizes the connected components of the map $U \rightarrow \mathbf{L o g}_{\mathfrak{k}}$. Since every map encountered here is smooth, it is sufficient to check at a geometric point, which is not hard to verify.
- Next, we will show that any morphism $X \rightarrow \mathcal{A}_{\tau}$ factors through a map $\mathcal{X} \rightarrow \mathcal{A}_{\tau}$ for any cone $\tau$. By the above discussion, we have a Zariski open cover $\left\{\mathcal{A}_{\sigma} \subset \mathcal{X}\right\}$ of $\mathcal{X}$ such that $\left\{U_{\sigma}:=\mathcal{A}_{\sigma} \times_{\mathcal{X}} X \subset X\right\}$ forms a Zariski open cover of $X$.

Locally, a morphism $U_{\sigma} \rightarrow \mathcal{A}_{\tau}$ induces a homomorphism $\tau^{\vee} \rightarrow \sigma^{\vee}$, hence a canonical morphism $\mathcal{A}_{\sigma} \rightarrow \mathcal{A}_{\tau}$ through which $U_{\sigma} \rightarrow \mathcal{A}_{\tau}$ factors. Then, one can verify that these local factorizations glue to a global one.

- Note that the statement can be checked étale locally on $\mathcal{Y}$, hence we may assume that $\mathcal{Y}=\mathcal{A}_{\tau}$ for some cone $\tau$. Then the statement reduces to exactly the discussion above.

One important application of Artin fans is in the study of relative Gromov-Witten invariants. Recall from Section 1.2 that a relative stable map might have an expanded target rather than the original one, where an expanded target for a pair $(X, D)$ developed by J . Li in [Li1] is of the following form

$$
X[n]:=X \sqcup_{D} P \sqcup_{D} P \sqcup_{D} \ldots \sqcup_{D} P
$$

here $P=\mathbb{P}\left(\mathcal{O} \oplus N_{D / X}\right)$ and the gluing over $D$ attaches 0 -sections to $\infty$-sections. Notice that not every deformation of an expanded target is an expanded target, which makes deformation-obstruction theory much more complicated than the absolute case.

In [ACFM], following the idea in [Ca], the pair $(X, D)$ induces a canonical map $X \rightarrow \mathcal{X}$ where $X$ is endowed with the divisorial $\log$ structure given by the divisor $D$ and $\mathcal{X}$ is the associated Artin fan. In the case, $\mathcal{X}=\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]$ which is also the classifying space of line bundles with a section and there is a divisor $\mathcal{D}:=\left[* / \mathbb{G}_{m}\right]$. Note that any deformation of an expanded target of the pair $(\mathcal{X}, \mathcal{D})$ is indeed again an expanded target. As a matter of
fact, any expanded target $X[n] \rightarrow X$ is the pullback $X[n]=\mathcal{X}^{\prime} \times_{\mathcal{X}} X$ where $\mathcal{X}^{\prime} \rightarrow \mathcal{X}$ is an expanded target of the pair $(\mathcal{X}, \mathcal{D})$.

Using expanded targets, J. Li defined the moduli space $\mathscr{M}_{\Gamma}(X, D)$ of relative stable maps to $(X, D)$ with a fixed enumerative data containing the genus of source curve, the number of marked points, a curve class of $X$ and a set of contact orders to $D$ and a virtual fundamental class on this moduli space is constructed by bare hands. Nowadays, we know that there is just a very natural relative obstruction theory for the map $\mathscr{M}_{\Gamma}(X, D) \rightarrow \mathscr{M}_{\Gamma}(\mathcal{X}, \mathcal{D})$ where the latter is the moduli space of pre-stable maps which is pure-dimensional. Therefore, by [Ma], the virtual fundamental class of $\mathscr{M}_{\Gamma}(X, D)$ is just the virtual pullback of the fundamental class of $\mathscr{M}_{\Gamma}(\mathcal{X}, \mathcal{D})$.

### 2.7 Relevant moduli spaces

Throughout this sub-section, we fix a log smooth morphism $X \rightarrow W$ where $X$ carries a Zariski logarithmic structure and $W=(\operatorname{Spec}(\mathbb{k}), Q)$ is a $\log$ point. We further assume that the $\log$ structure $\overline{\mathcal{M}}_{X}$ is globally generated, that is, the natural map $\Gamma\left(X, \overline{\mathcal{M}}_{X}\right) \rightarrow \overline{\mathcal{M}}_{X, p}$ is surjective for every $p \in X$. In this section, we essentially follow the notions and terminologies used in [GS2], section 3.

Remark 2.7.1. Let $r$ be an integral point in a cone of $\Sigma(X)$; we write $r \in \Sigma(X)(\mathbb{Z})$. We may view $-r$ as a contact order of a punctured $\log$ map to $X$ at a punctured point, and let $\sigma$ be the minimal cone in $\Sigma(X)$ containing $r$. Then $\sigma$ corresponds to a locally closed stratum $Z^{\circ}$ in $X$. Let $Z$ be the closure of $Z^{\circ}$ in $X$. Thus, $r$ can be viewed as an element of $\operatorname{Hom}\left(\overline{\mathcal{M}}_{Z}, \mathbb{N}\right)$ given as follows. Let $\eta$ be the generic point of $Z$, so we have $\sigma=\sigma_{\eta}=\operatorname{Hom}\left(\overline{\mathcal{M}}_{Z, \eta}, \mathbb{R}_{\geq 0}\right)$. Hence, for any section $s \in \overline{\mathcal{M}}_{Z}$, we obtain its germ $s_{\eta} \in \overline{\mathcal{M}}_{Z, \eta}$. So we just define $r(s):=r\left(s_{\eta}\right)$.

In this subsection, we are going to introduce several related moduli spaces, and then recall the procedure of imposing a point-constraint at a punctured point on moduli spaces. Here, we give the basic setup for our target space $X$.

Moduli of punctured maps. First of all, we fix a type $\beta$ of punctured map, that is, a curve class $\beta \in \mathrm{H}_{2}(X, \mathbb{Z})$, a genus assigned to each irreducible component, a number of punctured points with a choice of contact order for each of punctured points. Since we are going to only consider genus 0 case, we fix genus to be 0 for source curves once and for all.

Therefore, we have a moduli space of stable basic punctured $\log$ maps to $X$ denoted by $\mathscr{M}(X, \beta)$, and then if we forget the curve class $\beta$ from the type $\beta$, then we get a moduli space of pre-stable punctured $\log$ maps to $\mathcal{X}$ denoted by $\mathfrak{M}(\mathcal{X}, \boldsymbol{\beta})$. Moreover, we have a natural map

$$
\mathscr{M}(X, \beta) \rightarrow \mathfrak{M}(\mathcal{X}, \beta)
$$

via the composition of stable punctured $\log$ maps with the canonical map $X \rightarrow \mathcal{X}$. Based on the theory of punctured log maps developed in [ACGS2], the map above possesses a perfect relative obstruction theory and hence a virtual pullback of cycles via [Ma]. However, in general, $\mathfrak{M}(\mathcal{X}, \boldsymbol{\beta})$ might behave very badly, e.g. it is not purely dimensional, see Example 2.4.22, so $\mathscr{M}(X, \beta)$ might not possess a virtual fundamental class.

More specifically, we can talk about punctured logarithmic maps marked by a combinatorial type $\tau$ or $\boldsymbol{\tau}$, and consider the corresponding moduli stacks $\mathscr{M}(X, \tau)$ or $\mathscr{M}(X, \boldsymbol{\tau})$. However, defining $\mathscr{M}(X, \tau)$ or $\mathscr{M}(X, \tau)$ is a bit subtler than that of $\mathscr{M}(X, \beta)$, and we refer the reader to $\S 3$ of [ACGS2] for the precise definitions of $\mathscr{M}(X, \tau)$ and $\mathscr{M}(X, \tau)$.

Evaluation space. Next, we are going to construct a moduli space parametrizing punctures in $X$ with a given contact order $-r$ where $r \in \Sigma(X)(\mathbb{Z})$ and its universal family of such punctures. We will follow [GS2] for the notations of the space parametrizing punctures with contact order $-r$ and its universal family, which are denoted by $\mathscr{P}(X, r)$ and $\widetilde{\mathscr{P}}(X, r)$ respectively.

Let us recall the constructions of $\mathscr{P}(X, r)$ and $\widetilde{\mathscr{P}}(X, r)$ from [GS2]. First, let $Z:=Z_{r}$ be the closed stratum indexed by $r \in \Sigma(X)(\mathbb{Z})$ as in Remark 2.7.1. Then we set

$$
\widetilde{\mathscr{P}}(X, r):=Z \times B \mathbb{G}_{m}^{\dagger}
$$

where $Z$ inherits an induced $\log$ structure from $X$ and $B \mathbb{G}_{m}^{\dagger}$ is the classifying stack $B \mathbb{G}_{m}$ equipped with the $\log$ structure pulled back from the divisorial $\log$ structure on $\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]$ with respect to $B \mathbb{G}_{m}$.

Next, we define the moduli space $\mathscr{P}(X, r)$ parametrizing punctures with contact order $-r$. We define $\mathscr{P}(X, r)$ to have the same underlying stack as $\widetilde{\mathscr{P}}(X, r)$ with the log structure defined as follows. Firstly, we define $\overline{\mathcal{M}}_{\mathscr{P}(X, r)}$ as the sub-sheaf of $\overline{\mathcal{M}}_{\widetilde{\mathscr{P}}(X, r)}=\overline{\mathcal{M}}_{Z} \oplus \mathbb{N}$ given by

$$
\overline{\mathcal{M}}_{\mathscr{P}(X, r)}(U):=\left\{(m, r(m)) \mid m \in \overline{\mathcal{M}}_{Z}(U)\right\}
$$

where $r$ can be viewed as an element of $\operatorname{Hom}\left(\overline{\mathcal{M}}_{Z}, \mathbb{N}\right)$ according to Remark 2.7.1. Now we may define a logarithmic structure on $\mathscr{P}(X, r)$ as

$$
\mathcal{M}_{\mathscr{P}(X, r)}:=\overline{\mathcal{M}}_{\mathscr{P}(X, r)} \times_{\overline{\mathcal{M}}_{\widetilde{\mathfrak{P}}(X, r)}} \mathcal{M}_{\widetilde{\mathscr{P}}(X, r)} .
$$

Analogously, we can define $\mathscr{P}(\mathcal{X}, r)$. The whole story about moduli space of punctures can also be developed in parallel for the associated Artin stack $\mathcal{X}$ of $X$. We just substitute $\mathcal{X}$ for $X$ everywhere and keep everything else unchanged.
The next proposition reflects the universal property of $\mathscr{P}(X, r)$.
Proposition 2.7.2 ([GS2], Proposition 3.3). Let $f: C^{\circ} / W \rightarrow X$ be a pre-stable punctured
$\log$ map with a punctured point $x: \underline{W} \rightarrow \underline{C}$ with contact order $-r$. Then there exists $a$ canonical morphism ev: $W \rightarrow \mathscr{P}(X, r)$ with the property that

$$
W^{\circ}:=W \times_{\mathscr{P}(X, r)}^{\text {fine }} \widetilde{\mathscr{P}}(X, r)
$$

agrees with $\left(\underline{W}, x^{*} \mathcal{M}_{C^{\circ}}\right)$.
The analogous statements for punctured log maps $f: C^{\circ} / W \rightarrow \mathcal{X}$ also hold.
Remark 2.7.3. In fact, in $\S 3$ of [GS2], they give $\mathscr{P}(\mathcal{X}, r)$ the structure of an idealized logarithmic stack as follows. We can view $r$ as an element of $\operatorname{Hom}\left(\overline{\mathcal{M}}_{\mathscr{P}(\mathcal{X}, r)}, \mathbb{N}\right)$. Then let $\mathcal{I} \subset \overline{\mathcal{M}}_{\mathscr{P}(\mathcal{X}, r)}$ be the ideal sheaf given by $r^{-1}\left(\mathbb{Z}_{>0}\right)$. The we can lift it to an ideal sheaf $\mathcal{I} \subset \mathcal{M}_{\mathscr{P}(\mathcal{X}, r)}$. This turns out to be a coherent idealized $\log$ structure on $\mathscr{P}(\mathcal{X}, r)$. For details about idealized $\log$ structure, see §III.1.3 of [Og].

We fix a type $\beta$ of punctured $\log$ maps, and further assume that there is one punctured point $x_{\text {out }}$ with the contact order $-r$ where $r \in \Sigma(X)(\mathbb{Z})$. According to the proposition above, we have two maps of stacks

$$
\mathrm{ev}_{X}: \mathscr{M}(X, \boldsymbol{\beta}) \rightarrow \mathscr{P}(X, r) \text {, and } \mathrm{ev}_{\mathcal{X}}: \mathfrak{M}(\mathcal{X}, \boldsymbol{\beta}) \rightarrow \mathscr{P}(\mathcal{X}, r) .
$$

Then we define a moduli space as follows.
Definition 2.7.4. We define

$$
\mathfrak{M}^{\mathrm{ev}}(\mathcal{X}, \beta):=\mathfrak{M}(\mathcal{X}, \beta) \times \underline{\mathcal{X}} \underline{X}
$$

where the map $\mathfrak{M}(\mathcal{X}, \boldsymbol{\beta}) \rightarrow \underline{\mathcal{X}}$ is the evaluation map at $x_{\text {out }}$.
Remark 2.7.5. Note that there is a factorization

$$
\mathscr{M}(X, \beta) \xrightarrow{\epsilon} \mathfrak{M}^{\mathrm{ev}}(\mathcal{X}, \beta) \rightarrow \mathfrak{M}(\mathcal{X}, \beta)
$$

and we have a relative perfect obstruction theory for $\epsilon$ which is described in detail in [ACGS2],§4.

Remark 2.7.6. In general, notice that, for any subset $S$ of \{nodal sections, marked sections, punctured sections\}, we have a evaluation map $\mathfrak{M}(\mathcal{X}, \beta) \rightarrow \prod_{S \in S} \underline{\mathcal{X}}$ given by

$$
\left(C^{\circ} / W, \boldsymbol{p}, f\right) \mapsto\left(\underline{f} \circ p_{S}\right)_{S \in S},
$$

Therefore, we can define the corresponding moduli space $\mathfrak{M}^{\text {ev, } \boldsymbol{S}}(\mathcal{X}, \boldsymbol{\beta})$ associated to $S$ as the following:

$$
\mathfrak{M}^{\mathrm{ev}, S}(\mathcal{X}, \beta):=\mathfrak{M}(\mathcal{X}, \beta) \times_{\Pi_{S \in S} \underline{\mathcal{X}}} \prod_{S \in S} \underline{X} .
$$

If there is no danger of confusion, we just leave out the superscript $S$ and write it simply as $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\beta})$.

Point-constrained moduli spaces. We start off by stating a proposition.
Proposition 2.7.7 ([GS2], Proposition 3.8). Fix $r \in \Sigma(X)(\mathbb{Z})$ and a closed point $z \in Z^{\circ}$ where $Z^{\circ}$ is the corresponding locally closed stratum determined by $r$. Then there is $a$ morphism

$$
B \mathbb{G}_{m}^{\dagger} \rightarrow \mathscr{P}(X, r)
$$

with image $z \times B \mathbb{G}_{m}^{\dagger}$ which, on the level of the ghost sheaves, is given by

$$
r: \overline{\mathcal{M}}_{Z, z} \cong \overline{\mathcal{M}}_{\mathscr{P}(X, r), z} \rightarrow \mathbb{N} .
$$

Now we are in position to define the so-called point-constrained moduli space.
Definition 2.7.8 ([GS2], Definition 3.10). We define

$$
\begin{aligned}
\mathfrak{M}^{\mathrm{ev}}(\mathcal{X}, \boldsymbol{\beta}, z): & =\mathfrak{M}^{\mathrm{ev}}(\mathcal{X}, \boldsymbol{\beta}) \times_{\mathscr{P}(X, r)} B \mathbb{G}_{m}^{\dagger} \\
& =\mathfrak{M}(\mathcal{X}, \boldsymbol{\beta}) \times_{\mathscr{P}(\mathcal{X}, r)} B \mathbb{G}_{m}^{\dagger}
\end{aligned}
$$

where $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\beta}) \rightarrow \mathscr{P}(X, r)$ is the evaluation map at $x_{\text {out }}$ and the map $B \mathbb{G}_{m}^{\dagger} \rightarrow \mathscr{P}(X, r)$ is given by the proposition above.

Similarly, we can define

$$
\mathscr{M}(X, \beta, z):=\mathscr{M}(X, \beta) \times_{\mathscr{P}(X, r)} B \mathbb{G}_{m}^{\dagger} .
$$

Then, we can easily see that there is a cartesian diagram (in all categories)


Therefore, the relative perfect obstruction theory for $\epsilon$ pulls back to a relative perfect obstruction theory for $\epsilon^{\prime}$, so the virtual pullback is defined via [Ma]. However, as we already mentioned before, $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\beta}, z)$ may be very bad and not equi-dimensional in general, thus $\mathscr{M}(X, \boldsymbol{\beta}, z)$ might not possess a virtual fundamental class. However, since our goal is to illustrate some enumerative properties of punctured invariants, the moduli spaces that we will consider will be all nice and equipped with virtual cycles.

## Chapter 3

## The main gluing theorem

### 3.1 Splitting punctured logarithmic maps

Let us explain the setup in which we will be for the rest of the thesis. We will fix an arbitrary smooth $\log$ Calabi-Yau pair $(X, D)$ where $X$ is a smooth projective variety with a smooth divisor $D$ satisfying $K_{X}+D=0$. Choose a general point $z \in D$ such that there is not any rational curve going through $z$ inside $D$. We can achieve this since $D$, as a smooth variety, is a (weak) Calabi-Yau variety. However, if for any point on $D$, there existed a rational curve passing through that point, then it would imply that $D$ is uniruled by 1.3 Proposition of $\S 4$ in [Ko]. So, by 1.11 Corollary of $\S 4$ in [Ko], we could conclude that $D$ has Kodaira dimension $-\infty$, which would tell us that $D$ is by no chance a Calabi-Yau variety.

Fix a type of curve $\beta$ for $X$ where $\beta$ consists of non-zero curve class $\beta \in \mathrm{H}_{2}(X, \mathbb{Z}), 2$ distinct ordinary marked points $x_{1}, x_{2}$ with prescribed contact orders $p, q \in \Sigma(X)(\mathbb{Z})$ respectively, and exactly one punctured point $x_{\text {out }}$ with contact order $-r \neq 0 \in \Sigma(X)(\mathbb{Z})$. By the point-constraint imposing process described above, we can form the point-constrained moduli spaces $\mathscr{M}(X, \boldsymbol{\beta}, z)$ and $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\beta}, z)$. The result [Proposition 3.19, [GS2]] shows that the space $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \beta, z)$ is actually pure-dimensional of dimension 0 . Further, $\mathscr{M}(X, \beta, z)$ possesses a virtual fundamental class defined by the virtual pullback of the fundamental class of $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\beta}, z)$. The relative virtual dimension is $\beta \cdot c_{1}\left(\Theta_{X / \mathbb{k}}\right)=\beta \cdot\left(K_{X}+D\right)=0$, and so the virtual dimension of $\mathscr{M}(X, \boldsymbol{\beta}, z)$ is 0 . See Proposition 3.12 in [GS2] for more details. Then these facts naturally yield the following definition of punctured Gromov-Witten invariants relevant for the cosntruction.

Definition 3.1.1. Let $p_{1}, p_{2}, r \in \Sigma(X)(\mathbb{Z})$, and let $\beta$ be a type of punctured curve with underlying curve class $\beta$ and three punctured points $x_{1}, x_{2}, x_{\text {out }}$ with contact order $p, q$
and $-r$ respectively. We define

$$
N_{p q r}^{\beta}:=\int_{[\mathscr{M}(X, \boldsymbol{\beta}, z)]_{\mathrm{vir}}} 1 .
$$

Remark 3.1.2. Notice that, by [Corollary 1.14, [GS2]], one can see that $p_{1}+p_{2}-r=\beta \cdot D$. Remark 3.1.3. In fact, in the definition of punctured Gromov-Witten invariants, we could allow $r$ to be 0 . Then the punctured invariants $N_{p q 0}^{\beta}$ are just standard 3-point relative Gromov-Witten invariants with one point-constraint away from $D$, having tangency order $p, q$ respectively with $D$.

Next, we are going to briefly recap splitting and gluing operations in the theory of punctured logarithmic maps. In $\S 5$ of [ACGS2], they defined the notion splitting type for nodal sections of punctured logarithmic maps.

Definition 3.1.4 (Definition 5.1, [GS2]). A nodal section of a family of nodal curves $\underline{\pi}: \underline{C} \rightarrow \underline{W}$ is a section $s: \underline{W} \rightarrow \underline{C}$ of $\underline{\pi}$ that étale locally in $\underline{W}$ factors over the closed embedding defined by the ideal $(x, y)$ in the domain of an étale map

$$
\operatorname{Spec} \mathcal{O}_{W}[x, y] /(x y) \rightarrow \underline{C} .
$$

The partial normalization of $\underline{C} / \underline{W}$ along $s$ is the map

$$
\underline{\kappa}: \underline{\tilde{C}} \rightarrow \underline{C}
$$

that étale locally is given by base change from the normalization of the plane nodal curve Spec $\mathbb{k}[x, y] /(x y)$. We say $s$ is of splitting type if the two-fold unbranched cover $\underline{\kappa}^{-1}(\operatorname{im}(s)) \rightarrow \operatorname{im}(s)$ is trivial.

Roughly speaking, a nodal section of a family of punctured logarithmic maps is of splitting type if étale locally, after partially normalizing this nodal section, we will end up with a trivial two-fold unbranched cover of the original nodal section. Then any nodal section will allow us to split the type of punctured logarithmic map, and then result in a splitting map which breaks our moduli space into many pieces. More precisely, by Proposition 5.15 of [ACGS2], for a nodal section of splitting type, let $\tau$ be the original tropical type, and $\tau_{1}$ and $\tau_{2}$ be the tropical types after splitting along the nodal section respectively, we have a Cartesian diagram

with compatible obstruction theories and both maps being finite and representable.
Remark 3.1.5. In the situation we are interested in, all nodal sections are automatically of splitting type since our source curve is always rational. Hence, both $\delta^{\text {ev }}$ and $\delta$ always exist in our setup.

Remark 3.1.6. Notice that after splitting a punctured logarithmic map of combinatorial type $\tau$ at a nodal section into punctured logarithmic maps of combinatorial type $\tau_{1}, \tau_{2}$ respectively, we actually get two extra punctured points $w \in \tau_{1}, w^{\prime} \in \tau_{2}$ such that the contact orders at these two points are negative to each other.

Since we are interested in some enumerative properties of punctured invariants, we will always take the point-constraint into account. Thus, we need a version of splitting maps with point-constraint. The following lemma deals with such a slight modification.

Lemma 3.1.7. Let $\tau$ be a combinatorial type with two input legs representing ordinary marked points and one output leg representing a punctured point such that one of the chosen input legs is adjacent to the same vertex $v_{\text {out }}$ as the output leg. Assume given an edge $E$ also adjacent to $v_{\text {out }}$. Given a punctured map of type $\tau$, let $S$ be the 2-point set consisting of the nodal section corresponding to $E$ and the punctured point $x_{\mathrm{out}}$. Let $\tau_{1}$ and $\tau_{2}$ be the resulting types of punctured curve after splitting $\boldsymbol{\tau}$ at $E$, with $x_{o u t}$ in the component corresponding to $\boldsymbol{\tau}_{2}$. Then we have the following cartesian diagram

and an analogous statement holds for $\mathscr{M}(X, \tau, z)$. Note that these evaluation spaces are with respect to $S$.
Hence, finiteness and representability of $\delta^{e v}$ imply that the point-constraint splitting map $\widetilde{\delta}^{e v}$ is finite and representable. More importantly, they have compatible obstruction theories.

Proof. The lemma follows directly from the definition of point-constrained moduli space and (3.1.1). Indeed, note that $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \tau_{2}, z\right)=\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \tau_{2}\right) \times \mathscr{P}(\mathcal{X}, r) B \mathbb{G}_{m}^{\dagger}$. Then the conclusion follows directly by taking the fiber product.

### 3.2 Gluing punctured logarithmic maps

A general framework of gluing arbitrary punctured logarithmic maps has been developed by Abramovich, Chen, Gross and Siebert in [ACGS2], and in this subsection, we are going to just apply it to our setup, in other words, we want to reverse the splitting process which has been explained in the diagram (3.1.1).

Consider base schemes $W_{1}, W_{2}$ with maps $W_{1} \rightarrow \mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \tau_{1}\right)$ and $W_{2} \rightarrow \mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \tau_{2}\right)$, i.e., consider families of punctured logarithmic maps $\left(C_{1}^{\circ} / W_{1}, \tau_{1}, f_{1}: C_{1}^{\circ} \rightarrow X\right),\left(C_{2}^{\circ} / W_{2}, \tau_{2}, f_{2}\right.$ : $\left.C_{2}^{\circ} \rightarrow X\right)$ parametrized by $W_{1}$ and $W_{2}$ respectively, and two sections $\underline{w}: \underline{W}_{1} \rightarrow \underline{C}_{1}^{\circ}, \underline{w}^{\prime}$ : $\underline{W}_{2} \rightarrow \underline{C}_{2}^{\circ}$.

Obviously, if we want to glue these two families, we need to be able to glue them schematically. Therefore, it is reasonable to assume that $\underline{f}_{1} \circ \underline{w}=\underline{f}_{2} \circ \underline{w}^{\prime}$. The chief difficulty that differs from the ordinary gluing situation of ordinary stable maps is that we do not have evaluation maps in logarithmic category. So the method used in [ACGS2] is to enlarge the logarithmic structures of $W_{1}$ and $W_{2}$ as follows:

Let $W_{1}^{E}=\left(\underline{W_{1}}, w^{*} \mathcal{M}_{C_{1}^{\circ}}\right)$ and $\widetilde{W}_{1}$ be the saturation of $W_{1}^{E}$ (see [Og], III Prop. 2.1.5), and similarly we can define $\widetilde{W}_{2}$ as well. Then, it is not so hard to see that we have the following evaluation map

$$
\widetilde{W}_{i} \longrightarrow W_{i}^{E} \longrightarrow X
$$

for $i=1,2$. Then we have the following gluing proposition
Proposition 3.2.1. There exists a Cartesian diagram in the category of fs log stacks

such that there is a logarithmic scheme $W=\left(\widetilde{W}, \mathcal{M}_{W}\right)$ with $\mathcal{M}_{W} \subset \mathcal{M}_{\widetilde{W}}$, equipped with morphisms $\psi_{i}: W \rightarrow W_{i},(i=1,2)$ and a universal glued family $\left(\pi: C^{\circ} \rightarrow W, \boldsymbol{\beta}, f: C^{\circ} \rightarrow\right.$ $X)$.

Proof. This is just a special case of Theorem 2.5 in [Gro].
Remark 3.2.2. In fact, there is no barrier at all to extend such a gluing method to the situation with point-constraint at $x_{\text {out }}$.

Recall that we have a splitting map $\tilde{\delta}^{\text {ev }}$ in Lemma 3.1.7. The next proposition will give us a factorization of $\tilde{\delta}^{\mathrm{ev}}$ which can be used to relate punctured invariants to 2-pointed relative/logarithmic Gromov-Witten invariants with one-point constraint.

Proposition 3.2.3. In the situation of Lemma 3.1.7 above, further assume that $r \neq 0$. We then have a diagram

with all squares Cartesian in the category of fine log schemes. Furthermore, $\phi$ is a finite surjective morphism.

Proof. Firstly, note that the types of curve class $\tau_{1}$ and $\tau_{2}$ incorporate an ordinary marked point $p$ and a punctured point $q$ respectively coming from splitting the chosen node. Note the component which contains $x_{\text {out }}$ gets mapped into the divisor $D$ because the contact order at $x_{\text {out }}$ namely $-r$, is negative. But for a generic $z \in D$, there is no rational curve passing through $z$ in $D$ because $D$, by the definition, is a Calabi-Yau variety. Hence, we can conclude that the map restricting to the component will be just the constant map with the value $z$. Therefore, the map $\phi$ is just the splitting map from any punctured logarithmic map of type $\tau$ into two punctured logarithmic maps of type $\tau_{1}$ and $\tau_{2}$ respectively, each of which has been equipped with a point-constraint about $z$. Further, $\tilde{\Delta}$ is just the map forgetting the point-constraint given on $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \tau_{1}\right)$. Then checking Cartesianess of the square involved in $\Delta$ and $\tilde{\Delta}$ becomes not math. Secondly, the fact that the top two diagrams are Cartesian follows directly from Lemma 3.1.7 and the diagram (3.1), and the finiteness of $\phi$ follows from the finiteness of $\delta^{\mathrm{ev}}=\tilde{\Delta} \circ \phi$.

Finally, we need to show that $\phi$ is surjective. In other words, we need to show that given $W_{1} \rightarrow \mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \tau_{1}\right)$ and $W_{2} \rightarrow \mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \tau_{2}, z\right)$, based on Proposition 3.2.1, the fine and saturated fiber product $\widetilde{W}_{1} \times_{X}^{f s} \widetilde{W}_{2}$ is not empty.

Let us observe that the only possibility to make the fs fiber product empty is that the fine fiber product $\widetilde{W}_{1} \times_{X}^{f} \widetilde{W}_{2}$ is empty since going from the fine to the fs fibre product is saturation, which is always surjective, see [Og], III,Prop. 2.1.5. However, in this case, $\widetilde{W}_{1} \times_{X}^{f} \widetilde{W}_{2}$ is not empty since the morphisms $\widetilde{W}_{i} \rightarrow X$ are integral because any non-zero morphism from the free rank 1 monoid (that comes from the $\log$ structure of $X$ ) is integral.

Remark 3.2.4. Roughly speaking, the factorization diagram in the proposition above indicates that gluing punctured logarithmic maps splits into 2 steps, that is, gluing them schematically at first and then gluing the logarithmic structures. We remark that the map $\phi$ showing up in the diagram above needs not be surjective in general and the case in which the map $\phi$ is surjective is called tropical transverse, see [Gro] for a detailed discussion about tropical transversality, and calculating the degree of $\phi$ is literally the key point of relating punctured invariants to usual logarithmic invariants.

### 3.3 The main gluing formula

Prior to a technical calculation of the degree of $\phi$ that appears in Proposition 3.2.3, we need to do a bit of analysis about virtual fundamental classes to figure out what kinds of tropical types $\tau$ will contribute to punctured invariants.

Note that there is an extreme situation in which the graph of $\boldsymbol{\tau}$ has only one vertex carrying three legs $p, q,-r$ with $r \neq 0$. In this case, there is nothing we can glue and there is only one punctured $\log$ map to $W$ realizing it, which is the constant map to the point at which we impose point-constraint, in other words, the curve class $\beta$ of $\boldsymbol{\tau}$ in this case is just 0 . So, this situation will not yield anything interesting by [GS2], Lemma 1.15. Henceforth, throughout this entire subsection, we are going to assume that the curve class $\beta$ is not 0 , which means we will no longer take this extreme situation into account.

The following lemma is one of the key observations to simplify the gluing problem.
Lemma 3.3.1. In the situation of Lemma 3.1.7, we further assume that both $x_{1}$ and $x_{2}$ lie in $\boldsymbol{\tau}_{2}$, and let $\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right):=\mathscr{M}\left(X, \boldsymbol{\tau}_{1}\right) \times_{\underline{D}} z$ and $\mathfrak{M}_{z}^{e v}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right):=\mathfrak{M}^{e v}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right) \times_{\underline{D}} z$ be the moduli spaces appearing in the diagram of Proposition 3.2.3. Then

$$
\operatorname{dim}\left(\mathfrak{M}_{z}^{e v}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)\right)=-1
$$

Hence, $\left[\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)\right]^{\mathrm{vir}}=0$ and the moduli space $\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{\mathbf{1}}\right)$ has no contribution at all to virtual class and curve counting, in other words,

$$
\left[\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right) \times \mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)\right]^{\mathrm{vir}}=0 .
$$

Remark 3.3.2. Remember that after splitting $\boldsymbol{\tau}, \boldsymbol{\tau}_{1}$ acquires an extra punctured point $w$ and $\boldsymbol{\tau}_{2}$ gets an extra punctured point $w^{\prime}$ such that the contact orders at $w, w^{\prime}$ are opposite to each other.

Proof. The key point is to compute the dimension of $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$. Recall that, by the definition of evaluation space, we have the following Cartesian diagram


By [ACGS2],Prop. 3.28, we have $\operatorname{dim}\left(\mathfrak{M}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)\right) \leq-2$. So, by the fiber diagram above, we have $\operatorname{dim}\left(\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)\right) \leq \operatorname{dim}(X)-2$. Then by the definition of $\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$, we then get that $\operatorname{dim}\left(\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)\right)=\operatorname{dim}\left(\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)\right)-\operatorname{dim}(D) \leq \operatorname{dim}(X)-2-(\operatorname{dim}(X)-1)=-1$.

On the other hand, obviously the map $\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right) \rightarrow \mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$ admits a perfect relative obstruction theory and $\left[\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)\right]^{\mathrm{vir}}=\epsilon^{!}\left[\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)\right](\epsilon$ is the map which
appears in the proposition 3.2.3), then by Riemann-Roch, we know the relative virtual dimension is $\beta_{1} \cdot c_{1}\left(\Theta_{X / k}\right)=\beta_{1} \cdot\left(K_{X}+D\right)=\beta_{1} \cdot 0=0$, thus the virtual dimension of $\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)=-1$, so $\left[\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)\right]^{\text {vir }}=0$ since $\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)$ is a Deligne-Mumford stack.

Corollary 3.3.3. In the situation of Lemma 3.3.1, we have

$$
[\mathscr{M}(X, \boldsymbol{\tau}, z)]^{\mathrm{vir}}=0 .
$$

Proof. According to [[ACGS2], Theorem 3.10], we know $\mathscr{M}(X, \boldsymbol{\tau}, z), \mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)$ and $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)$ are all Deligne-Mumford stacks because they are obtained by base change via the representable morphism $B \mathbb{G}_{m}^{\dagger} \rightarrow \mathscr{P}(X, r)$. Also, $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\tau}, z)$ is pure dimensional by [[GS2], Proposition 3.19]. All these stacks are stratified by quotient stacks. Further, the lemma above tells us that $\operatorname{dim}\left(\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)\right) \leq-1$ and $\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right) \rightarrow \operatorname{dim}\left(\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)\right)$ has relative virtual dimension $\beta_{1} \cdot c_{1}\left(\Theta_{X / \mathbb{k}}\right)=\beta_{1} \cdot\left(K_{X}+D\right)=0$. Therefore, the vanishing of the virtual fundamental class in the corollary follows directly from Theorem A. 13 of [GS2].

Remark 3.3.4. By the lemma and the corollary we just saw, the virtual fundamental class of $\mathscr{M}(X, \boldsymbol{\tau}, z)$ can be non-zero only if the $\boldsymbol{\tau}_{1}$ contains at least one of $x_{1}$ and $x_{2}$. However, if $\boldsymbol{\tau}_{1}$ contains both $x_{1}, x_{2}$ at the same time, in order to maintain the stability of our punctured logarithmic maps, the component that contains $x_{\text {out }}$ must contain an additional node, then we can further split $\boldsymbol{\tau}_{2}$ at this additional node to get two new types of curves $\boldsymbol{\tau}_{2}^{\prime}$ and $\boldsymbol{\tau}_{3}$ with $x_{\text {out }} \in \boldsymbol{\tau}_{2}^{\prime}$ and $\boldsymbol{\tau}_{3}$ not having any punctured points, which means we can split $\boldsymbol{\tau}$ from the beginning so that one of the resulting class contains no punctured points, and then the virtual fundamental class corresponding to this type $\boldsymbol{\tau}$ is actually 0 by applying Lemma 3.3.1 and Corollary 3.3.3 again.

Corollary 3.3.5. The virtual fundamental class $[\mathscr{M}(X, \boldsymbol{\tau}, z)]^{\mathrm{vir}}$ non-zero implies that $\boldsymbol{\tau}$, as a tropical type of punctured log maps, is such that the vertex $V$ that contains the leg $x_{\text {out }}$ contains exactly one of legs $x_{1}$ and $x_{2}$, and any vertices other than $V$ get mapped to the origin by the corresponding tropical map.

Proof. First, if the graph $G$ of $\boldsymbol{\tau}$ has at least two vertices mapping into the interior of the tropicalization $\Sigma(X)\left(=\mathbb{R}_{\geq 0}\right)$ of $X$, then the family of corresponding tropical maps is at least two-dimensional as these vertices are free to move. This implies that the virtual dimension of the moduli space $\mathscr{M}(X, \boldsymbol{\tau}, z)$ will be negative for such a tropical type $\boldsymbol{\tau}$. Indeed, by [[GS2], Proposition 3.19], we know that $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \beta, z)$ is pure dimensional of dimension 0 . However, an open stratum of this moduli space corresponds to a type with a one-dimensional tropical moduli space. Thus, $\mathscr{M}(X, \boldsymbol{\tau}, z)$ is of virtual dimension -1 .

Since any irreducible component corresponding to a vertex mapping into the interior of the tropicalization corresponds to a contracted component, balancing holds at these vertices, see e.g., [ACGS2], Proposition 2.25. From this, it follows that the component
which contains the leg $x_{\text {out }}$ must also contain at least one of the legs $x_{1}, x_{2}$. Then the conclusion follows from Corollary 3.3.3 and Remark 3.3.4.

We now note a virtual decomposition for the moduli spaces $\mathscr{M}(X, \beta, z)$ giving the following formula, which is proved in the same way as [GS3], §6.

Lemma 3.3.6. There is a decomposition

$$
[\mathfrak{M}(\mathcal{X}, \beta, z)]=\sum_{\tau} \frac{m_{\tau}}{\operatorname{Aut}(\boldsymbol{\tau})}[\mathfrak{M}(\mathcal{X}, \boldsymbol{\tau}, z)]
$$

where the sum is over all decorated types $\boldsymbol{\tau}$ of punctured tropical maps which are degenerations of $\boldsymbol{\beta}$ and with one-dimensional moduli space of tropical maps. Further, $m_{\boldsymbol{\tau}}$ is the multiplicity of the (union of) irreducible component of $\mathfrak{M}(\mathcal{X}, \boldsymbol{\beta}, z)$ which is the image of $\mathfrak{M}(\mathcal{X}, \boldsymbol{\tau}, z)$ in $\mathfrak{M}(\mathcal{X}, \boldsymbol{\beta}, z)$. This yields an equality on virtual fundamental classes via pull-back:

$$
[\mathscr{M}(X, \beta, z)]^{\mathrm{vir}}=\sum_{\boldsymbol{\tau}} \frac{m_{\boldsymbol{\tau}}}{\operatorname{Aut}(\boldsymbol{\tau})}[\mathscr{M}(X, \boldsymbol{\tau}, z)]^{\mathrm{vir}} .
$$

Next, we are going to deduce our main gluing theorem about 2-point Gromov-Witten invariants and punctured Gromov-Witten invariants. By Corollary 3.3.5, the only non-zero virtual cycle in the summation of Lemma 3.3.6 is given by the type satisfying the following assumption.

Assumption 3.3.7. The type of curve class $\boldsymbol{\tau}$ that we consider satisfies the basic setup described in the beginning of this section such that the vertex $V$ containing the puncturing leg $x_{\text {out }}$ contains exactly one of legs $x_{1}, x_{2}$. Moreover, we assume that any other vertices other than $V$ get mapped to the origin by the corresponding tropical map.
Remark 3.3.8. Once $\boldsymbol{\tau}$ fulfills the assumption above, by the proof of Lemma 3.3.1, we can deduce that the moduli space $\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)$ has virtual dimension 0 , and we assume further that the rational tail contains $x_{2}$ in which by a rational tail, we mean a smooth component of genus 0 having only one intersection point with the closure of its complement. Recall from Remark 3.1.6 that $\boldsymbol{\tau}_{1}$ acquires an extra punctured point $w$ with positive contact order $q-r$ after the splitting by the balancing condition of tropical curves. The picture of the tropical type $\tau_{2}$ after splitting $\tau$ is shown in the following


Readers can refer to [ACGS2] for more details about the balancing condition for punctured $\log$ maps. Then we can define 2-point invariants with a point-constraint as follows

$$
N_{p, q-r}:=\int_{\left[\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)\right]^{\mathrm{vir}}} 1
$$

When the rational tail contains $x_{1}$ instead of $x_{2}$, we can analogously define $N_{q, p-r}$. Roughly speaking, $N_{p, q-r}$ virtually counts rational curves having curve class $\beta_{1} \in \mathrm{H}_{2}(X, \mathbb{Z})$ and intersecting the divisor $D$ at two points $x, y$ with tangency order $p, q-r$ respectively in which we put a point constraint at $y$. More generally, we can define $N_{a, b}$ for any $a, b$ such that $a+b=\beta \cdot D$.

Proposition 3.3.9. Let $\boldsymbol{\tau}_{2}$ be the type after splitting $\boldsymbol{\tau}$ which satisfies Assumption 3.3.7 such that $x_{2}, x_{\text {out }} \in \boldsymbol{\tau}_{2}$. Then the canonical projection map $\mathfrak{M}^{e v}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right) \rightarrow B \mathbb{G}_{m}^{\dagger}$ is logarithmically smooth.

Proof. Recall from Remark 2.7.3 that $\mathscr{P}(\mathcal{X}, r)$ is an idealized log stack with the ideal sheaf $\overline{\mathcal{I}} \subset \overline{\mathcal{M}}_{\mathscr{P}(\mathcal{X}, r)}$ given by $r^{-1}\left(\mathbb{Z}_{>0}\right)$. In our case, since $\overline{\mathcal{M}}_{Z}$ is generated by $\mathbb{N}$, the ideal is generated by $\mathbb{Z}_{>0}$. For any parametrizing space $W \rightarrow \mathfrak{M}\left(\mathcal{X}, \boldsymbol{\tau}_{2}\right)$, note that the basic monoid on $\mathfrak{M}\left(\mathcal{X}, \boldsymbol{\tau}_{2}\right)$ is $\mathbb{N}$, so the pullback of the ideal to $W$ under the map $W \rightarrow \mathfrak{M}\left(\mathcal{X}, \tau_{2}\right) \rightarrow \mathscr{P}(\mathcal{X}, r)$ is also generated by $\mathbb{Z}_{>0}$. Let $C^{\circ} \rightarrow \mathcal{X}$ the the map parameterized by $W$.

By the pre-stability condition, $\overline{\mathcal{M}}_{C^{\circ}} \subseteq \mathbb{N} \oplus \mathbb{Z}_{x_{1}} \oplus \mathbb{Z}_{x_{2}} \oplus \mathbb{Z}_{x_{\text {out }}}$ is generated by $(1,0,0,0)$, $(0,1,0,0),(0,0,1,0),(0,0,0,1),(1,0,0, r-q)$ and $(1,0,-r, 0)$. Note that the quantity $r-q$ is always negative by balancing condition of tropical maps (keep in mind that every vertex other than $V$ is mapped to the origin by the corresponding tropical map). Then, by the definition of puncturing log-ideal given in Definition 2.30 of [ACGS2], once we project it into $\overline{\mathcal{M}}_{W}$, the puncturing log-ideal is generated by $\mathbb{Z}_{>0}$. Thus, the map $\operatorname{ev}_{\mathcal{X}}: \mathfrak{M}\left(\mathcal{X}, \boldsymbol{\tau}_{2}\right) \rightarrow \mathscr{P}(\mathcal{X}, r)$ is actually ideally strict (see Section 1.3 , Chapter 3 of [ Og$]$ ).

By Theorem 3.15 of [GS2], we know that the map ev $\mathcal{X}$ is idealized $\log$ smooth. Thus, it is in fact $\log$ smooth by [Og], IV Variant 3.1.22. Note that the projection $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right) \rightarrow$ $B \mathbb{G}_{m}^{\dagger}$ is just a base change of $\operatorname{ev}_{\mathcal{X}}$, hence it is $\log$ smooth.

Corollary 3.3.10. In the situation of Proposition 3.3.9, the moduli space $\mathfrak{M}^{e v}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right)$ is a reduced algebraic stack.

Proof. According to the tropical interpretation of the map $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right) \rightarrow B \mathbb{G}_{m}^{\dagger}$ (see Lemma 3.22 of [GS2]), smooth locally at a generic point $w$, we have a chart for this map

where the map between monoids corresponding to $\eta$ is sending 1 to $\delta$ such that $\Sigma_{1}\left(v_{\text {out }}\right)=$ $\delta \cdot r$ (see Remark 2.5.6 for the definition of $\Sigma_{m}$ ). Here $v_{\text {out }}$ is the vertex corresponding to the component containing $x_{\text {out }}$ (don't forget that we only have one component in this case) and the tropical map

corresponds to the image $y$ of $w$ in $\mathfrak{M}\left(\mathcal{X}, \boldsymbol{\tau}_{2}\right)$. In fact, $\delta=1$, as we can find a tropical map $\Sigma^{\prime}$ of type $\boldsymbol{\tau}_{2}$ with $\Sigma^{\prime}\left(v_{\text {out }}\right)=r$. Indeed, the underlying graph of $\boldsymbol{\tau}_{2}$ has only one vertex, and we are free to send that vertex where we would like.

Note that by Proposition 3.3.9, the map $\mathfrak{M}^{\mathrm{ev}}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right) \rightarrow B \mathbb{G}_{m}^{\dagger}$ is $\log$ smooth, then in the diagram (3.3.1) above, let $T=B \mathbb{G}_{m}^{\dagger} \times\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]\left[\mathbb{A}^{1} / \mathbb{G}_{m}\right]$, the induced map $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right) \rightarrow T$ is smooth in the usual sense and $\delta$ is the multiplicity of $T$. Hence $\delta$ is literally just the multiplicity of the moduli space. $\mathrm{So}, \mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right)$ is reduced and even smooth over $B \mathbb{G}_{m}^{\dagger}$.

Lemma 3.3.11. Let $\boldsymbol{\tau}_{2}$ be the type after splitting $\boldsymbol{\tau}$ which satisfies the assumption 3.3.7 such that $x_{\text {out }} \in \boldsymbol{\tau}_{2}$. Then the corresponding moduli space $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)$ is a reduced point, i.e. $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)=\operatorname{Spec}(\mathbb{k})$.

Proof. At first, note that $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)$ is a Deligne-Mumford stack according to [GS2]. Any point $\operatorname{Spec}(\mathbb{k}) \rightarrow \mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)$ of $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)$ corresponds to a (family of) punctured logarithmic map


Note that $f$ is a constant map to $z \in D$ by the genericness of $z$, and $\underline{C}^{\circ}=\mathbb{P}^{1}$ has three punctured points. According to [[GS2], Claim 3.22], such a basic punctured log map is unique. Thus the $\mathbb{k}$-points of $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)$ is just the single point shown as above with trivial stabilizer, so $\mathscr{M}\left(X, \tau_{2}, z\right)$ is an algebraic space.

Furthermore, obviously there is a map $\mathscr{M}\left(X, \tau_{2}, z\right) \rightarrow \operatorname{Spec}(\mathbb{k})$ which is of finite type, quasi-finite, and separated. So, by Theorem 7.2 .10 of Olsson in [Ol2], $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)$ is a scheme. So, it is just a (possibly non-reduced) point.

However, the map $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right) \rightarrow \mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right)$ is smooth because, as $f$ is constant, $f^{*} \Theta_{X}$ (where $\Theta_{X}$ is the logarithmic tangent bundle) is trivial, so $H^{1}\left(C, f^{*} \Theta_{X}\left(-x_{\text {out }}\right)\right)=0$, i.e. the obstruction space is 0 . We know that $\mathfrak{M}^{\mathrm{ev}}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right)$ is reduced by the corollary above. Hence, $\mathscr{M}\left(X, \tau_{2}, z\right)$ is just a reduced point.

Theorem 3.3.12. Let $(X, D)$ be a smooth log Calabi-Yau pair, i.e. $X$ is a smooth projective variety with a smooth divisor $D \subset X$. Let $\boldsymbol{\tau}$ be the type of curve class fulfilling Assumption 3.3.7, and suppose that the vertex $V$ containing the leg $x_{\text {out }}$ contains $x_{2}$ (resp. $x_{1}$ ). Then the degree of the map $\phi$ which appears in the diagram of Proposition 3.2.3 has degree $q-r$ (resp. $p-r$ ), in other words, the multiplicity $m_{\boldsymbol{\tau}}=q-r(r e s p . p-r)$.

Proof. In order to calculate the degree of $\phi$, we need to choose general points in $\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$, $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right)$ respectively and then compute the glued family of punctured logarithmic maps to see how many connected components will be produced after gluing.

Step 1: At first, let us choose a general point $\underline{W_{1}}=\operatorname{Spec}(\mathbb{k}) \rightarrow \mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$ of $\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$ with the pullback logarithmic structure on $\underline{W_{1}}$ from the basic logarithmic structure on $\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$. Without loss of generality, we can assume that the choice of point corresponds to a punctured $\log \operatorname{map}\left(C_{1}^{\circ} / W_{1}, \boldsymbol{\tau}_{1}, f_{1}: C_{1}^{\circ} \rightarrow \mathcal{X}\right)$ such that the source curve $C_{1}^{\circ}$ is smooth and isn't mapped into $\mathcal{D}$ by $f_{1}$. In this case, the basic log structure at this point is just trivial, i.e., $W_{1}=(\operatorname{Spec}(\mathbb{k}), 0)$. (We can make such an assumption because such a kind of punctured $\log$ maps form a dense open subset of $\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$ equipped with the basic $\log$ structure).

Step 2: Choose a generic point $W_{2}^{\prime}=\operatorname{Spec}(\mathbb{k}) \rightarrow \mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}\right)$, so $\operatorname{Spec}(\mathbb{k})$ is equipped with the logarithmic structure pulled back from the basic logarithmic structure on $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}\right)$. Since $\boldsymbol{\tau}_{2}$ contains $x_{\text {out }}$ having negative contact order, the whole component will be completely mapped into $D$, so the corresponding tropical map is parametrized by $\mathbb{R}_{\geq 0}$. Hence, $W_{2}^{\prime}=(\operatorname{Spec}(\mathbb{k}), \mathbb{N})$.

Next, we need to compute $W_{2}:=W_{2}^{\prime} \times{ }_{\mathscr{P}(X, r)} B \mathbb{G}_{m}^{\dagger}$. Note that $W_{2}^{\prime}$ parametrizes the punctured logarithmic map $\left(C^{\circ} / W_{2}^{\prime}, \boldsymbol{\tau}_{2}, f^{\prime}: C^{\circ} \rightarrow \mathcal{X}\right)$ where $C^{\circ}$ is just $\mathbb{P}^{1}$ and we chose $z \in D$ generically enough such that no rational curves pass through $z$ inside $D$, thus the $f^{\prime}$ is the constant map to $z$. Thus, without loss of generality, we can assume that

$$
\widetilde{\mathscr{P}}(X, r)=(\operatorname{Spec}(\mathbb{k}), \mathbb{N}) \times B \mathbb{G}_{m}^{\dagger}=\left(B \mathbb{G}_{m}^{\dagger}, \mathbb{N} \oplus \mathbb{N}\right)
$$

Thus, by the definition of $\mathscr{P}(X, r)$, we get $\underline{\mathscr{P}}(X, r)=B \mathbb{G}_{m}$, and the ghost sheaf of the $\operatorname{logarithmic}$ structure is the sub-monoid $\{(m, r m) \mid m \in \mathbb{N}\} \subset \mathbb{N} \oplus \mathbb{N}$ which is isomorphic to $\mathbb{N}$. So, we have

$$
\mathscr{P}(X, r)=\left(B \mathbb{G}_{m}, \mathbb{N}\right)
$$

where the torsor associated to $1 \in \mathbb{N}$ is the $r^{t h}$ tensor power of the universal torsor. Then, if we impose the point-constraint, $W_{2}=W_{2}^{\prime} \times_{B \mathbb{G}_{m}^{\dagger}}\left(B \mathbb{G}_{m}, \mathbb{N}\right)$ with the corresponding maps between ghost sheaves

where the vertical multiplication-by- $r$ map is the map from the ghost sheaf of $\mathscr{P}(\mathcal{X}, r)=$ $\left(B \mathbb{G}_{m}, \mathbb{N}\right)$ to the ghost sheaf of $B \mathbb{G}_{m}^{\dagger}$ and the horizontal map is given by the map from $W_{2}^{\prime}$ to $B \mathbb{G}_{m}^{\dagger}$. Thus then push-out of the diagram above is $\mathbb{N}$. Thus, we have $W_{2}=(\operatorname{Spec}(\mathbb{k}), \mathbb{N})$ with the corresponding map from the ghost sheaf of $\mathscr{P}(\mathcal{X}, r)$ to the ghost sheaf of $W_{2}$ being the multiplication-by- $r$ map. Denote by $\left(C_{2}^{\circ} / W_{2}, \boldsymbol{\tau}_{2}, f_{2}: C_{2}^{\circ} \rightarrow X\right)$ the family of punctured logarithmic maps parametrized by $W_{2}$.

Step 3: Let $w_{1} \in \boldsymbol{\tau}_{1}$ and $w_{2} \in \boldsymbol{\tau}_{2}$ be the two punctured points that we glue together to form the glued family of punctured logarithmic maps. Thus, $W_{1}^{E}=\left(\underline{W_{1}}, w_{1}^{*} \overline{\mathcal{M}}_{C_{1}^{\circ}, w_{1}}\right)=$ $(\operatorname{Spec}(\mathbb{k}), \mathbb{N})$, and $W_{2}^{E}=\left(\underline{W_{2}}, w_{1}^{*} \overline{\mathcal{M}}_{C_{2}^{\circ}, w_{2}}\right)$. So we need to figure out $\overline{\mathcal{M}}_{C_{2}^{\circ}, w_{2}}$ first. Note that we have a map $\overline{\mathcal{M}}_{X, z}=\mathbb{N} \rightarrow \overline{\mathcal{M}}_{C_{2}^{\circ}, w_{2}} \subset \mathbb{N} \oplus \mathbb{Z}$, and by the calculations we did in the step 2, we know this map is defined by sending the generator 1 to $(r, r-q)$. By the pre-stability condition, $\overline{\mathcal{M}}_{C^{\circ}, w_{2}}$ is supposed to be generated by $\overline{\mathcal{M}}_{C_{2}}$ and the image of $\overline{\mathcal{M}}_{X, z}$. Hence, $\overline{\mathcal{M}}_{C_{2}^{\circ}, w_{2}}=\langle(1,0),(0,1),(r, r-q)\rangle=: R \subset \mathbb{N} \oplus \mathbb{Z}$. Therefore, $W_{2}^{E}=\left(\underline{W_{2}}, R\right)=(\operatorname{Spec}(\mathbb{k}), R)$.

Step 4: This step is to saturate both $W_{1}^{E}$ and $W_{2}^{E}$. For $W_{1}^{E}$, there is nothing to saturate. So, $\widetilde{W}_{1}=W_{1}^{E}=(\operatorname{Spec}(\mathbb{k}), \mathbb{N})$. For $W_{2}^{E}$, the saturation $\widetilde{W}_{2}=\operatorname{Spec}(\mathbb{k}) \times_{\operatorname{Spec}(\mathbb{k}[R])}$ $\operatorname{Spec}\left(\mathbb{k}\left[R^{\text {sat. }}\right]\right)$ where $R^{\text {sat. }}$ is the saturation monoid of $R$ inside $\mathbb{N} \oplus \mathbb{Z}$. Note that $\mathbb{k} \otimes_{\mathbb{k}[R]} \mathbb{k}\left[R^{\text {sat. }]} \cong \mathbb{k}\left[R^{\text {sat. }}\right] / I\right.$ where is the ideal generated by $(1,0),(0,1),(r, r-q)$ in $\mathbb{k}\left[R^{\text {sat. }}\right]$. Then, $\widetilde{W_{2}}=\left(\operatorname{Spec}\left(\mathbb{k}\left[R^{\text {sat. }}\right] / I\right), R^{\text {sat. }}\right)$.

Step 5: In this step, we compute the number of connected components of the glued family $\widetilde{W}_{1} \times$ fs $\widetilde{W}_{2}$ where the fiber product of $\widetilde{W}_{1}$ and $\widetilde{W}_{2}$ is taken in the category of fine and saturated logarithmic schemes. We know the corresponding maps between logarithmic structures:

where the vertical map sends 1 to $(r, r-q)$ and the horizontal map sends 1 to $q-r$.
We are hoping to apply Theorem 4.4 in [Gro], so we define a map as follows:

$$
\begin{aligned}
\theta:=\left(\theta_{1},-\theta_{2}\right): & \mathbb{Z} \\
1 & \longmapsto \mathbb{Z} \oplus\left(R^{\text {sat. }}\right)^{\mathrm{gp}} \\
& (q-r,-r, q-r)
\end{aligned}
$$

where the superscript gp. means groupification. Then, by a direct computation, we assert
that $\#\left(\operatorname{coker}(\theta)_{\text {tor. }}\right)=$ g.c.d $(r, q-r)$ where $\#\left(\operatorname{coker}(\theta)_{\text {tor. }}\right)$ means the cardinality of the torsion elements of the cokernel of $\theta$ and g.c.d $(r, q-r)$ represents the greatest common divisor of $r$ and $q-r$.

So, by Theorem 4.4 in [Gro], since the fiber product is not empty, the number of connected component of $\widetilde{W}_{1} \times_{X}^{\mathrm{fs}} \widetilde{W}_{2}$ is g.c.d $(r, q-r)$. This calculation is in fact giving us the degree of the map $\phi_{\text {red }}: \mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\tau}, z)_{\text {red }} \longrightarrow \mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right) \times \mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right)$ where the subscript red means the reduction of the original space.

Step 6: The last step is to figure out the non-reduced structure on $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\tau}, z)$. By Proposition B. 2 in [ACGS2], the map $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\tau}, z) \rightarrow B \mathbb{G}_{m}^{\dagger}$ is logarithmically smooth. So, at a generic point, we can choose a chart for this map around the point shown as follows

and by Lemma 3.22 in [GS2], the corresponding map between monoids of $\eta$ is

$$
\begin{aligned}
\eta^{*}: \mathbb{N} & \longrightarrow \mathbb{N} \\
1 & \longmapsto \delta
\end{aligned}
$$

Here, $\delta$ is the smallest natural number such that $\Sigma_{1}\left(v_{\text {out }}\right)=\delta \cdot r=l \cdot(q-r)$ for some integer $l$ in which $\Sigma_{1}$ is the corresponding tropical map and $v_{\text {out }}$ is the component containing $x_{\text {out }}$. Then, it is easy to see that $\delta=(q-r) /$ g.c.d $(r, q-r)$. By the definition of logarithmic smoothness, $\delta$ is the multiplicity of $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \boldsymbol{\tau}, z)$.
Moreover, by Corollary 3.3.10, $\mathfrak{M}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{2}, z\right)$ is reduced, and $\mathfrak{M}_{z}^{\text {ev }}\left(\mathcal{X}, \boldsymbol{\tau}_{1}\right)$ is obviously reduced since it has no any non-trivial punctured points.

Hence, the degree of $\phi$ is g.c.d $(r, q-r) \cdot \delta=q-r$ as desired.
Corollary 3.3.13. Let $X$ be a smooth log Calabi-Yau pair. Then we have the following formula relating punctured Gromov-Witten invariants to 2-point Gromov-Witten invariants with point-constraint

$$
N_{p q r}^{\beta}=(q-r) N_{p, q-r}+(p-r) N_{q, p-r}
$$

where $r>0$ and $\beta \neq 0$.
Remark 3.3.14. In fact, one can conjecture that $N_{w, 1}=w^{2} N_{1, w}$ where $w+1=\beta \cdot D$ and this can be proven via the formula in the corollary.

Proof. Recall the part of the Cartesion diagram involved in $\phi$ and $\tilde{\phi}$ from Proposition 3.2.3

where $\phi$ is a finite surjective map. By Lemma 3.3.11, $\mathscr{M}\left(X, \boldsymbol{\tau}_{2}, z\right)=\operatorname{Spec}(\mathbb{k})$. There are two situations that could happen.

- If $\boldsymbol{\tau}_{2}$ contains $x_{1}$, then by Theorem 3.3.12, we know that the degree of $\tilde{\phi}$ is $p-r$.

Hence, we have

$$
\tilde{\phi}_{*}[\mathscr{M}(X, \boldsymbol{\tau}, z)]^{\mathrm{vir}}=(p-r) \cdot\left[\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)\right]^{\mathrm{vir}}
$$

- For the same reason, if $\boldsymbol{\tau}_{2}$ contains $x_{2}$, we have

$$
\tilde{\phi}_{*}[\mathscr{M}(X, \boldsymbol{\tau}, z)]^{\mathrm{vir}}=(q-r) \cdot\left[\mathscr{M}_{z}\left(X, \boldsymbol{\tau}_{1}\right)\right]^{\mathrm{vir}}
$$

Then Lemma 3.3.6 gives rise to the formula we want to prove.
Remark 3.3.15. In [FWY], the authors define a new kind of relative Gromov-Witten invariants $\tilde{N}_{p q r}^{\beta}$ using orbifold Gromov-Witten theory, in which the new theory also allows negative tangency order to occur. In [You], F. You found the same formula for their new relative invariants $\tilde{N}_{p q r}^{\beta}$ and it is easy to argue that our invariants $N_{p q r}^{\beta}$ agree with their $\tilde{N}_{p q r}^{\beta}$. Moreover, he can proceed to calculate 2-pointed invariants using their invariants and $I$-function and $J$-function technique.

## Chapter 4

## A general calculation for the invariants $N_{e-1,1}$

Given a smooth $\log$ Calabi-Yau pair $(W, D)$ with $D$ nef, as the title of this section indicates, we are going to calculate the invariants $N_{e-1,1}$ by comparing it with closed Gromov-Witten invariants defined in [LLW] and [Cha]. The methods we will apply here are the standard deformation to normal cone and degeneration formula. Therefore, let us quickly review those closed invariants and clarify the setup at first, and then get our hands on comparison of these invariants.

As a matter of fact, for a given curve class $\beta \in H_{2}(W, \mathbb{Z})$, it is sufficient to just require that $\beta_{i} \cdot D \geq 0$ for any decomposition $\beta=\Sigma_{i} \beta_{i}$ of $\beta$ into effective curve classes for Theorem 1.4.3 to be true. The nefness of $D$ is clearly a uniform condition ensuring this property for all $\beta$.

### 4.1 Basic setup

Denoting by $\omega_{W}$ the canonical bundle of $W$, we set $X=\mathbb{P}\left(\omega_{W} \oplus \mathcal{O}\right)$, the projective completion of the canonical bundle with the structure map $p: X \rightarrow W$. Next, we are going to construct a degeneration of $X$. We let $\mathcal{X}=\operatorname{Bl}_{D \times 0}\left(W \times \mathbb{A}^{1}\right)$ and let $\mathcal{D}$ be the strict transform of $D \times \mathbb{A}^{1}$ in $\mathcal{X}$. So, a general fiber of $\mathcal{X} \rightarrow \mathbb{A}^{1}$ is $W$ and the special fiber is $W \sqcup_{D} Y$, the union of $W$ and $Y$. Here, $Y$ is the projective completion of the normal bundle to $D$ in $W$ over $D$, i.e., $Y=\mathbb{P}\left(N_{D / W} \oplus \mathcal{O}\right)$. We view $D \subset Y$ as the 0 -section $D_{0}$ of the normal bundle of $D$, and in particular, the normal bundle of $D$ in $Y$ is the dual of $N_{D / W}$.

Set $\mathcal{L}=\mathbb{P}\left(\mathcal{O}_{\mathcal{X}}(-\mathcal{D}) \oplus \mathcal{O}\right)$. It is easy to check for the degeneration $\pi: \mathcal{L} \rightarrow \mathbb{A}^{1}$ that a general fiber $\pi^{-1}(\{t\})$ is $X$ for all $t \neq 0$ and the special fiber $\mathcal{L}_{0}$ is $W \times \mathbb{P}^{1} \sqcup_{D \times \mathbb{P}^{1}}$ $\mathbb{P}\left(\mathcal{O}_{Y}\left(-D_{\infty}\right) \oplus \mathcal{O}\right)$. Moreover, there exists a natural projection map $q: \mathcal{L} / \mathbb{A}^{1} \rightarrow W \times \mathbb{A}^{1}$.

For simplicity, we let $\mathcal{L}_{X}=W \times \mathbb{P}^{1}, \mathcal{L}_{D}=D \times \mathbb{P}^{1}$ and $\mathcal{L}_{Y}=\mathbb{P}\left(\mathcal{O}_{Y}\left(-D_{\infty}\right) \oplus \mathcal{O}\right)$. We endow $\mathcal{X}$ with the divisorial $\log$ structure given by the central fiber $\mathcal{X}_{0}$.

Remark 4.1.1. We abuse the notation $\mathcal{O}$ to mean structure sheaf or trivial line bundle on whatever space we have. So, the symbol $\mathcal{O}$ could mean different structure sheaves depending on context.

Remark 4.1.2. It is worthwhile mentioning that our idea in this subsection is analogous to that presented in [vGGR]. So, we will collect some results proven in that paper later on.

We consider the moduli space $\mathscr{M}_{0,1}(X, \beta+h)$ parametrizing genus 0 stable maps $f: C \rightarrow X$ with one marked point such that $f_{*}[C]=\beta+h$ where $\beta$ is a chosen effective curve class in $W$ (viewed as the 0 -section sitting inside $X$ ) satisfying $c_{1}(X) \cdot \beta=0$ and $h$ is the fiber class $\left[\mathbb{P}^{1}\right]$. The invariants defined in [Cha] are just

$$
\int_{\left[\mathscr{M}_{0,1}(X, \beta+h)\right]_{\mathrm{vir}}} \mathrm{ev}^{*}[\mathrm{pt}]
$$

where [pt] is a point class in $X$ of which the effect is to impose a point constraint on stable maps and ev is the evaluation map at the marked point.

Remark 4.1.3. In fact, if we consider the corresponding moduli space with a point constraint $\mathscr{M}_{0,1}(X, \beta+h, \sigma):=\mathscr{M}_{0,1}(X, \beta+h) \times{ }_{X}\{\mathrm{pt}\}$, here $\sigma$ can be understood as a geometric point $\sigma:\{\mathrm{pt}\} \rightarrow X$, then $\mathscr{M}_{0,1}(X, \beta+h, \sigma)$ possesses a virtual fundamental class and degree of the virtual class is precisely the same as the integration shown above.

Lemma 4.1.4. Let $Q: \mathscr{M}\left(\mathcal{L} / \mathbb{A}^{1}, \beta+h\right) \rightarrow \mathscr{M}\left(W \times \mathbb{A}^{1} / \mathbb{A}^{1}, \beta\right)$ be the natural map from moduli space of stable log maps to the families $\mathcal{L} / \mathbb{A}^{1}$ to moduli space of log stable maps to $W \times \mathbb{A}^{1} / \mathbb{A}^{1}$, which is induced by $q: \mathcal{L} \rightarrow W \times \mathbb{A}^{1}$. Then, we have, for any $t \neq 0 \in \mathbb{A}^{1}$, the following equality

$$
\left(Q_{t}\right)_{*}[\mathscr{M}(X, \beta+h)]^{v i r}=\left(Q_{0}\right)_{*}\left[\mathscr{M}\left(\mathcal{L}_{0}, \beta+h\right)\right]^{v i r}
$$

where $Q_{0}$ and $Q_{t}$ are the restrictions of the map $Q$ to the special fiber and any generic fiber respectively, and either side of the equality is a cycle class in $A_{*}(\mathscr{M}(W, \beta) ; \mathbb{Q})$.

Proof. Notice that we have, for any $t \neq 0$, the following four Cartesian diagrams


So, by commutativity of Gysin pullback with proper pushforward, we have

$$
\begin{aligned}
\left(Q_{0}\right)_{*}\left[\mathscr{M}\left(\mathcal{L}_{0}, \beta+h\right)\right]^{\mathrm{vir}} & =i_{0}^{!} Q_{*}\left[\mathscr{M}\left(\mathcal{L} / \mathbb{A}^{1}, \beta+h\right)\right]^{\mathrm{vir}} \\
& =i_{t}^{!} Q_{*}\left[\mathscr{M}\left(\mathcal{L} / \mathbb{A}^{1}, \beta+h\right)\right]^{\mathrm{vir}} \\
& =\left(Q_{t}\right)_{*}[\mathscr{M}(X, \beta+h)]^{\mathrm{ir}}
\end{aligned}
$$

in which the middle equality holds because the family $p_{2}$ is a trivial family.

### 4.2 Degeneration formula

Since our method involves calculating invariants of the special fiber, which is a normal crossing union of two spaces, the appearance of the degeneration formula becomes inevitable. In this subsection, we forget our setup described above for the time being and give a more general description of the formula dealing with a normal crossing union of two spaces. Let $X$ be a logarithmically smooth variety over a standard $\log$ point $b^{\dagger}$ with irreducible components $X_{0}$ and $Y_{0}$. The central fiber of the degeneration described in the previous subsection is an example. A degeneration formula for stable log maps was first given by B. Kim, H. Lho and H. Ruddat in [KLR]. In principle, their degeneration formula is enough for the sake of our calculations. However, as we are going to spend more time later dealing with moduli spaces with a point constraint, a decomposition formula for moduli spaces with point constraints given in [Theorem 5.4, [ACGS1]] can be applied first in order to simplify the terms in Kim et al's degeneration formula. We refer readers to [KLR] and [ACGS1] for further details about the degeneration formula and decomposition formula respectively.

We recall that given a curve class $\beta$ in $X$, we can consider moduli spaces $\mathscr{M}(X, \boldsymbol{\tau})$ of stable log maps marked by $\boldsymbol{\tau}=(\tau, \beta)$ where $\tau=(G, \boldsymbol{g}, \sigma, \boldsymbol{u})$, a decorated type of a rigid tropical map. See [ACGS1] for the definition of rigid tropical map. However, rigid tropical maps in our setting becomes much easier to describe. Proposition 5.1 in [ACGS1] actually tells us that a decorated type $\boldsymbol{\tau}$ of tropical maps is rigid in our setting if and only if every vertex will represent an irreducible component which gets mapped to either $X_{0}$ or $Y_{0}$, and we call a vertex $V$ an $X_{0}$-vertex if the corresponding component gets mapped into $X_{0}$ and likewise for $Y_{0}$-vertex. Furthermore, no edge connects two vertices which are both $X_{0}$-vertices or $Y_{0}$ vertices, i.e., the endpoints of any edge will be of different type. On the other hand, a choice of decorated rigid tropical map in our situation is exactly what Jun Li terms an admissible triple in [Li1] and [Li2]. More precisely, giving a rigid tropical map is equivalent to giving a bipartite graph $\Gamma$ in which the edges are enumerated $e_{1}, e_{2} \ldots, e_{r}$ with each edge decorated with a positive integer $w_{e}$ and each vertex $V$ is decorated with a set $n_{V}$ thought of as the set of markings and a class $\beta_{V}$ that is an effective curve class in
either $X_{0}$ or $Y_{0}$. For more details, readers can refer to [Li1], [Li2] and [vGGR].
So, we are actually free to go back and forth between our tropical language and Jun Li's degeneration formula.

We incorporate a point constraint by defining

$$
\mathscr{M}(X, \boldsymbol{\tau}, s):=\mathscr{M}(X, \boldsymbol{\tau}) \times_{X}\{\mathrm{pt}\}, \mathscr{M}(X, \beta, s):=\mathscr{M}(X, \beta) \times_{X}\{\mathrm{pt}\}
$$

where $s:\{\mathrm{pt}\} \rightarrow X$ is a geometric point. Note that there is a finite map $j_{\boldsymbol{\tau}_{*}}: \mathscr{M}(X, \boldsymbol{\tau}, s) \rightarrow$ $\mathscr{M}(X, \beta, s)$. Now we have the following decomposition for a point condition, refer to [[ACGS1], Theorem 3.11] for the proof.

Theorem 4.2.1. Suppose $X$ is a logarithmically smooth variety. Then

$$
[\mathscr{M}(X, \beta, s)]^{\mathrm{vir}}=\sum_{\tau=(\tau, \beta)} \frac{m_{\tau}}{|\operatorname{Aut}(\tau)|} j_{\boldsymbol{\tau} *}[\mathscr{M}(X, \boldsymbol{\tau}, s)]^{\mathrm{vir}}
$$

Proof. Notice that $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \beta)$ is logarithmically smooth over the standard log point $b^{\dagger}$ according to [Proposition 3.3 (2), [ACGS1]], then by writing down a chart for the pointconstrained moduli space $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \beta, s)$, we can easily check that $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \beta, s)$ is also logarithmically smooth over $b^{\dagger}$. Therefore, by [Corollary 3.8, [ACGS1]], we have the following equality of top-dimensional algebraic cycles in the pure dimensional algebraic stack $\mathfrak{M}^{\text {ev }}(\mathcal{X}, \beta, s)$ :

$$
\left[\mathfrak{M}^{\mathrm{ev}}(\mathcal{X}, \beta, s)\right]=\sum_{\tau=(\tau, \beta)} m_{\tau} j_{\tau *}\left[\mathfrak{M}^{\mathrm{ev}}(\mathcal{X}, \boldsymbol{\tau}, s)\right]
$$

Then, emulating the proof of [Theorem 3.11, [ACGS1]], we will get the decomposition of our theorem.

Furthermore, we will apply Kim, Lho and Ruddat's degeneration formula for the spaces $\mathscr{M}(X, \boldsymbol{\tau}, s)$. Note that there is a diagram

where $V$ 's and $e$ 's represent the vertices and the edges in $\boldsymbol{\tau}$ respectively and the space $\bigodot_{V} \mathscr{M}_{V}$ is defined by the Cartesian square diagram. By [KLR], Equation (1.4), we know that $\phi$ is a finite étale map and the degree of $\phi$ is $\frac{\prod_{e} w_{e}}{\operatorname{l.c.m}\left(w_{e}\right)}$. So we have the following equality

$$
[\mathscr{M}(X, \boldsymbol{\tau})]^{\mathrm{vir}}=\frac{\prod_{e} w_{e}}{\operatorname{l.c.m}\left(w_{e}\right)} \phi^{*} \Delta^{!} \prod_{V}\left[\mathscr{M}_{V}\right]^{\mathrm{vir}},
$$

where $w_{e}$ is the contact order to the divisor $\underline{D}$ at the relative marking corresponding to $e$.
Moreover, as analogous to the proof of [Theorem 3.11, [ACGS1]] and the proof of Theorem 4.2.1, we can impose point constraints at vertices of $\boldsymbol{\tau}$ and an analogous decomposition will hold as well.

### 4.3 The main comparison

Now, we are in position to deduce our comparison result by applying the degeneration formula to $\mathcal{L}_{0}$ which is the union of $\mathcal{L}_{X}=W \times \mathbb{P}^{1}$ and $\mathcal{L}_{Y}=\mathbb{P}\left(\mathcal{O}_{Y}\left(-D_{\infty}\right) \oplus \mathcal{O}\right)$ along the shared divisor $\mathcal{L}_{D}=D \times \mathbb{P}^{1}$. Then we need to impose a point condition for the family. It is easy to choose a section $s: \mathbb{A}^{1} \rightarrow \mathcal{L}$ of $\pi$ such that $s(t)$ lies on the fiber of $X$ for $t \neq 0$ and $s(0) \in \mathcal{L}_{Y}$ passing through a $\mathbb{P}^{1}$-fiber over $Y$. For instance, let us select any point $z \in D$, according to the construction of the space $\mathcal{L}$, we can choose the section $s^{\prime}: \mathbb{A}^{1} \rightarrow W \times \mathbb{A}^{1}$ given by $t \mapsto(z, t)$. We then take the strict transform of this section to the blow-up $\mathcal{X}$, and then choose a general section of the $\mathbb{P}^{1}$-bundle $\mathcal{L} \rightarrow \mathcal{X}$ over this strict transform.

From now on, we can always assume that $s(0) \in \mathcal{L}_{Y}$, and then there exists a fiber of $\mathcal{L}_{Y} \rightarrow Y$ passing through $s(0)$. The class of the fiber is denoted by $h$. Put in another way, when we have a decorated tropical type of rigid tropical maps $\boldsymbol{\tau}$ with the graph $G$, we can always assume that there is only some $\mathcal{L}_{Y}$-vertex $V$ such that it carries the point constraint and the associated curve class $\beta_{V}$ contains $h$. Then we can consider the related moduli spaces with this point condition. The key step is to work out what kind of graphs will non-trivially contribute to the virtual fundamental class in the degeneration formula. The following theorem basically deals with this problem.

Theorem 4.3.1. For a decorated type of rigid tropical maps $\boldsymbol{\tau}$, let $P:=Q_{0}$ from Lemma 4.1.4. Then we have $P_{*} j_{\boldsymbol{\tau} *}\left[\mathscr{M}\left(\mathcal{L}_{0}, \boldsymbol{\tau}, s\right)\right]^{\mathrm{vir}}=0$ unless the graph $G$ of $\boldsymbol{\tau}$ is the following



$$
\begin{aligned}
& \beta_{A}=\beta, \\
& \beta_{B}=w_{e_{1}} F+h, \\
& \beta_{C}=w_{e_{2}} F .
\end{aligned}
$$

Here $\beta$ is the curve class $\beta$ on $W$ viewed as a curve class on $\mathcal{L}_{X}=W \times \mathbb{P}^{1}$ and $F$ is a fibre of $p: Y \rightarrow D$ viewed as a curve class on $\mathcal{L}_{Y}$ via the inclusion of $Y$ in $\mathcal{L}_{Y}$ as the 0 -section. Note $B$ carries the point constraint.

Before jumping to the proof directly, we need a lemma as preparation.
Lemma 4.3.2. For a decorated type of rigid tropical maps $\boldsymbol{\tau}$ with the graph $G$ of $\boldsymbol{\tau}$ having an $\mathcal{L}_{X}$-vertex $V$, let $r$ be the number of edges adjacent to $V$ connecting to $\mathcal{L}_{Y}$-vertices. Then $P_{*} j_{\boldsymbol{\tau} *}\left[\mathscr{M}\left(\mathcal{L}_{0}, \boldsymbol{\tau}, s\right)\right]^{\mathrm{vir}}=0$ if $r>2$.

Proof. Let us fix this $\mathcal{L}_{X}$-vertex $V$ and $r+u$ be the number of the edges of $\boldsymbol{\tau}$. By the choice of the section $s$, we know that $\beta_{V}$ contains no fiber class of $\mathcal{L}_{X} \rightarrow X$ attached to $V$. Since a map from a proper curve to $\mathbb{P}^{1}$ which is not surjective is just a constant map, by separating out the factors for $V$, the gluing diagram factors as follows

where the two squares are both Cartesian.
Let $N$ denote the normal bundle of the embedding $\Delta$ which has rank $(r+u)(\operatorname{dim} D+1)$ and $N^{\prime}$ denote that of $\Delta^{\prime}$ which has the rank $r \operatorname{dim} D+1+u(\operatorname{dim} D+1)$. Set $E:=$ $\left(\delta^{*} N\right) / N^{\prime}$ which is of rank $r-1$. Let $c_{r-1}(E)$ be its top Chern class. For any $k$ and $\alpha \in A_{k}\left(\mathscr{M}_{V} \times_{\mathcal{L}_{D}} \prod_{V^{\prime} \neq V} \mathscr{M}_{V^{\prime}}\right)$, the excess intersection formula says that

$$
\Delta^{!} \alpha=c_{r-1}(E) \cap\left(\Delta^{\prime}\right)^{!} \alpha
$$

Note that $c_{r-1}(E)=0$ when $r \geq 3$ since the bundle $E$ is in fact the pullback of the corresponding bundle from the diagram

and taking Chern classes commutes with the pullback operation. Then applying this to the virtual cycle $\alpha=\left[\mathscr{M}_{V}\right]^{\text {vir }} \times_{D_{0}} \prod_{V^{\prime} \neq V}\left[\mathscr{M}_{V^{\prime}}\right]^{\text {vir }}$ gives the conclusion of this lemma.

Proof of the theorem. For a decorated type of rigid tropical maps $\tau$ with the graph $G$, let us collect what is implied for $G$ if the pushforward to $\mathscr{M}(W, \beta)$ of the corresponding virtual cycles is non-trivial. Firstly, by Lemma 4.3.2, each of the $\mathcal{L}_{X}$-vertices of the graph $G$ has no more than 2 adjacent edges.

Let $V$ be any $\mathcal{L}_{Y}$-vertex in $G$. Firstly, by [vGGR, Proposition 5.3], we know that $\pi_{Y *} \beta_{V}$ must be a multiple of the fiber class of the projective bundle $Y \rightarrow D$ where $\pi_{Y}$ is just the natural projection $\mathcal{L}_{Y} \rightarrow Y$, otherwise $P_{*} j_{\boldsymbol{\tau} *}\left[\mathscr{M}\left(\mathcal{L}_{0}, \boldsymbol{\tau}, s\right)\right]^{\text {vir }}=0$. Hence, the curve class $\beta_{V}$ associated to the vertex $V$ is either $\beta^{\prime}+h$ or $\beta^{\prime}$ in which $\beta^{\prime}$ is a multiple of the fiber class $F$ of the projective bundle $Y \rightarrow E$ and $h$ is the fiber class of the projective bundle $\mathcal{L}_{Y} \rightarrow Y$.

Furthermore, we need to argue that $V$ has only a single adjacent edge to it. This is easily verified using [vGGR, Lemma 5.4]. Indeed, let $\mathscr{M}^{\circ}:=\prod_{V^{\prime} \neq V} \mathscr{M}_{V^{\prime}}$ and $G_{V}$ be the subgraph of $G$ at the vertex $X$, then the evaluation map from $\mathscr{M}_{G_{V}}\left(\mathcal{L}_{Y}\left(\log \mathcal{L}_{D}\right), \beta_{V}\right) \times{ }_{\left(D \times \mathbb{P}^{1}\right)^{r} V} \mathscr{M}^{\circ}$ to $\mathscr{M}(W, \beta)$ factors through $D \times_{\left(D \times \mathbb{P}^{1}\right)^{r} V} \mathscr{M}^{\circ}$ in either case of $\beta_{V}=\beta^{\prime}$ or $\beta_{V}=\beta^{\prime}+h$. Therefore, by [vGGR, Lemma 5.4], we can immediately conclude that there are at most 2 $Y_{0}$-vertices existing in $\boldsymbol{\tau}$ or otherwise $P_{*} j_{\boldsymbol{\tau} *}[\mathscr{M}(X, \boldsymbol{\tau}, s)]^{\mathrm{vir}}=0$.

Proposition 4.3.3. For a decorated type of rigid tropical maps $\boldsymbol{\tau}$ with the graph $G$ as in the theorem, we have $\left.P_{*} j_{\boldsymbol{\tau} *}\left[\mathscr{M}\left(\mathcal{L}_{0}\right), \boldsymbol{\tau}, s\right)\right]^{\text {vir }}=0$ unless $w_{e_{1}}=1$ and $w_{e_{2}}=e-1$.

Proof. Let $V$ denote the vertex $B$ which carries the point constraint, and the curve class $\beta_{V}=\beta^{\prime}+h$ where $\beta^{\prime}$ is the fiber class of $Y \rightarrow D$ and $h$ is the fiber class of $\mathcal{L}_{Y} \rightarrow Y$. Consider the surface $S$ which is obtained by restricting $\mathcal{L}_{Y}$ onto a fiber of $Y \rightarrow D$ such that it contains the point constraint $s(0)$. In fact, it is not so hard to see that $S$ is just the Hirzebruch surface $F_{1}$. Indeed, recall that $\mathcal{L}_{Y}=\mathbb{P}\left(\mathcal{O}_{Y}\left(-D_{\infty}\right) \oplus \mathcal{O}\right)$, and note that the restriction of $\mathcal{O}_{Y}\left(-D_{\infty}\right) \oplus \mathcal{O}$ to any fiber of $Y \rightarrow D$ is actually $\mathcal{O}_{\mathbb{P}^{1}}(-1) \oplus \mathcal{O}_{\mathbb{P}^{1}}$ since the intersection of $-D_{\infty}$ and the fiber is -1 .

Note that any curve realizing the curve class $\beta^{\prime}+h$ and containing the point $s(0)$ will lie in this surface $S$.

Assume that $w_{e_{1}} \geq 2$. Let $C$ be any curve which lies in $S$ and realizes the class $\beta^{\prime}$, that is, $C$ is a fiber of $Y \rightarrow D$. Then for any curve in $C^{\prime} \subset S$ such that $\left[C^{\prime}\right]=w_{e_{1}} \beta^{\prime}+h$, we find that $C \cdot C^{\prime}=\beta^{\prime} \cdot\left(w_{e_{1}} \beta^{\prime}+h\right)=-w_{e_{1}}+1<0$. Therefore, $C^{\prime}$ has to contain a fiber of $Y \rightarrow D$ which is contained in $S$ as its one irreducible component. The evaluation map from $\mathscr{M}_{V}$ to $\mathcal{L}_{D}$ is a constant map. Hence, the vanishing result follows immediately by applying the degeneration formula.

Theorem 4.3.4. $(-1)^{e-1} \cdot(e-1) \cdot p_{*}[\mathscr{M}(X, \beta+h, s)]^{\text {vir }}=[\mathscr{M}(W(\log D), \beta, s)]^{\text {vir }}$ where $\beta$ is an effective curve class in $W$ and $h$ is the fiber class of $p: X \rightarrow W$.

Proof. The proof is now just an application of degeneration formula. By Theorem 4.3.1 and the degeneration formula, we can conclude that

$$
\left[\mathscr{M}\left(\mathcal{L}_{0}, \beta+h, s\right)\right]^{\mathrm{vir}}=\frac{m_{\boldsymbol{\tau}}}{|\operatorname{Aut}(\boldsymbol{\tau})|} j_{\boldsymbol{\tau} *} \phi^{*} \Delta^{!} \prod_{V \in \boldsymbol{\tau}}\left[\mathscr{M}_{V}\right]^{\mathrm{vir}}
$$

where the decorated tropical type of rigid tropical maps $\boldsymbol{\tau}$ is exactly the one depicted in Theorem 4.3.1. So, in our situation, $|\operatorname{Aut}(\boldsymbol{\tau})|=1$ and $m_{\boldsymbol{\tau}}=e-1$.

Let $P: \mathcal{L}_{0} \rightarrow W$ be the natural projection. Then, by Lemma 4.1.4, we have

$$
p_{*}[\mathscr{M}(X, \beta+h, s)]^{\mathrm{vir}}=(e-1) \cdot P_{*} j_{\boldsymbol{\tau} *} \phi^{*} \Delta^{!} \prod_{V \in \boldsymbol{\tau}}\left[\mathscr{M}_{V}\right]^{\mathrm{vir}}
$$

By [vGGR, Proposition 2.4], we know that the right hand side becomes

$$
(e-1) \cdot \frac{(-1)^{e}}{(e-1)^{2}}[\mathscr{M}(W(\log D), \beta, s)]^{\mathrm{vir}}
$$

where the space $\mathscr{M}(W(\log D), \beta, s)$ is exactly the moduli space of genus 0 stable logarithmic maps to $W$ with the curve class $\beta$ such that image of map intersects $D$ at one specified point to tangent order 1 and at one unspecified point to tangent order $e-1$, that is, we have an equality of cycles

$$
(-1)^{e-1} \cdot(e-1) \cdot p_{*}[\mathscr{M}(X, \beta+h, s)]^{\mathrm{vir}}=[\mathscr{M}(W(\log D), \beta, s)]^{\mathrm{vir}} .
$$

As a direct consequence of Theorem 4.3.4, we find:
Corollary 4.3.5. $(-1)^{e} \cdot(e-1) \cdot n_{\beta+h}=N_{e-1,1}$ where $\beta$ is an effective curve class in $W$ and $h$ is the fiber class of $X \rightarrow W$.

Remark 4.3.6. In the case that $W=\mathbb{P}^{2}$, all those invariants $n_{\beta+h}$ have been calculated by Siu-Cheong Lau in [Lau]. Therefore, after identifying $N_{3 d-1,1}$ with $n_{\beta+h}$ using the equality in Corollary 4.3.5, we can calculate all 2-pointed relative GW invariants for any degree $d$.

## Chapter 5

## Calculations for $\left(\mathbb{P}^{2}, D\right)$

Throughout this section, our smooth log Calabi-Yau pair is always $\left(\mathbb{P}^{2}, D\right)$ where $D$ is a smooth cubic curve.

### 5.1 A relation between invariants $N_{a, b}$

In this subsection, we will investigate how those punctured invariants and 2-point relative invariants with a point-constraint abstractly determine each other. Besides the formula we proved in Corollary 3.3.13, the other key intermediate tool we are going to use is the "degree 0 part of relative quantum cohomology ring" defined by Gross and Siebert in [GS2, Construction 1.8] where the terminology "degree 0 " means that we only take genus 0 curves into account.

As we mentioned in Remark 1.4.9 that T. Grafnitz, H. Ruddat and E. Zaslow also computed various 2-pointed invariants for $\left(\mathbb{P}^{2}, D\right)$ in [GRZ] using broken line counting technique. However, their convention about $N_{a, b}$ is opposite to mine in this thesis, i.e. $N_{a, b}$ in this thesis are supposed to be $N_{b, a}$ in [GRZ].

Roughly speaking, our degree 0 part of relative quantum cohomology is a $\mathbb{Q}[t]$-algebra structure on

$$
R:=\bigoplus_{p=0}^{\infty} \theta_{p} \mathbb{Q}[t],
$$

where $\theta_{p}$ can be viewed as a symbol, and the multiplication law is

$$
\theta_{p} \cdot \theta_{q}:=\sum_{r=0}^{\infty} \sum_{d=0}^{\infty} N_{p q r}^{d} r^{d} \theta_{r} .
$$

Here, for the precise definition of $N_{p q r}^{d}$, see Definition 3.1.1. However, roughly speaking, it is the virtual count of degree $d$ genus zero stable maps with three punctured points $x_{1}, x_{2}, x_{\text {out }}$, with $x_{1}$ having contact order $p$ with $D, x_{2}$ having contact order $q$, and $x_{\text {out }}$
having contact order $-r$ with $D$ such that $x_{\text {out }}$ gets mapped to a generically fixed point $z \in D$.

Then, we can replace $N_{p q r}^{d}$ with those 2-point invariants $N_{p q r}^{d}$ by means of the formula in Corollary 3.3.13, and we have

$$
\theta_{p} \cdot \theta_{q}=\sum_{d=0}^{\infty} N_{p q 0}^{d} t^{d} \theta_{0}+\sum_{r \geq 1} N_{p q r}^{0} t^{0} \theta_{r}+\sum_{r=1}^{\infty} \sum_{d=1}^{\infty}\left((q-r) N_{p, q-r}+(p-r) N_{q, p-r}\right) t^{d} \theta_{r} .
$$

Notice that firstly, $N_{p, i}$ are the number of rational curves with two marked points, one tangent to order $p$ at an unspecified point of $D$ and one tangent to order $i$ at a specified point of $D$. So, if $p \leq 0$ or $i \leq 0$, we have $N_{p, i}=0$. Also, note that these rational curves must be of degree $(p+i) / 3$. Therefore, we have the convention that $N_{p q 0}^{(p+q) / 3}$ and $N_{p, q}$ vanish if three does not divide $p+q$ since there will not be such a curve of degree $p+q$ with $p+q$ is not divided by three.

Moreover, by Lemma 1.15 in [GS2], we have

$$
N_{p q r}^{0}= \begin{cases}1 & r=p+q \\ 0 & \text { otherwise }\end{cases}
$$

So, combining all aforementioned results and separating the degree 0 term, we can write the multiplication law as follows

$$
\theta_{p} \cdot \theta_{q}=\theta_{p+q} t^{0}+N_{p q 0}^{(p+q) / 3} t^{(p+q) / 3} \theta_{0}+\sum_{r=1}^{\min (p, q)}\left[(q-r) N_{p, q-r}+(p-r) N_{q, p-r}\right] t^{(p+q-r) / 3} \theta_{r} .
$$

Note that the right-hand side is actually a finite sum.
Let's see what relations we can get from associativity. We can calculate the product $\theta_{p} \cdot \theta_{q} \cdot \theta_{r}$ in two ways. Recall that $\theta_{0}$ is the identity in the ring, so we will not gain anything if one of $p, q, r$ are 0 . Thus we assume $p, q, r>0$.

We have

$$
\begin{aligned}
\left(\theta_{p} \cdot \theta_{q}\right) \cdot \theta_{r}= & \left(\theta_{p+q}+N_{p q 0}^{(p+q) / 3} t^{(p+q) / 3} \theta_{0}+\sum_{s=1}^{\min (p, q)}\left[(q-s) N_{p, q-s}+(p-s) N_{q, p-s}\right] t^{(p+q-s) / 3} \theta_{s}\right) \cdot \theta_{r} \\
= & \theta_{p+q+r}+N_{p+q, r, 0}^{(p+q+r) / 3} t^{(p+q+r) / 3} \theta_{0}+ \\
& +\sum_{s^{\prime}=1}^{\min (p+q, r)}\left[\left(r-s^{\prime}\right) N_{p+q, r-s^{\prime}}+\left(p+q-s^{\prime}\right) N_{r, p+q-s^{\prime}}\right] t^{\left(p+q+r-s^{\prime}\right) / 3} \theta_{s^{\prime}} \\
& +N_{p q 0}^{(p+q) / 3} t^{(p+q) / 3} \theta_{r}+\sum_{s=1}^{\min (p, q)}\left[(q-s) N_{p, q-s}+(p-s) N_{q, p-s}\right] t^{(p+q-s) / 3} . \\
& \cdot\left(\theta_{s+r}+N_{s r 0}^{(s+r) / 3} t^{(s+r) / 3} \theta_{0}+\sum_{w=1}^{\min (s, r)}\left[(r-w) N_{s, r-w}+(s-w) N_{r, s-w}\right] t^{(s+r-w) / 3} \theta_{w}\right)
\end{aligned}
$$

and associating the other way gives:

$$
\begin{aligned}
\theta_{p} \cdot\left(\theta_{q} \cdot \theta_{r}\right)= & \theta_{p} \cdot\left(\theta_{q+r}+N_{q r 0}^{(q+r) / 3} t^{(q+r) / 3} \theta_{0}+\sum_{s=1}^{\min (q, r)}\left[(r-s) N_{q, r-s}+(q-s) N_{r, q-s}\right] t^{(q+r-s) / 3} \theta_{s}\right) \\
= & \theta_{p+q+r}+N_{p, q+r, 0}^{(p+q+r) / 3} t^{(p+q+r) / 3} \theta_{0}+ \\
& \sum_{s^{\prime}=1}^{\min (p, q+r)}\left[\left(q+r-s^{\prime}\right) N_{p, q+r-s^{\prime}}+\left(p-s^{\prime}\right) N_{\left.q+r, p-s^{\prime}\right]} t^{\left(p+q+r-s^{\prime}\right) / 3} \theta_{s^{\prime}}\right. \\
& +N_{q r 0}^{(q+r) / 3} t^{(q+r) / 3} \theta_{p}+\sum_{s=1}^{\min (q, r)}\left[(r-s) N_{q, r-s}+(q-s) N_{r, q-s}\right] t^{(q+r-s) / 3} . \\
& \cdot\left(\theta_{p+s}+N_{p s 0}^{(p+s) / 3} t^{(p+s) / 3} \theta_{0}+\sum_{w=1}^{\min (p, s)}\left[(s-w) N_{p, s-w}+(p-w) N_{s, p-w}\right] t^{(p+s-w) / 3} \theta_{w}\right)
\end{aligned}
$$

Let us extract the highest degree contribution to the products above. Suppose that $p+q+r \equiv i \bmod 3$, with $i \in\{0,1,2\}$. We have the following possibilities:

- If $i=0$, then we get the coefficient of $t^{(p+q+r) / 3}$ of the two products being

$$
\begin{align*}
& N_{p+q, r, 0}^{(p+q+r) / 3}+\sum_{s=1}^{\min (p, q)}\left[(q-s) N_{p, q-s}+(p-s) N_{q, p-s}\right] N_{s r 0}^{(s+r) / 3} \\
= & N_{p, q+r, 0}^{(p+q+r) / 3}+\sum_{s=1}^{\min (q, r)}\left[(r-s) N_{q, r-s}+(q-s) N_{r, q-s}\right] N_{p s 0}^{(s+p) / 3} \tag{5.1.1}
\end{align*}
$$

- If $i=1$ or 2 , then the highest degree power of $t$ is $t^{(p+q+r-i) / 3}$, and the coefficient of
this is $\theta_{i}$ times the following:

$$
\begin{align*}
& {\left[(r-i) N_{p+q, r-i}+(p+q-i) N_{r, p+q-i}\right]+N_{p q 0}^{(p+q) / 3} \delta_{r i}} \\
& +\sum_{s=1}^{\min (p, q)}\left[(q-s) N_{p, q-s}+(p-s) N_{q, p-s}\right]\left[\delta_{s, i-r}+(r-i) N_{s, r-i}+(s-i) N_{r, s-i}\right] \\
& =\left[(q+r-i) N_{p, q+r-i}+(p-i) N_{q+r, p-i}\right]+N_{q r 0}^{(q+r) / 3} \delta_{p i} \\
& +\sum_{s=1}^{\min (q, r)}\left[(r-s) N_{q, r-s}+(q-s) N_{r, q-s}\right]\left[\delta_{s, i-p}+(s-i) N_{p, s-i}+(p-i) N_{s, p-i}\right] . \tag{5.1.2}
\end{align*}
$$

Note that $N_{p q 0}^{(p+q) / 3}$ and $N_{p, q}$ are both zero if 3 doesn't divide $p+q$.
Before showing any relations between these invariants, there is an easy but interesting observation shown in the following lemma.

Lemma 5.1.1. For any positive integer $d$, we have $N_{3 d-1,1}=(3 d-1)^{2} N_{1,3 d-1}$.
Proof. The equality holds for the corresponding orbifold Gromov-Witten invariants as a direct corollary of the formula given by Cadman and Chen in [CC], and according to the comparison result proven by Abramovich-Cadman-Wise in [ACW], the equality holds in our setting.

By the equations (5.1.1) and (5.1.2) we derived above, we can prove the following proposition.

Proposition 5.1.2. For $a+b=3 d$, the invariants $N_{a b 0}^{d}$ and $N_{a, b}$ are completely determined by the number $N_{1,3 d-1}$ plus those lower degree invariants using associativity.

Remark 5.1.3. There will be many complex terms popping up while playing the whole algebraic game with the equations (4.1) and (4.2), and the indices will be a mess. So, in the following proof, we decide to denote any lower degree terms or the combination of lower degree terms just by a single symbol $S$ meaning "some lower degree terms". Thus, we cannot generally cancel $S$ out even if we see the symbol $S$ appears at the same time on the both sides of an equation.

Proof. Note that the conclusion is true when $d=1$, see $\S 5.2$. Therefore, we can assume $d \geq 2$.

First of all, notice that, by the equation (4.1), all the invariants $N_{a b 0}^{d}$ are actually determined by $N_{3 d-1,1,0}^{d}$ and lower degree invariants. Indeed, set $r=1$, then $p+q=3 d-1$, so by (4.1), we have equations

$$
N_{3 d-1,1,0}^{d}+S=N_{p, q+1,0}^{d}+S
$$

Then for any $a, b$ such that $a+b=3 d$, set $p=a$ and $q=b-1$, we can solve for $N_{a b 0}^{d}$ by using $N_{3 d-1,1,0}^{d}$ and those lower degree terms.

Secondly, in the equation (4.2), we set $r=i=1$, so $p+q=3 d$, then we get

$$
\begin{equation*}
(3 d-1) N_{1,3 d-1}+N_{p q 0}^{d}+S=q N_{p, q}+(p-1) N_{q+1, p-1}+N_{q 10}^{(q+1) / 3} \delta_{p, 1}+S . \tag{5.1.3}
\end{equation*}
$$

If we set $r=i=2$, we have

$$
\begin{equation*}
(3 d-2) N_{2,3 d-2}+N_{p q 0}^{d}+S=q N_{p, q}+(p-2) N_{q+2, p-2}+N_{q 20}^{(q+2) / 3} \delta_{p, 2}+S \tag{5.1.4}
\end{equation*}
$$

Then in (5.1.3), set $p=3 d-1, q=1$, and by Lemma 5.1.1, we get

$$
\begin{equation*}
(3 d-1) N_{1,3 d-1}+N_{3 d-1,1,0}^{d}+S=(3 d-1)^{2} N_{1,3 d-1}+(3 d-2) N_{2,3 d-2}+S \tag{5.1.5}
\end{equation*}
$$

and in (5.1.4), set $p=1, q=3 d-1$, then we get

$$
\begin{equation*}
(3 d-2) N_{2,3 d-2}+N_{1,3 d-1,0}^{d}+S=(3 d-1) N_{1,3 d-1}+S \tag{5.1.6}
\end{equation*}
$$

Obviously, the equations (4.5) and (4.6) are independent and we can solve for both $N_{3 d-1,1,0}^{d}$ and $N_{2,3 d-2}$ by using $N_{1,3 d-1}$ (bearing in mind that $N_{a b 0}^{d}=N_{b a 0}^{d}$ for every $a, b$ ). Henceforth, all numbers $N_{a b 0}^{d}$ can be solved by $N_{1,3 d-1}$ and lower degree invariants, and $N_{2,3 d-2}$ can be solved by $N_{1,3 d-1}$ plus lower degree invariants.

Furthermore, (4.3) subtract (4.4) tells us that $(p-1) N_{q+1, p-1}-(p-2) N_{q+2, p-2}$ can be solved by using $N_{1,3 d-1}$ and those lower degree invariants for any $p, q$ such that $p+q=3 d$. Then, just by an easy algebra, we can conclude that all $N_{a, b}$ can be expressed by $N_{1,3 d-1}$ and lower degree invariants.

Remark 5.1.4. The same conclusion should also hold for general $\left(\mathbb{P}^{n}, D\right)$ where $D$ is a smooth anti-canonical divisor, that is, all degree $d$, 2-pointed relative Gromov-Witten invariants with a point condition should be determined by $N_{(n+1) d-1,1}$ plus the lower degree invariants, and we can proceed the proof in an analogous fashion as we did in the proof above with a much more complex algebraic deduction.

Remark 5.1.5. In joint work [WY] with F. You, we are able to generalize my result 4.3.4 to relative Gromov-Witten invariants with any number of relative markings and then we are able to do a lot more calculations.

### 5.2 Calculations of degree 2 relative invariants

In this subsection, we are going to compute all the relevant degree 2 invariants. Before doing that, let us see a warm-up computation for degree 1 invariants.

The first non-trivial case to consider is $(p, q, r)=(2,1,1)$, so $i=1$, and we get

$$
2 N_{1,2}+N_{120}^{1}=2 N_{2,1} .
$$

If we take $(p, q, r)=(3,1,1)$, then we get

$$
4 N_{1,2}=N_{2,1} .
$$

It is well-known that the number of lines tangent to order 2 at a specified point of $E$ is 1 , in other words, $N_{1,2}=1$. So, $N_{2,1}=4$ and $N_{120}^{1}=6$.

Proposition 5.2.1. We have relations $25 N_{1,5}=N_{5,1}, 2 N_{2,4}=5 N_{1,5}+2, N_{3,3}=5 N_{1,5}+4$ and $N_{4,2}=10 N_{1,5}+4$.

Proof. The way to get these relations is very straightforward. We just try to pick some special values for ( $p, q, r$ ) and plug them into equations (4.1) and (4.2), and then get a series of equations about these invariants. First of all, let $(p, q, r)=(1,2,3)$, by (4.1), we have $N_{330}^{2}=N_{150}^{2}+24$; Let $(p, q, r)=(3,1,2)$, again by (4.1), we have $N_{420}^{2}+12=N_{330}^{2}$. So we have an equation $N_{420}^{2}=N_{150}^{2}+12$.

- Let $(p, q, r)=(4,2,1)$, we have

$$
\begin{equation*}
5 N_{1,5}+N_{420}^{2}+8=2 N_{4,2}+3 N_{3,3} \tag{5.2.1}
\end{equation*}
$$

- Let $(p, q, r)=(2,1,4)$, we have

$$
\begin{equation*}
3 N_{3,3}+2 N_{4,2}=4 N_{2,4}+N_{5,1}+16 \tag{5.2.2}
\end{equation*}
$$

- $(p, q, r)=(5,2,1)$ :

$$
\begin{equation*}
5 N_{1,5}+4 N_{2,4}+8=3 N_{3,3} \tag{5.2.3}
\end{equation*}
$$

- let $(p, q, r)=(1,5,2)$ and $N_{420}^{2}=N_{150}^{2}+12$, we have

$$
\begin{equation*}
N_{420}^{2}=5 N_{1,5}+N_{5,1}+12 \tag{5.2.4}
\end{equation*}
$$

- $(p, q, r)=(4,1,3)$ :

$$
\begin{equation*}
N_{5,1}+3 N_{3,3}+4=4 N_{4,2} \tag{5.2.5}
\end{equation*}
$$

It is fairly easy to check that these 5 equations are linearly independent and any other equation in above invariants given by choosing ( $p, q, r$ ) which are different from above will be recovered by the 5 equations above. So, by an easy algebra, we can get the relations that we want to derive.

Corollary 5.2.2. We have $N_{1,5}=1, N_{5,1}=25, N_{2,4}=7 / 2, N_{4,2}=14, N_{3,3}=9, N_{240}^{2}=$ $N_{420}^{2}=42, N_{150}^{2}=N_{510}^{2}=30$ and $N_{330}^{2}=54$.

Proof. By Corollary 4.3.5 and computations of $n_{\beta+h}$ in [Lau], [LLW] and [GS], we know that $N_{5,1}=25$. Then, just by some easy algebra. So, other numbers can be computed out by the equations shown in the proof of Proposition 5.2.1.

Remark 5.2.3. As Theorem 1.1 in [Lau] indicates, open Gromov-Witten invariants of a toric Calabi-Yau manifold are determined by Gross-Siebert slab functions. For the anti-canonical bundle of $\mathbb{P}^{2}$, the slab function is

$$
1+z^{(1,0,0,0)}+z^{(0,1,0,0)}+z^{(-1,-1,0,0)}-2 t+5 t^{2}-32 t^{3}+286 t^{4}-3038 t^{5}+\ldots
$$

as shown in [GS], §5. Hence, in theory, we have succeeded in calculating degree $d, 2$-pointed, relative Gromov-Witten invariants with a point condition for $\mathbb{P}^{2}$ with an elliptic curve for any degree $d$.
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