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Extremal results for graphs and hypergraphs and other

combinatorial problems

Barnabás Kristóf Janzer

Abstract

In this dissertation we present several combinatorial results, primarily concerning extremal prob-

lems for graphs and hypergraphs, but also covering some additional topics.

In Chapter 2, we consider the following geometric problem of Croft. Let K be a convex body

in Rd that contains a copy of another body S in every possible orientation. Is it always possible

to continuously move any one copy of S into another, inside K? We prove that the answer is

positive if S is a line segment, but, surprisingly, the answer is negative in dimensions at least four

for general S.

In Chapter 3, we study the extremal number of tight cycles. Sós and Verstraëte raised the

problem of finding the maximum possible size of an n-vertex r-uniform tight-cycle-free hyper-

graph. When r = 2 this is simply n − 1, and it was unknown whether the answer is Θ(nr−1) in

general. We show that this is not the case for any r ≥ 3 by constructing r-uniform hypergraphs

with n vertices and Ω(nr−1 log n/ log logn) = ω(nr−1) edges which contain no tight cycles.

In Chapter 4, we study the following saturation question: how small can maximal k-wise

intersecting set systems over [n] be? Balogh, Chen, Hendrey, Lund, Luo, Tompkins and Tran

resolved this problem for k = 3, and for general k showed that the answer is between ck · 2n/(k−1)

and dk · 2n/⌈k/2⌉. We prove that their lower bound gives the correct order of magnitude for all k.

In Chapter 5, we prove that for any r, s with r < s, there are n-vertex graphs containing nr−o(1)

copies of Ks such that any Kr is contained in at most one Ks. This gives a natural generalisation

of the Ruzsa–Szemerédi (6, 3)-problem. We also show that there are properly edge-coloured n-

vertex graphs with nr−1−o(1) copies of Kr such that no Kr is rainbow, answering a question of

Gerbner, Mészáros, Methuku and Palmer about generalised rainbow Turán numbers.

In Chapter 6, we continue the study of the generalised rainbow Turán problem: how many

copies of H can a properly edge-coloured graph on n vertices contain if it has no rainbow copy

of F? We determine the order of magnitude in essentially all cases when F is a cycle and H is a

path or a cycle. In particular, we answer a question of Gerbner, Mészáros, Methuku and Palmer.

In Chapter 7, we consider the following problem. Let g(n,H) be the smallest k such that we

can assign a k-edge-colouring fv of Kn to each vertex v in Kn with the property that for any

copy H0 of H in Kn, there is some u ∈ V (H0) such that H0 is rainbow in fu. This function was

introduced by Alon and Ben-Eliezer, and we answer several of their questions. In particular, we

determine all connected graphs H for which g(n,H) = no(1), and show that for all ε > 0 there



exists r such that g(n,Kr) = Ω(n1−ε). We also prove a family of special cases of a conjecture of

Conlon, Fox, Lee and Sudakov about the so-called hypergraph Erdős–Gyárfás function.

In Chapter 8, we study bootstrap percolation for hypergraphs. Consider the process in which,

given a fixed r-uniform hypergraphH and starting with a given n-vertex r-uniform hypergraph G,

at each step we add to G all edges that create a new copy of H. We are interested in maximising

the number of steps that this process takes before it stabilises. For the case where H = K
(r)
s with

s > r ≥ 3, we show that the number of steps of this process can be Θ(nr). This answers a recent

question of Noel and Ranganathan. We also demonstrate that different and interesting maximal

running times can occur for other choices of H.

In Chapter 9, we study an extremal problem about permutations. How many random trans-

positions (meaning that we swap given pairs of elements with given probabilities) do we need to

perform on a deck of cards to ‘shuffle’ it? We study several problems on this topic. Among other

results, we show that at least 2n − 3 such swaps are needed to uniformly shuffle the first two

cards of the deck, proving a conjecture of Groenland, Johnston, Radcliffe and Scott.

In Chapter 10, we study the following extremal problem on set systems introduced by Holzman

and Körner. We say that a pair (A,B) of families of subsets of an n-element set is cancellative if

whenever A,A′ ∈ A and B ∈ B satisfy A ∪ B = A′ ∪ B, then A = A′, and whenever A ∈ A and

B,B′ ∈ B satisfy A ∪ B = A ∪ B′, then B = B′. Tolhuizen showed that there exist cancellative

pairs with |A||B| about 2.25n, whereas Holzman and Körner proved an upper bound of 2.326n. We

improve the upper bound to about 2.268n. This result also improved the then best known upper

bound for a conjecture of Simonyi about ‘recovering pairs’ (the Boolean case of the ‘sandglass

conjecture’), although the upper bound for Simonyi’s problem has since been further improved.

In Chapter 11 we study a continuous version of Sperner’s theorem. Engel, Mitsis, Pelekis and

Reiher showed that an antichain in the continuous cube [0, 1]n must have (n − 1)-dimensional

Hausdorff measure at most n, and they conjectured that this bound can be attained. This was

already known for n = 2, and we prove this conjecture for all n.

Chapter 12 has similar motivations to the preceding chapter. A subset A of Zn is called a

weak antichain if it does not contain two elements x and y satisfying xi < yi for all i. Engel,

Mitsis, Pelekis and Reiher showed that for any weak antichain A in Zn, the sum of the sizes of

its (n− 1)-dimensional projections must be at least as large as its size |A|. They asked what the

smallest possible value of the gap between these two quantities is in terms of |A|. We give an

explicit weak antichain attaining the minimum for each possible value of |A|.
Finally, in Chapter 13, we study the following problem. Esperet, Gimbel and King introduced

the orientation covering number of a graph G as the smallest k with the property that we can

choose k orientations of G such that whenever x, y, z are vertices of G with xy, xz ∈ E(G), then

there is a chosen orientation in which both xy and xz are oriented away from x. We prove that the

orientation covering number of G is the same as that of Kχ(G), answering a question of Esperet,

Gimbel and King. We also determine the orientation covering numbers of complete graphs.
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Chapter 1

Introduction

In this dissertation we study several problems in Combinatorics. While most of the chapters

focus on extremal results for graphs and hypergraphs, we also consider some problems of slightly

different flavours (for example, a geometric problem in Chapter 2, and an analytical question

with combinatorial motivations in Chapter 11).

In Chapter 2, we study the following problem. Let K be a convex body in Rd that contains

a copy of another body S in every possible orientation. Is it always possible to continuously

move any one copy of S into another, inside K? As a stronger question, is it always possible to

continuously select, for each orientation, one copy of S in that orientation? These questions were

asked by Croft. We show that, in two dimensions, the stronger question always has an affirmative

answer. We also show that in three dimensions the answer is negative, even for the case when S

is a line segment – but that in any dimension the first question has a positive answer when S is

a line segment. And we prove that, surprisingly, the answer to the first question is negative in

dimensions at least four for general S. This chapter is based on [92].

From Chapter 3 onwards we deal with various extremal problems. One of the most funda-

mental results in Extremal Graph Theory is Turán’s theorem, determining the largest possible

size ex(n,Kt) of an n-vertex graph which does not have Kt as a subgraph. This result leads to

many questions where we study extremal problems for graphs (or hypergraphs) avoiding certain

substructures. The following several chapters deal with various related topics.

One of the simplest Turán-type results is the fact that an n-vertex cycle-free graph contains

at most n − 1 edges. It is very natural to ask for generalisations of this result for hypergraphs;

this is the problem we study in Chapter 3, which is based on [91]. An r-uniform tight cycle of

length ℓ > r is a hypergraph with vertices v1, . . . , vℓ and edges {vi, vi+1, . . . , vi+r−1} (for all i),

with the indices taken modulo ℓ. Sós (see [117, 137]) and (independently) Verstraëte [137] raised

the problem of finding the maximum possible number of edges in an n-vertex r-uniform tight-

cycle-free hypergraph. When r = 2 this is the usual graph case mentioned above, and the answer

is n− 1. It was originally unknown whether the answer is
(
n−1
r−1

)
in general, which is attained by
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stars. Huang and Ma [86] showed that for r ≥ 3 stars are not exactly extremal and we can have

(1 + cr)
(
n−1
r−1

)
edges for some cr > 0, but (according to Sudakov and Tomon [135]) it was still

widely believed that the extremal value should be Θ(nr−1).1 However, we construct r-uniform

hypergraphs with Ω(nr−1 log n/ log log n) = ω(nr−1) edges which contain no tight cycles, showing

that this is not the case. This lower bound is tight up to a factor of (log n)O(1) = no(1) by recent

results of Sudakov and Tomon [135] and Letzter [111].

In saturation problems we study the smallest possible size of a (hyper)graph which is maximal

with respect to a certain property. Thus this topic is dual to the usual Turán-type problems,

where we are concerned with finding the largest possible sizes. In Chapter 4, which is based

on [93], we consider the following saturation problem: how small can maximal k-wise intersecting

set systems over [n] be? This problem was first mentioned (briefly) by Erdős and Kleitman [52],

and recently studied in more detail by Hendrey, Lund, Tompkins and Tran [14], and later by

Balogh, Chen and Luo [14].2 For k = 2 the answer is simply 2n−1, and for k = 3 Balogh, Chen,

Hendrey, Lund, Luo, Tompkins and Tran [14] proved that the exact value of the minimum is

2n/2+1 − 3 when n is sufficiently large. For general (fixed) k, the authors of [14] showed that

the minimum fk(n) satisfies Ω(2n/(k−1)) ≤ fk(n) ≤ O(2n/⌈k/2⌉). We prove that for each k there

are maximal k-wise intersecting families with size O(2n/(k−1)), which is tight by the lower bound

mentioned above and hence answers this natural saturation problem (up to a constant factor).

In Chapter 5, we study two related Turán-type problems. An equivalent formulation of the

famous Ruzsa–Szemerédi problem (also known as the (6, 3)-problem) is to determine how many

triangles there can be in a graph on n vertices if no edge is contained in two different triangles.

It was proved by Ruzsa and Szemerédi [126] that the answer is o(n2) but also at least n2−o(1). In

Chapter 5 we prove the following natural generalization of this problem: for any r, s with r < s,

there are graphs containing nr−o(1) copies of Ks such that any Kr is contained in at most one Ks.

This is tight in the sense that the number of copies must be o(nr). We also use our construction to

show that there are properly edge-coloured graphs with nr−1−o(1) copies of Kr such that no Kr is

rainbow, answering a question of Gerbner, Mészáros, Methuku and Palmer [72] about generalised

rainbow Turán numbers. (A subgraph is said to be rainbow if no two of its edges receive the

same colour.) This chapter is based on [74] and is joint work with W. T. Gowers.

In Chapter 6, which is based on [94], we continue the study of the generalised rainbow Turán

problem. Let ex(n,H, rainbow-F ) denote the maximal number of copies of H that a properly

edge-coloured graph on n vertices can contain if it has no rainbow copy of F . This function was

introduced by Gerbner, Mészáros, Methuku and Palmer [72], who focused on the case H = F .

In the case of cycles they showed that if k ≥ 2, then ex(n,C2k+1, rainbow-C2k+1) = Θ(n2k−1)

and Ω(nk−1) ≤ ex(n,C2k, rainbow-C2k) ≤ O(nk). They asked what the order of magnitude of

1In light of our results, this comment of Sudakov and Tomon only appears in the preprint version of [135].
2The results of these two groups of authors originally appeared as separate preprints, but were later combined

into a single paper [14].
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ex(n,C2k, rainbow-C2k) is. We show that the answer is Θ(nk−1) if k ≥ 3 and Θ(n2) if k = 2.

More generally, we determine the order of magnitude of ex(n,Cs, rainbow-Ct) for all s, t with

s ̸= 3, as well as the order of magnitude of ex(n, Pℓ, rainbow-Ck) for all ℓ ≥ 2.

In Chapter 7, we study local rainbow colourings, a rather different problem about rainbow

subgraphs in edge-coloured graphs. Let g(n,H) be the smallest k such that we can assign a

k-edge-colouring fv of Kn to each vertex v in Kn with the property that for any copy H0 of

H in Kn, there is some u ∈ V (H0) such that H0 is rainbow in fu. Motivated by a problem in

Theoretical Computer Science, this function was introduced by Alon and Ben-Eliezer [3]. We

answer several of their questions: in particular, we determine all connected graphs H for which

g(n,H) = no(1), and show that for all ε > 0 there exists r = r(ε) such that g(n,Kr) = Ω(n1−ε).

We also show that local rainbow colourings are related to the so-called Erdős–Gyárfás function

in Ramsey Theory, and prove a family of special cases of a conjecture of Conlon, Fox, Lee and

Sudakov [40] about the hypergraph Erdős–Gyárfás function. This chapter is based on [95], which

is joint work with O. Janzer.

Chapter 8 is based on [59], which is joint work with A. Espuny Dı́az, G. Kronenberg and

J. Lada. Consider the bootstrap percolation (or weak saturation) process in which, given a fixed

r-uniform hypergraph H and starting with an r-uniform hypergraph G on n vertices, at each step

we add to G all edges that create a new copy of H (together with the edges already present).

Bollobás raised the problem of maximising the number of steps that this process takes before it

stabilises. Several results are known in the graph case r = 2 when H = Ks is a clique [15, 28, 114];

in particular, it is known that the answer is quadratic in n for s ≥ 6, and subquadratic if s ≤ 4

(and possibly for s = 5 as well). In the hypergraph case H = K
(r)
s with s > r ≥ 3, Noel and

Ranganathan [119] recently showed that the process can take Θ(nr) steps if s ≥ r+2, and asked

about the case s = r + 1. We show that the number of steps of this process can be Θ(nr)

for s = r + 1 as well. To demonstrate that different running times can occur for hypergraphs

too, we also prove that if H is K
(3)
4 minus an edge, then the maximum possible running time is

2n− ⌊log2(n− 2)⌋ − 6. However, if H is K
(3)
5 minus an edge, then we prove that the process can

run for Θ(n3) steps.

In Chapter 9, which is based on [96] and is joint work with J. R. Johnson and I. Leader, we

consider the following extremal problems about permutations (related to a problem introduced

by Fitzsimons [64] and Angel and Holroyd [12]). What is the smallest number of random trans-

positions (meaning that we swap given pairs of elements with given probabilities) that we can

make on an n-point set to ensure that each element is uniformly distributed – in the sense that

the probability that i is mapped to j is 1/n for all i and j? And what if we insist that each pair

is uniformly distributed? We show that the minimum for the first problem is about 1
2n log2 n,

with this being exact when n is a power of 2. For the second problem, we show that, perhaps

surprisingly, the answer is not quadratic: O(n log2 n) random transpositions suffice. We also show

that if we ask only that the pair (1, 2) is uniformly distributed then the answer is 2n − 3. This

3



proves a conjecture of Groenland, Johnston, Radcliffe and Scott [76].

In Chapter 10, which is based on [87], we study the following extremal problem on set systems,

introduced by Holzman and Körner [85]. We say that a pair (A,B) of families of subsets of an n-

element set is cancellative if whenever A,A′ ∈ A and B ∈ B satisfy A∪B = A′∪B, then A = A′,

and whenever A ∈ A and B,B′ ∈ B satisfy A∪B = A∪B′, then B = B′. Tolhuizen [136] showed

that there exist cancellative pairs with |A||B| about 2.25n, whereas Holzman and Körner [85]

proved an upper bound of 2.326n. We improve the upper bound to about 2.268n. This result

also improved the then best known upper bound on a related conjecture of Simonyi [1] (which is

the same as the ‘sandglass conjecture’ [1] for the Boolean lattice), although the upper bound for

Simonyi’s problem has since been further improved by Nair and Yazdanpanah [118].

In Chapter 11, we study a continuous version of Sperner’s theorem. Engel, Mitsis, Pelekis and

Reiher [51] showed that an antichain in the continuous cube [0, 1]n must have (n−1)-dimensional

Hausdorff measure at most n, and they conjectured that this bound can be attained. This was

already known for n = 2, and we prove this conjecture for all n. This chapter is based on [88].

Chapter 12 is based on [89], and has similar motivations to the preceding chapter. A subset A

of Zn is called a weak antichain if it does not contain two elements x and y satisfying xi < yi for

all i. Engel, Mitsis, Pelekis and Reiher [51] showed that for any weak antichain A in Zn, the sum

of the sizes of its (n − 1)-dimensional projections must be at least as large as its size |A|. They

asked what the smallest possible value of the gap between these two quantities is in terms of |A|,
i.e., given the size of A how small its (n − 1)-dimensional projections can be. We answer this

question exactly by giving an explicit weak antichain attaining this minimum for each possible

value of |A|.
Finally, in Chapter 13, which is based on [90], we study the following problem. Given a graph

G, its orientation covering number σ(G) is the smallest k with the property that we can choose

k orientations of G such that whenever x, y, z are vertices of G with xy, xz ∈ E(G), then there

is a chosen orientation in which both xy and xz are oriented away from x. Orientation coverings

were introduced by Esperet, Gimbel and King [58], who showed that there is a natural connection

between orientation coverings and the minimal number of equivalence subgraphs (disjoint unions

of cliques) needed to cover a line graph. The authors of [58] showed that σ(G) ≤ σ
(
Kχ(G)

)
for

any graph G (where χ denotes the chromatic number), and asked whether this upper bound is in

fact tight for all G, i.e., whether the value of σ(G) is determined just by the chromatic number

χ(G) of G. We answer this question in the positive, and also determine for all n the orientation

covering number of Kn exactly in terms of a sequence sometimes called ‘Hoşten–Morris numbers’.
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Chapter 2

Rotation inside convex Kakeya sets

2.1 Introduction

A subset K of Rd is called a Kakeya set (or Besicovitch set) if it contains a unit segment in all

directions, i.e., whenever v ∈ Sd−1 then there is some w ∈ K such that w+tv ∈ K for all t ∈ [0, 1].

The main foundational results about Kakeya sets were proved by Besicovitch [19, 20], who showed

that, surprisingly, there exist Kakeya sets of measure zero in the plane, and there are (Kakeya)

sets in R2 of arbitrarily small measure in which a unit segment can be continuously moved and

rotated around by 360◦. Since then there has been a lot of interest in Kakeya sets and related

problems, see, e.g., [33, 46, 106, 108]. The study of Kakeya sets is connected to surprisingly many

different areas of mathematics, including harmonic analysis, arithmetic combinatorics and PDEs

(see, e.g., [33, 63]). We mention the so-called Kakeya conjecture, which claims that if K is a

compact Kakeya set in Rd, then K has (Hausdorff) dimension d (see, e.g., [33]).

While there are many interesting problems about Kakeya sets in various areas of mathematics,

in this chapter we will consider a geometric question that is more similar to the original problem

and study when we can rotate a body around inside another body. Questions of this form have

also attracted much interest. For example, van Alphen [9] showed that it is possible to construct

sets of arbitrarily small area and bounded diameter in R2 in which a segment can be rotated

around. Cunningham [43] showed that such a set can even be made simply connected. Csörnyei,

Héra and Laczkovich [42] showed that if S is a closed and connected set in R2 such that any two

copies of S can be moved into each other within a set of arbitrarily small measure, then S must

be a segment, a circular arc, or a singleton. Järvenpää, Järvenpää, Keleti and Máthé [98] proved

that for n ≥ 3 it is possible to move a line around within a set of measure zero in Rn such that all

directions are traversed; however, if K ⊆ Rn is such that we can choose a copy of a line in each

direction simultaneously in a continuous way (parametrized by Sn−1), then the complement of K

must be bounded. There is a very large literature on Kakeya sets, and many other interesting

problems have been studied, see, e.g., [49, 62, 83].
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As hinted above, several results about Kakeya sets concern the stronger property of being

able to continuously move and rotate around a segment (or some other set), as opposed to simply

containing a segment in each direction (i.e., being Kakeya). It is then interesting to ask how

strong the former property is compared to the latter: can we make some additional, natural

assumption on our set such that the second property implies the first one? Without any such

assumptions, being Kakeya does not imply the first property – for example, our set could consist

of two, disconnected components that together cover all possible orientations of segments. It is

also easy to see that being connected is not enough – but what happens if our set is convex? This

question, in the following more general form, was asked by H. T. Croft (personal communication

via Imre Leader, 2019).

Question 2.1.1 (Croft). If K is a convex and compact set in Rd that contains a copy of S ⊆ Rd

in every possible orientation, is it necessarily possible to continuously transform any given copy

of S into any other one within K?

While it is very natural to study convex Kakeya sets, and they were already considered over

a hundred years ago by Pál [120] (who proved that the minimal possible area of a convex Kakeya

set in R2 is 1/
√
3), it is important to point out that the question above is of a different flavour.

Indeed, apart from focusing on convex sets, a significant difference between Question 2.1.1 and

most of the known results about Kakeya sets is that here we are not interested in the measure of

our Kakeya set (unlike in the papers mentioned earlier).

To formalise Question 2.1.1, we first need some definitions. By body we will mean a compact

set (in Euclidean space). For any set S ⊆ Rd, let us say that K ⊆ Rd is S-Kakeya if K contains a

translate of every rotated copy of S, i.e., whenever ρ ∈ SO(d) then there is some w ∈ Rd such that

ρ(S)+w ⊆ K. In particular, when S is a segment of length 1 then this is just the usual notion of

being a Kakeya set. Let us also say that any two S-copies can be rotated into each other within

K if whenever ρ0, ρ1 ∈ SO(d) and w0, w1 ∈ Rd are such that ρi(S)+wi ⊆ K (i = 0, 1), then there

are some γ : [0, 1] → SO(d) and δ : [0, 1] → Rd continuous functions such that γ(i) = ρi, δ(i) = wi

for i = 0, 1 and γ(t)(S) + δ(t) ⊆ K for all t.

We mention that instead of having continuous γ, δ as above, we could define this notion in

terms of a single continuous function ψ mapping each t ∈ [0, 1] to a (rotated and translated) copy

of S in a continuous way (with respect to the Hausdorff metric), our results below still hold in

this alternative characterisation. Furthermore, in the case of usual Kakeya sets (i.e., when S is a

unit segment), we can also parametrize the possible orientations of segments by the sphere Sd−1

or by the projective space PRd instead of SO(d), but these changes would make no difference.

Our first result shows that in the case of usual Kakeya sets, any two unit segments can be

rotated into each other within K (if K is convex and compact).

Theorem 2.1.2. Let d ≥ 2 be a positive integer and let K be a convex Kakeya body in Rd. Then

any two unit segments can be rotated into each other within K.
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Given Theorem 2.1.2, one might expect that the corresponding statement is in fact true for

any set S. Surprisingly, this is not the case.

Theorem 2.1.3. There exist convex bodies S and K in R4 such that K is S-Kakeya but there

are two S-copies which cannot be rotated into each other within K.

While the result above is stated for d = 4, it is in fact easy to modify our construction to get

a counterexample for any d ≥ 4.

We mention that, in contrast with Theorem 2.1.3, if we replace the assumption ‘K compact’

by ‘K open’, then an easy connectedness argument shows that any two copies can be rotated into

each other.

An alternative way to interpret Question 2.1.1 is to ask for a way to select a copy of S (in

an S-Kakeya set) in each direction simultaneously in a continuous way. That is, we want the

stronger property that there exists a continuous map f : SO(d) → Rd such that ρ(S) + f(ρ) ⊆ K

for all ρ. We show that this can be achieved for any shape in 2 dimensions.

Theorem 2.1.4. Let K be a convex body in R2 and let S ⊆ R2, S ̸= ∅. Assume that K is

S-Kakeya. Then there is a continuous map f : SO(2) → R2 such that ρ(S) + f(ρ) ⊆ K for all

ρ ∈ SO(2).

Again, in light of Theorem 2.1.4, one might expect that the corresponding statement is true

in higher dimensions too, at least when S is a line segment. However, this strong property fails

already when d = 3, even when S is a unit segment.

Theorem 2.1.5. There exists a convex Kakeya body K ⊆ R3 such that there is no continuous

function ψ : S2 → R3 satisfying ψ(v) + tv ∈ K for all v ∈ S2, t ∈ [0, 1].

As before, the fact that we chose to parametrize orientations of segments by the sphere Sd−1

instead of SO(d) or the projective space PRd does not change anything, Theorem 2.1.5 would

remain true for these parametrizations as well, and reason why the counterexample works is not

topological.

The rest of the chapter is organised as follows. In Section 2.2, we prove Theorem 2.1.4

and Theorem 2.1.5 concerning the stronger property of being able to continuously select in all

directions. In Section 2.3, we prove Theorem 2.1.2 about rotating in convex Kakeya sets in Rd for

any d, and in Section 2.4 we give a counterexample for the corresponding statement for general

bodies. We finish with some concluding remarks and open questions in Section 2.5.

The proofs in Section 2.2 are simpler than the ones in the later sections, but several elements

of those proofs reappear or motivate our later approach. In particular, one of the main methods

we will have for analysing different cases is to consider the dimensions of the sets Iρ = {w ∈ Rd :

ρ(S) + w ⊆ K}. It is easy to deal with ρ (and its neighbourhood) if Iρ has dimension d (i.e.,

has non-empty interior). One might initially expect that the larger the dimension of Iρ is, the
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more room we have to move the copies around and hence the easier to deal with ρ. However,

this is not entirely true, and the 0-dimensional case (when Iρ is a single point) will be quite easy

to deal with. For example, it is not difficult to prove that if Iρ = {wρ} is a single point for all

ρ, then ρ 7→ wρ must be continuous. So the most difficult cases in Theorem 2.1.2 will come from

the situation when some Iρ has dimension between 1 and d− 1, and these will also be the cases

we use to obtain counterexamples in Theorems 2.1.5 and 2.1.3.

2.2 Continuous choice in each direction

In this section we prove Theorem 2.1.4 and Theorem 2.1.5 about selecting a copy in each direction

in a continuous way. We begin with Theorem 2.1.4.

First we recall the definition of the Hausdorff metric. Given a point p ∈ Rd and a non-empty

compact set A ⊆ Rd, write

d(p,A) = min
a∈A

|p− a|.

Given two non-empty compact sets X,Y ⊆ Rd, their distance in the Hausdorff metric d is defined

as

d(X,Y ) = max{max
x∈X

d(x, Y ),max
y∈Y

d(y,X)}.

It is well-known that this makes the set Cd of non-empty compact subsets of Rd a metric space.

Let Kd denote the set of non-empty compact convex sets in Rd (so Kd ⊆ Cd).
We will prove the following result.

Lemma 2.2.1. Let S be a non-empty compact subset of R2 and let K be convex, compact and

S-Kakeya. For all ρ ∈ SO(2), let Iρ = {v ∈ R2 : ρ(S) + v ⊆ K}. Then the map SO(2) → K2

given by ρ 7→ Iρ is continuous.

Given I ∈ Kd, we say that I has Chebyshev centre c if x = c minimises maxp∈I |x− p| among

all points x ∈ Rd. We will use the following properties of Chebyshev centres. (Much more general

statements are known about Chebyshev centres in Banach spaces, but the next result is enough

for our purposes.)

Lemma 2.2.2. (See, e.g., [10, Theorem 5] and [11, subsection 7.1]) If I ∈ Kd then I has a

unique Chebyshev centre cI . Moreover, cI ∈ I for all I, and the map Kd → Rd given by I 7→ cI

is continuous.

It is easy to see that Theorem 2.1.4 follows from Lemmas 2.2.1 and 2.2.2. So we now need to

prove Lemma 2.2.1. In fact, we will prove the following stronger statement.
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Lemma 2.2.3. Let K be a compact convex set in R2. For any non-empty compact set S in R2,

let IS = {w ∈ R2 : S + w ⊆ K}. Let AK be the set of all S with IS non-empty. Then the map

ψ : AK → K2 given by S 7→ IS is continuous (with respect to the Haudorff metric on both sides).

Lemma 2.2.3 certainly implies Lemma 2.2.1, as ρ 7→ ρ(S) is easily seen to be continuous for

any fixed S. Also, note that Lemma 2.2.1 and Lemma 2.2.3 are not true in dimensions greater

than 2, by the construction in Theorem 2.1.5.

Let us start the proof of Lemma 2.2.3. The first lemma towards the proof essentially says

that if IS is a segment on the x axis (so IS is one-dimensional), then the projections of K and

S to the y axis have the same maximum values (and similarly minimum values). This is rather

easy to see when S is a segment, and only slightly more complicated in general.

Lemma 2.2.4. Suppose that K ⊆ R2 is compact and convex, S ⊆ R2 is non-empty and compact,

and δ > 0 is such that {v ∈ R2 : S+v ⊆ K} ⊇ {(a, 0) : |a| ≤ δ}. Let p = (x0, y0) and p
′ = (x′0, y

′
0)

be points of S and K (respectively) with maximal second coordinates. Then either y0 = y′0, or

there is some ϵ > 0 such that S + (0, ϵ) ⊆ K. Similarly, if p′′ = (x′′0, y
′′
0) and p′′′ = (x′′′0 , y

′′′
0 ) are

points of S and K (respectively) with minimal second coordinates, then either y′′0 = y′′′0 , or there

is some ϵ > 0 such that S − (0, ϵ) ⊆ K

Proof. We only prove the first claim, as the second one is similar. Certainly y′0 ≥ y0 as S ⊆ K.

Let us assume that y′0 > y0, we show that if ϵ > 0 is sufficiently small then for any q = (x1, y1) ∈ S

we have q + (0, ϵ) ∈ K. It is enough to consider the case x1 ≥ x′0. Let L > 0 be such that

S ⊆ [−L,L]2. We know that q′ = (x1 + δ, y1) is in K. By convexity, the line segment between q′

and p′ also lies in K and hence
(
x1,

y1−y′0
x1+δ−x′

0
(x1 − x′0) + y′0

)
∈ K. But we have

(
y1 − y′0

x1 + δ − x′0
(x1 − x′0) + y′0

)
− y1 =

δ

x1 + δ − x′0
(y′0 − y1) ≥

δ

2L+ δ
(y′0 − y0).

It follows that ϵ = δ
2L+δ (y

′
0 − y0) satisfies the conditions.

The next lemma will be used to prove Hausdorff-continuity in the difficult case, i.e., when IS

is one-dimensional.

Lemma 2.2.5. Suppose that K ⊆ R2 is compact and convex, and define the sets IS and AK as

in Lemma 2.2.3. Assume that u ∈ R2, δ > 0 and S ∈ AK such that IS has empty interior but

IS ⊇ {u + (a, 0) : |a| ≤ δ}. Then for all ϵ > 0 there is some η > 0 such that whenever S′ ∈ AK

satisfies d(S, S′) < η then there is some w ∈ IS′ with |w − u| < ϵ.

Proof. We may assume u = 0 (by replacing K by K − u). Since IS has empty interior, by

Lemma 2.2.4 we have y0 = y′0 and y′′0 = y′′′0 (using the notation in the statement of that lemma).

If S′ ∈ AK and d(S, S′) < η, we know S′ + (0, z) ⊆ R × [y′′0 , y0] for some z ∈ R with |z| < η.

(Indeed, we can pick z such that the largest second coordinate of a point in S′ is y0 + z.) We
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show that if η is small enough, then we must have (0, z) ∈ IS′ . (Then we are done, as we can

choose η < ϵ.) By replacing S′ with S′ + (0, z) (and η by 2η), we may assume that z = 0.

So we need to show that for any point q = (x1, y1) ∈ S′, we have q ∈ K (if η is small). We

know there is some q′ = (x2, y2) ∈ S with |x1 − x2| < η, |y1 − y2| < η. We may assume that

y1 ≥ y2. We wish to show that for some s ∈ [−δ, δ], q − (s, 0) must lie on the line segment

between p = (x0, y0) and q
′ = (x2, y2). (Then we are done, since p, q′ ∈ S, S + (s, 0) ⊆ K, and K

is convex.)

Figure 2.1: The points used in the proof of Lemma 2.2.5.

First assume that y2 = y0. So y0 = y1 = y2. But then q = q′ + (s, 0) for some s ∈ (−η, η), so
our claim follows easily by picking η < δ.

So let us now assume y2 ̸= y0 (so y2 < y0). Observe that points (x, y) on the segment between

p and q′ are the ones satisfying the equation x − x0 = x0−x2
y0−y2

(y − y0) and have y2 ≤ y ≤ y0. It

follows that (x∗, y1) is on this segment, where x∗ = x0 +
x0−x2
y0−y2

(y1 − y0). We have

|x∗ − x2| =
∣∣∣∣x0 + x0 − x2

y0 − y2
(y1 − y0)− x2

∣∣∣∣
=

∣∣∣∣x0 − x2
y0 − y2

(y1 − y2)

∣∣∣∣ .
We will use the following claim to bound this quantity.

Claim. There is some µ > 0 depending on S, δ only such that whenever (x, y) ∈ S and

y > y0 − µ, then there is some x̄0 such that (x̄0, y0) ∈ S and |x̄0 − x| < δ/2.
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Proof of Claim. If this is not true, then for all n we can find (x(n), y(n)) ∈ S such that

y(n) > y0 − 1/n and whenever (x̄0, y0) ∈ S then |x̄0 − x(n)| ≥ δ/2. By taking a subsequence, we

may assume that (x(n), y(n)) converges to some (x̃, ỹ) ∈ S. But then ỹ = y0 and x̃− x(n) → 0,

giving a contradiction and proving the claim.

By the claim above, we can modify x0 if necessary so that either y0−y2 ≥ µ or |x0−x2| < δ/2.

In the first case we get |x∗ − x2| ≤ |x0−x2|
µ |y1 − y2|. Let L > 0 be such that S ⊆ [−L,L]2,

then we get |x∗ − x2| ≤ 2L
µ η and hence |x∗ − x1| ≤ η + 2L

µ η. This converges to 0 (independently

of q, q′) as η → 0+, as required.

On the other hand, if |x0 − x2| < δ/2 then, using y0 − y2 ≥ y0 − y1, we get |x∗ − x2| ≤ δ/2

and hence |x∗ − x1| ≤ δ/2 + η, which is less than δ for η < δ/2.

Proof of Lemma 2.2.3. First note that all sets of the form IS are convex and compact. Let

S ∈ AK be arbitrary, we show ψ is continuous at S, i.e., whenever Sn → S with Sn ∈ AK , then

d(ISn , IS) → 0. First we show maxx∈ISn
d(x, IS) → 0. Indeed, if this is not true, then by taking

an appropriate subsequence (Sk(n)) we get that there is a sequence (xn) with xn ∈ ISk(n)
such that

d(xn, IS) ̸→ 0 and xn → x for some x. But we have Sk(n) + xn ⊆ K for all n. Hence S + x ⊆ K,

i.e., x ∈ IS . (Indeed, for any s ∈ S we can take a sequence (sn) with sn ∈ Sk(n) and (sn) → s.

Then sn + xn ∈ K for all n, so, by taking limits, s + x ∈ K.) But then d(xn, IS) → 0, giving a

contradiction. So maxx∈ISn
d(x, IS) → 0.

It remains to show that maxx∈IS d(x, ISn) → 0. Observe that it suffices to show that

d(x, ISn) → 0 for any point x ∈ IS . Indeed, the functions x 7→ d(x, ISn) are 1-Lipschitz on the

compact domain IS , so pointwise convergence implies uniform convergence. We consider three

cases: when IS is a single point, when IS is one-dimensional, i.e., IS = {(1− t)a+ tb : t ∈ [0, 1]}
for some a, b ∈ R2 distinct, and when IS is two-dimensional, i.e., has non-empty interior.

First assume that IS = {p} is a single point. Then trivially

d(p, ISn) = min
x∈ISn

d(p, x) ≤ max
x∈ISn

d(p, x) = max
x∈ISn

d(x, IS) → 0,

giving the claim.

Next, assume that IS is one-dimensional (i.e., a segment). By taking an appropriate rotation

and translation, we may assume that IS = [−δ, δ] × {0} for some δ > 0. Let x ∈ IS and

ϵ > 0 be arbitrary, we show d(x, ISn) < ϵ for n large enough. We may assume that ϵ < δ. Let

x′ ∈ [−δ + ϵ/2, δ − ϵ/2] × {0} be such that |x − x′| ≤ ϵ/2. Since IS ⊇ {x′ + (a, 0) : |a| ≤ δ/2},
Lemma 2.2.5 shows that for all n large enough there is some w ∈ ISn with |w − x′| ≤ ϵ/4. But

then we also have |w − x| < ϵ, as required.

Finally, assume that IS is two-dimensional, i.e., has non-empty interior. Let x ∈ IS and ϵ > 0

be arbitrary, we show d(x, ISn) < ϵ for n large enough. We can find x′ ∈ IS with |x′−x| < ϵ such

that x′ is in the interior of IS , i.e., IS contains a ball of radius r > 0 around x′. Then whenever
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d(S′, S) < r, we have x′ ∈ IS′ . (Indeed, x′ + S′ ⊆ x′ + Br(0) + S ⊆ IS + S ⊆ K, where Br(0)

denotes the ball of radius r centred at 0.) Hence x′ ∈ ISn for n large enough, giving the claim.

Proof of Theorem 2.1.4. Let S′ be the the closure of S. Then {v ∈ R2 : ρ(S) + v ⊆ K} =

{v ∈ R2 : ρ(S′) + v ⊆ K} for all ρ ∈ SO(2). By replacing S by S′, we may assume that S is

compact. Then the result follows easily from Lemma 2.2.3 and Lemma 2.2.2 by letting f(ρ) be

the Chebyshev centre of Iρ(S).

We finish this section by proving Theorem 2.1.5. Informally, the construction can be described

as follows. Take a circle of diameter 1 in the xy plane, and start moving it in the x direction

while simultaneously rotating it around the x axis. Stop when the rotated circle gets back to the

xy plane, and take the convex hull of the points traversed. See Figure 2.2. The discontinuity will

come at the direction (0, 1, 0) by considering directions of the form (0, y,±
√
1− y2), y → 1−.

The formal proof is given below.

(a) Some phases of the circle being rotated and
translated.

(b) The set of points traversed during the
motion. The final construction is obtained by

taking the convex hull of this set.

Figure 2.2: The counterexample in Theorem 2.1.5 is obtained by simultaneously translating and
rotating a circle, and then taking convex hull of the points traversed.

Proof of Theorem 2.1.5. Define the function f : [0, π]× S1 → R3 by letting

f(t, x, y) =
1

2
(t+ x, y cos t, y sin t).

Let K0 be the image of f and let K be the convex hull of K0. Observe that f is continuous and

the domain of f is compact, hence K0 is compact. It follows that K is convex and compact. Also,

note that if v ∈ S2, then v can be written as v = (r1, r2 cosφ, r2 sinφ) for some r1, r2 ∈ R with

r21 + r22 = 1 and φ ∈ [0, π]. Then f(φ, r1, r2)− f(φ,−r1,−r2) = (r1, r2 cosφ, r2 sinφ) = v, so Iv is

non-empty, where Iv = {u ∈ R2 : u, u+ v ∈ K}. It remains to show that there is no continuous

function ψ : S2 → K such that ψ(v) ∈ Iv for all v.

Let C = {(a, b, c) ∈ R3 : b2 + c2 = 1/4} and C ′ = {(a, b, c) ∈ R3 : b2 + c2 ≤ 1/4}. Observe

that K0 ⊆ C ′ and

K0 ∩ C =

{
1

2
(t, s cos t, s sin t) : s = ±1, t ∈ [0, π]

}
.
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It is easy to deduce that K ⊆ C ′ and

K ∩ C =

{
1

2
(t, s cos t, s sin t) : s = ±1, t ∈ [0, π]

}
∪
{
1

2
(a,±1, 0) : a ∈ [0, π]

}
.

It is easy to deduce that if v = (0, cosφ, sinφ) for some φ ∈ (0, π), then Iv consists of the single

point 1
2(φ,− cosφ,− sinφ), and if v = (0, cosφ, sinφ) for some φ ∈ (−π, 0), then Iv consists of

the single point 1
2(π + φ, cos(π + φ), sin(π + φ)) = 1

2(π + φ,− cosφ,− sinφ). It follows that if

ψ : S2 → K such that ψ(v) ∈ Iv for all v, then ψ cannot be continuous at (0, 1, 0).

2.3 Segments in Rd

2.3.1 Proof outline and some simple results

Our goal in this section is to prove Theorem 2.1.2 about Kakeya sets in Rd. Throughout this

section, we assume that d ≥ 3 and K is a compact convex set in Rd such that for all v ∈ Sd−1,

the set Iv = {u ∈ Rd : u, u+ v ∈ K} is non-empty. Note that Iv is a compact convex set for all v.

Given v, v′ ∈ Sd−1, u ∈ Iv, u
′ ∈ Iv′ and γ : [0, 1] → Sd−1 continuous with γ(0) = v, γ(1) = v′,

say that (v′, u′) is reachable from (v, u) along γ if there is a continuous δ : [0, 1] → K such that

δ(t) ∈ Iγ(t) for all t, δ(0) = u and δ(1) = u′. We say that v′ is reachable from v along γ if

there exist u, u′ such that (v′, u′) is reachable from (v, u) along γ, and we say v′ (or (v′, u′)) is

reachable from v (respectively, (v, u)) if there exists a γ along which it is reachable. Given a

subset X ⊆ Sd−1, ϵ ≥ 0 and γ : [0, 1] → Sd−1 we say that γ is ϵ-close to X if for all t ∈ [0, 1] there

is some p ∈ X such that |p − γ(t)| ≤ ϵ. Given ϵ ≥ 0 and γ, γ′ : [0, 1] → Sd−1 we say that γ is

ϵ-close to γ′ if it is ϵ-close to the image of γ′. (Note that this relation is not symmetric.)

So, using this terminology, our goal is to prove the following result.

Theorem 2.3.1. Let v, v′ ∈ Sd−1 and u ∈ Iv, u
′ ∈ Iv′, and let γ : [0, 1] → Sd−1 be continuous

such that γ(0) = v, γ(1) = v′. Then for any ϵ > 0, (v′, u′) is reachable from (v, u) along a path

which is ϵ-close to γ.

Note that the counterexample in Theorem 2.1.5 shows that it is not necessarily true that v′

is reachable from v along γ (or along a path 0-close to γ).

We now briefly discuss our approach to proving Theorem 2.3.1. It is easy to see that if p ∈ Sd−1

is such that Ip has non-empty interior, then every p′ in some neighbourhood of p is reachable

from p. Furthermore, it is not difficult to deal with points p such that Ip is a single point. This

means that the complicated case is when Ip is not a single point, but has empty interior (i.e., its

dimension is between 1 and d − 1). We will prove (Lemma 2.3.6) that in the neighbourhood of

such points p, there are ‘many’ points q with Iq having non-empty interior. Moreover, we will

show that if for such a p we start moving on the sphere Sd−1 from p in some direction, then for
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‘most’ directions we initially only encounter points q such that Iq has non-empty interior, and

that these q are reachable from p. We will deduce (Lemma 2.3.7) that Theorem 2.3.1 holds for

γ if for all points v on γ such that Iv has empty interior and is not a single point, the tangent

to γ at v is not in some special set of ‘forbidden’ directions. Finally, we will show that we can

perturb γ slightly to make sure that we avoid such cases. We note that in some sense we can have

‘many’ points p ∈ Sd−1 such that Ip is not a single point but has empty interior. For example, if

K = {(x, y, z) ∈ R3 : x ∈ [−1, 1], y2+z2 ≤ 1/4}, then all p along a great circle have this property.

We believe the reader will not lose much by focusing on the case d = 3: some of the lemmas

are easier to visualise and prove in that case, but the main ideas of the proof are the same.

Let us start with some simple observations.

Lemma 2.3.2. Suppose that v, v′ ∈ Sd−1 and γ : [0, 1] → Sd−1 are such that v′ is reachable from

v along γ. Let u ∈ Iv, u
′ ∈ Iv′ be arbitrary. Then (v′, u′) is reachable from (v, u) along a path

which has the same image as γ (and hence is 0-close to γ).

Proof. Let w ∈ Iv, w
′ ∈ Iv′ and δ : [0, 1] → K be such that δ is continuous, δ(t) ∈ Iγ(t) for all t,

δ(0) = w and δ(1) = w′. Define γ′ and δ′ by setting

γ′(t) =


v if t ∈ [0, 1/3]

γ(3(t− 1/3)) if t ∈ [1/3, 2/3]

v′ if t ∈ [2/3, 1]

and

δ′(t) =


(1− 3t)u+ 3tw if t ∈ [0, 1/3]

δ(3(t− 1/3)) if t ∈ [1/3, 2/3]

(1− 3(t− 2/3))w′ + 3(t− 2/3)u′ if t ∈ [2/3, 1].

The statement of the lemma follows easily, using that Iv, Iv′ are convex.

Note that Lemma 2.3.2 implies that if v′ is reachable from v (along some path which is ϵ-close

to X) and v′′ is reachable from v′ (along some path which is ϵ-close to Y ) then v′′ is reachable

from v (along some path which is ϵ-close to X ∪ Y ).

Lemma 2.3.3. Assume that V ⊆ Sd−1 is such that for all v ∈ V , Iv has non-empty interior.

Assume furthermore that γ : [0, 1] → V is continuous. Then γ(1) is reachable from γ(0) along a

path which is 0-close to γ.

Proof. For all t ∈ [0, 1] we can find some rt > 0, pt ∈ K such that Iγ(t) contains an open ball

of radius rt around pt, i.e., whenever |z| < rt then pt + z, pt + z + γ(t) ∈ K. It follows that

whenever |γ(s) − γ(t)| < rt then pt, pt + γ(s) ∈ K, i.e., pt ∈ Iγ(s). Let ηt > 0 be such that

|γ(s) − γ(t)| < rt whenever |s − t| < ηt. By compactness of [0, 1], we can find some r > 0 such
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that whenever s ∈ [0, 1] then there is some ts ∈ [0, 1] such that |s − ts| ≤ ηts − r. Pick some

N > 1/r integer, and let x(i) = i/N (i = 0, . . . , N). Then γ(x(i+ 1)) is reachable from γ(x(i))

along a path which has the same image is γ|[x(i),x(i+1)] (the corresponding function δ is constant

ptx(i)). Using Lemma 2.3.2 several times, and concatenating the appropriate paths, we get that

γ(1) is reachable from γ(0) along a path with the same image as γ.

In light of Lemma 2.3.3, finding points v such that Iv has non-empty interior is useful for

proving reachability. The next lemma gives a convenient condition for checking that Iv has

non-empty interior.

Lemma 2.3.4. If v ∈ Sd−1 and there is some λ > 1 and u ∈ K such that u + λv ∈ K, then Iv

has non-empty interior.

Proof. We may assume that u = 0. If p ∈ K, then (1−1/λ)p ∈ K and (1−1/λ)p+(1/λ)λv ∈ K

by convexity, so (1 − 1/λ)p ∈ Iv. Given some w ∈ Sd−1, there are points p1, p2 ∈ K such that

p2 − p1 = w. Then (1 − 1/λ)pi ∈ Iv for i = 1, 2, and therefore Iv contains two points q1, q2

with q2 − q1 = (1 − 1/λ)w. So we can pick e1, f1, . . . , ed, fd ∈ Iv such that fi − ei is the vector

with all coordinates zero, except the ith coordinate, which is 1 − 1/λ. Let c = 1
2d

∑
(ei + fi).

By convexity of Iv, it is easy to see that c ∈ Iv, and whenever |xi| ≤ 1
2d(1 − 1/λ) for all i then

c+ (x1, . . . , xd) ∈ Iv. So Iv contains a ball of radius 1
2d(1− 1/λ) around c.

The following useful lemma gives another condition for finding v such that Iv has non-empty

interior, and it also gives some restrictions on what Iv can look like when Iv has empty interior:

Iv − Iv must be perpendicular to v.

Lemma 2.3.5. Suppose that p ∈ Sd−1, x, q ∈ Rd such that ⟨p, q⟩ > 1 and x, x+ q ∈ K. Then Ip

has non-empty interior.

In particular, if v ∈ Sd−1 and u,w ∈ Rd such that ⟨v, w⟩ ≠ 0 and u, u + w ∈ Iv, then Iv has

non-empty interior.

Proof. Let ϵ ∈ (0, 1) be small enough so that 0 ̸= |p − ϵq| < 1 − ϵ. Note that such an ϵ exists,

since |p− ϵq|2 = 1− 2⟨p, q⟩ϵ+ |q|2ϵ2 is less than 1− 2ϵ+ ϵ2 for ϵ small enough, as ⟨p, q⟩ > 1. Let

p′ = p−ϵq
|p−ϵq| . Note that |p′| = 1. We know that there is some y ∈ Rd such that y, y + p′ ∈ K. Let

z =
ϵ

ϵ+ |p− ϵq|
x+

|p− ϵq|
ϵ+ |p− ϵq|

y,

z′ =
ϵ

ϵ+ |p− ϵq|
(x+ q) +

|p− ϵq|
ϵ+ |p− ϵq|

(y + p′).
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Then z, z′ ∈ K by convexity. But

z′ − z =
ϵ

ϵ+ |p− ϵq|
q +

|p− ϵq|
ϵ+ |p− ϵq|

p′

=
1

ϵ+ |p− ϵq|
p

But 1
ϵ+|p−ϵq| > 1, so Ip has non-empty interior by Lemma 2.3.4.

For the final part of the lemma, we may assume ⟨v, w⟩ > 0 (otherwise replace u by u+w and

w by −w). But then u, u+ v + w ∈ K, so we can apply the first part of the lemma with p = v,

q = v + w, x = u.

2.3.2 The main lemmas

The following lemma is one of the key observations. Essentially, it says that if Iv has empty

interior but is not a single point, then for ‘most’ points p around v the set Ip has non-empty

interior, and those p are reachable from v.

Lemma 2.3.6. Suppose that v ∈ Sd−1, and u,w ∈ Rd such that u, u + w ∈ Iv, 0 < |w| < 1 and

⟨v, w⟩ = 0. Let P = {p ∈ Sd−1 : ⟨p, v + w⟩ > 1} ∪ {p ∈ Sd−1 : ⟨p, v − w⟩ > 1}. Then Ip has

non-empty interior for all p ∈ P . Moreover, whenever p ∈ P , then p is reachable from v along a

path which is 2|p− v|-close to {v}.

Note that the condition ⟨v, w⟩ = 0 holds automatically when Iv has empty interior by the

final part of Lemma 2.3.5. Figure 2.3 shows the set P in the case d = 3.

Figure 2.3: The set P in Lemma 2.3.6 is the region enclosed by the two blue circles (d = 3).
The point v is the intersection of the two circles, and w is parallel to the line connecting the

centres of the blue circles. The yellow dotted great circle gives the only direction (for d = 3) not
pointing to the inside of the two circles.

Proof. The claim that Ip has non-empty interior for all p ∈ P follows directly from Lemma 2.3.5.

For the second claim, let p ∈ P be arbitrary. We may assume ⟨p, v + w⟩ > 1 (otherwise replace
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u by u + w and w by −w). Note that ⟨v, p⟩ = ⟨v + w, p⟩ − ⟨w, p⟩ > 1 − 1 = 0, and similarly

⟨w, p⟩ > 0. Pick some small λ ∈ (0, 1) (to be specified later). It is easy to see that if we write

γ(t) = v+2tλw
|v+2tλw| and δ(t) = u for all t ∈ [0, 1/2], then δ(t) ∈ Iγ(t) for all t ∈ [0, 1/2]. Furthermore,

if we write q(s) = (1−s)(v+λw)+sp
|(1−s)(v+λw)+sp| for all s ∈ [0, 1], then ⟨q(s), v+w⟩ > 1 for all s ∈ [0, 1]. Indeed,

it is easy to check that ⟨(1− s)(v + λw) + sp, v + w⟩ > 0, and we have

|(1− s)(v + λw) + sp|2 = (1− s)2(1 + λ2|w|2) + s2 + 2s(1− s)⟨p, v + λw⟩

≤ (1− s)2(1 + λ2|w|2) + s2 + 2s(1− s)⟨p, v + w⟩

and

⟨(1− s)(v + λw) + sp, v + w⟩2 =
(
(1− s)(1 + λ|w|2) + s⟨p, v + w⟩

)2
= (1− s)2(1 + λ|w|2)2 + s2⟨p, v + w⟩2 + 2s(1− s)(1 + λ|w|2)⟨p, v + w⟩

> (1− s)2(1 + λ|w|2) + s2 + 2s(1− s)⟨p, v + w⟩

≥ (1− s)2(1 + λ2|w|2) + s2 + 2s(1− s)⟨p, v + w⟩,

giving ⟨q(s), v + w⟩2 > 1.

So Iq(s) has non-empty interior for all s. Using Lemma 2.3.3 (and Lemma 2.3.2), it is easy to

deduce that we can extend γ, δ to [0, 1] such that δ(t) ∈ Iγ(t) for all t and for all t ≥ 1/2 there is

some s ∈ [0, 1] such that γ(t) = q(s).

Now, if t ≤ 1/2, then

|v − γ(t)|2 =
∣∣∣∣v − v + 2tλw

|v + 2tλw|

∣∣∣∣2
= 2− 2

〈
v,

v + 2tλw

|v + 2tλw|

〉
= 2− 2

|v + 2tλw|

= 2− 2

(1 + (2tλ|w|)2)1/2

≤ 2− 2

(1 + λ2|w|2)1/2
.
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Furthermore, if t ≥ 1/2 and γ(t) = q(s), then

|v − γ(t)|2 =
∣∣∣∣v − (1− s)(v + λw) + sp

|(1− s)(v + λw) + sp|

∣∣∣∣2
= 2− 2

〈
v,

(1− s)(v + λw) + sp

|(1− s)(v + λw) + sp|

〉
= 2− 2

(1− s) + s⟨v, p⟩
|(1− s)(v + λw) + sp|

≤ 2− 2
⟨v, p⟩

|(1− s)(v + λw) + sp|

≤ 2− 2
⟨v, p⟩

max{|v + λw|, |p|}

= 2− 2⟨v, p⟩
(1 + λ2|w|2)1/2

.

It follows that |v−γ(t)| ≤
(
2− 2⟨v,p⟩

(1+λ2|w|2)1/2

)1/2
for all t. But λ ∈ (0, 1) was arbitrary, and taking

λ→ 0+ we have
(
2− 2⟨v,p⟩

(1+λ2|w|2)1/2

)1/2
→ (2− 2⟨v, p⟩)1/2 = |v − p|. It follows that we can choose

λ such that |v − γ(t)| ≤ 2|v − p| for all t.

The next lemma is one of the main corollaries of Lemma 2.3.6.

Lemma 2.3.7. Let ϵ > 0, and suppose that γ : [0, 1] → Sd−1 is continuously differentiable such

that for all t ∈ [0, 1], one of the following holds.

1. Iγ(t) has non-empty interior;

2. Iγ(t) has empty interior, but there exist u,w ∈ Rd such that u, u+w ∈ Iγ(t)and ⟨w, γ′(t)⟩ ≠ 0;

3. Iγ(t) is a single point.

Then γ(1) is reachable from γ(0) along a path which is ϵ-close to γ.

Note that in the second case we must have ⟨γ(t), w⟩ = 0 by the final part of Lemma 2.3.5.

Proof. Let Ti be the set of t ∈ [0, 1] belonging to the ith case above (i = 1, 2, 3). We first claim

that T3 is closed. Indeed, it is easy to see that T1 is open, and if t ∈ T2 then by Lemma 2.3.6

there is some ϵ > 0 such that ((t− ϵ, t+ ϵ) \ {t}) ∩ [0, 1] ⊆ T1.

Since T3 is closed, [0, 1] \T3 is a union of disjoint (open) intervals: [0, 1] \T3 =
⋃

J∈J J , where

for all J either J = (aJ , aJ + bJ) (with 0 ≤ aJ < aJ + bJ ≤ 1), or J = [0, bJ), or J = (aJ , 1],

or J = [0, 1] (and J ∩ J ′ = ∅ if J ̸= J ′). For each J ∈ J (and positive integer m), define Jm as

follows:

� If J = (aJ , aJ + bJ), let Jm = [aJ + 1
3mbJ , aJ + (1− 1

3m)bJ ];
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� If J = [0, bJ), let Jm = [0, (1− 1
3m)bJ ];

� If J = (aJ , 1], let Jm = [aJ + 1
3m(1− aJ), 1];

� If J = [0, 1], let Jm = [0, 1].

Note that
⋃

m≥1 Jm = J and J1 ⊆ J2 ⊆ J3 ⊆ . . . . Let us also write J0 = ∅ for all J .

Observe that if t ∈ T1 ∪ T2, then for any η > 0 there exists µ > 0 such that if t′ ∈ (t− µ, t+

µ) ∩ [0, 1] then γ(t′) is reachable from γ(t) along a path which is η-close to {γ(t)}. Indeed, this

is easy to see (and follows from Lemma 2.3.3) when t ∈ T1, and follows from Lemma 2.3.6 when

t ∈ T2.

Claim. We can recursively construct αm :
⋃

J∈J Jm → Sd−1 and βm :
⋃

J∈J Jm → Rd

continuous functions such that

1. βm(t) ∈ Iαm(t) for all t (when defined);

2. If m′ > m then αm′ and βm′ extend αm and βm, respectively;

3. For all J ∈ J and m > 0 we have αm(min Jm) = γ(min Jm) and αm(max Jm) = γ(max Jm);

4. If t ∈ Jm \ Jm−1, then there is some t′ ∈ Jm such that |t− t′| < length(J)/m and |αm(t)−
γ(t′)| < min{ϵ, length(J)/m}.

Proof of Claim. It is enough to show that whenever a < b, [a, b] ⊆ J , u ∈ Iγ(a), v ∈ Iγ(b)

and η > 0, then there exist f : [a, b] → Sd−1 and g : [a, b] → K continuous functions such that

g(t) ∈ If(t) for all t, g(a) = u, g(b) = v, f(a) = γ(a), f(b) = γ(b), and for all t there is some

t′ ∈ [a, b] with |t − t′| < η such that |f(t) − γ(t′)| ≤ η. For each t, pick µt as in the observation

above, we may assume µt < η for all t. Using the compactness of [a, b], if N is large enough and

we write x(j) = a+ j(b− a)/N , then for all j we have x(j)− x(j − 1) < η and there is some tj

such that |x(j)− tj |, |x(j − 1)− tj | < µtj . But then γ(x(j)), γ(x(j + 1)) are both reachable from

γ(tj) along a path which is η-close to {γ(tj)}, and hence x(j + 1) is reachable from x(j) along a

path which is η-close to {γ(tj)}. It follows that for any choice of uj ∈ Iγ(xj) (j = 0, . . . , N) there

exist fj : [x(j), x(j + 1)] → Sd−1 and gj : [x(j), x(j + 1)] → K such that gj(t) ∈ Ifj(t) for all t,

gj(x(j)) = uj , gj(x(j + 1)) = uj+1, fj(x(j)) = γ(x(j)), fj(x(j + 1)) = γ(x(j + 1)), and for all t

we have |fj(t) − γ(tj)| ≤ η. Picking u0 = u and uN = v and then putting together these fj , gj

gives the required functions f, g and finishes the proof of the claim.

Define α : [0, 1] → Sd−1 and β : [0, 1] → Rd by setting α(t) to be αm(t) and β(t) to be

βm(t) when t ∈ T1 ∪ T2 (and m is large enough so that this exist), and when t ∈ T3 then setting

α(t) = γ(t) and β(t) to be the unique point in Iγ(t). It is clear that α(0) = γ(0), α(1) = γ(1),

β(t) ∈ Iα(t) for all t, and α, β are continuous at all points in T1 ∪ T2. Also, α is ϵ-close to γ. We

show that α, β are continuous at all points in T3 as well.
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We first prove that if t ∈ T3 then α is continuous at t. Take any sequence (tn) → t in [0, 1], we

show (α(tn)) → α(t) = γ(t). If this is not true, then we can take a subsequence of (α(tn)) that

converges to some p ∈ Sd−1, p ̸= γ(t), so we may assume that (α(tn)) is convergent. Also, we may

assume that tn ∈ T1 ∪ T2 for all n (since γ is continuous, and α(t′) = γ(t′) if t′ ∈ T3). We may

also assume that (tn) is either decreasing or increasing. Let J(n) ∈ J be such that tn ∈ J(n),

and let m(n) be the positive integer such that tn ∈ J(n)m(n) \J(n)m(n)−1. Furthermore, let t′n be

as given by point 4 above for tn ∈ Jm(n) \ Jm(n)−1. Since (tn) is either increasing or decreasing,

either J(n) is eventually constant and m(n) → ∞, or J(n) takes infinitely many different values

and length(J(n)) → 0. In either case, we have length(J(n))/m(n) → 0. Hence α(tn)− γ(t′n) → 0

and tn − t′n → 0. But then t′n → t and hence γ(t′n) → γ(t), which implies α(tn) → γ(t), as

claimed.

We now show that β is also continuous at all t ∈ T3. Assume that (tn) is a sequence in [0, 1]

converging to t ∈ T3, we show β(tn) → β(t). As before, by taking a subsequence we may assume

that β(tn) converges to some p ∈ K. But β(tn) ∈ Iα(tn) for all n, i.e., β(tn), β(tn) + α(tn) ∈ K

for all n. Since K is closed and α is continuous, by taking limits we get p, p + α(t) ∈ K, i.e.,

p ∈ Iα(t) = Iγ(t). But Iγ(t) = {β(t)}, hence p = β(t), as claimed.

We will attempt to find a ‘good’ path, i.e., one satisfying the conditions of Lemma 2.3.7. Note

that the only case we need to avoid is having a point v on γ such that Iv has empty interior, is

not a single point, and the tangent to γ at v is perpendicular to any u− u′ (u, u′ ∈ Iv). To find

such paths, it will be easier to work in Rd−1 instead of on Sd−1, using that locally they have the

same structure. The next lemma captures the key property coming from Lemma 2.3.6 in terms

of parametrizations.

While the formal statement is rather complicated, the lemma is intuitively quite simple, as

we now explain. Let us focus on the case d = 3. Using Figure 2.3, we know that if γ is a path

such that γ(t) is a ‘bad point’, i.e., the conditions of Lemma 2.3.7 are not satisfied there, then

we get the two blue circles touching at v = γ(t) such that no point in the regions enclosed by the

circles can be a bad point for any path. Moreover, we also know that γ must have tangent in the

direction of the yellow dotted line at t. Our next lemma essentially states that if we take charts

then we still get the blue circles whose interiors cannot contain bad points.

Lemma 2.3.8. Let φ : Rd−1 → V be a smooth parametrization of some open set V ⊆ Sd−1,

and let X ⊆ Rd−2 be an open neighbourhood of 0. Write γx(t) = (t, x) for x ∈ X, t ∈ [0, 1] (so

γx : [0, 1] → Rd−1). Let Z be the set of all (t, x) ∈ Rd−1 (t ∈ [0, 1], x ∈ X) such that for v =

(φ◦γx)(t) = φ(t, x) the set Iv has empty interior, but there exist u,w ∈ Rd such that u, u+w ∈ Iv,

w ̸= 0, ⟨v, w⟩ = 0 and ⟨w, (φ ◦ γx)′(t)⟩ = 0. Let XZ = {x ∈ X : (t, x) ∈ Z for some t ∈ [0, 1]},
and assume that x ∈ XZ and tx ∈ [0, 1] are such that (tx, x) ∈ Z. Then there is some wx ∈ Rd−2,

wx ̸= 0 such that the open ball of radius |wx| centred at (tx, x+ wx) is disjoint from Z.
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The following lemma tells us that the conclusion of Lemma 2.3.8 guarantees that there are

‘few’ points we need to avoid.

Lemma 2.3.9. Let Z ⊆ Rd−1 and let X be an open neighbourhood of 0 in Rd−2. Let XZ =

{x ∈ X : (t, x) ∈ Z for some t ∈ [0, 1]}, and for each x ∈ XZ let tx ∈ [0, 1] be arbitrary such that

(tx, x) ∈ Z. Assume that for each x ∈ XZ there is some wx ∈ Rd−2, wx ̸= 0 such that the open

ball of radius |wx| centred at (tx, x+ wx) is disjoint from Z. Then XZ ̸= X.

Before we prove Lemma 2.3.8 and Lemma 2.3.9, let us first put them together to obtain the

lemmas we will use later.

Lemma 2.3.10. Let φ : Rd−1 → V be a smooth parametrization of some open set V ⊆ Sd−1,

and let X ⊆ Rd−2 be an open neighbourhood of 0. Write γx(t) = (t, x) for x ∈ X, t ∈ [0, 1] (so

γx : [0, 1] → Rd−1). Then there exists some x ∈ X such that for all ϵ > 0, φ(γx(1)) is reachable

from φ(γx(0)) along a path which is ϵ-close to φ ◦ γx.

Proof. Define Z, XZ and tx (for x ∈ XZ) as in Lemma 2.3.8. By Lemma 2.3.8, for each x ∈ XZ

there is some wx ∈ Rd−2, wx ̸= 0 such that the open ball of radius |wx| centred at (tx, x + wx)

is disjoint from Z. So we can apply Lemma 2.3.9 to find some x ∈ X such that x ̸∈ XZ . Then

(using the final part of Lemma 2.3.5) we get that Lemma 2.3.7 applies for the path φ ◦ γx and

hence φ(γx(1)) is reachable from φ(γx(0)) along a path which is ϵ-close to φ ◦ γx.

For two points x and y in Rd−1, let γx,y denote the straight line segment from x to y (i.e.,

γx,y(t) = (1 − t)x + ty for t ∈ [0, 1]). The following lemma is a more convenient version of

Lemma 2.3.10.

Lemma 2.3.11. Let φ : Rd−1 → V be a smooth parametrization of some open set V ⊆ Sd−1. Let

U1, U2 be non-empty open subsets of Rd−1. Then there are some x ∈ U1, y ∈ U2 such that, for all

ϵ > 0, φ(y) is reachable from φ(x) along a path which is ϵ-close to φ ◦ γx,y.

Proof. We can take a bijective affine map ψ : Rd−1 → Rd−1 which maps U1 to an open neigh-

bourhood of 0 and U2 to an open neighbourhood of (1, 0, . . . , 0). Then the statement follows

easily from Lemma 2.3.10 applied to the parametrization φ ◦ ψ−1.

We finish this subsection by giving the proofs of Lemmas 2.3.8 and 2.3.9.

Proof of Lemma 2.3.8. Let v = φ(tx, x). By the definition of Z, we may find u,w ∈ Rd such

that 0 < |w| < 1, u, u + w ∈ Iv, ⟨v, w⟩ = 0 and ⟨w, (φ ◦ γx)′(t)⟩ = 0. By Lemma 2.3.6, the set

P = {p ∈ Sd−1 : ⟨p, v + w⟩ > 1} ∪ {p ∈ Sd−1 : ⟨p, v − w⟩ > 1} has the property that for each

p ∈ P , Ip has non-empty interior. In particular, φ(Z) is disjoint from P .

By decreasing |w| if necessary, we may assume that P ⊆ V . We want to show that for some

w′ ∈ Rd−2 (w′ ̸= 0) the set φ−1(P ) contains an open ball of radius |w′| around (tx, x+ w′).
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Let D be the derivative Dφ|(tx,x) of φ at (tx, x), so D is a bijective linear map Rd−1 →
{v′ ∈ Rd : ⟨v, v′⟩ = 0}. We can find an orthonormal basis f1, . . . , fd−2 of Rd−2 such that

f1 = (1, 0, . . . , 0), ⟨D(f2), w⟩ > 0 and ⟨D(fi), w⟩ = 0 for all i ̸= 2. Consider the ball of radius ρ

centred at (tx, x) + ρf2. Any point of this open ball is of the form q = (tx, x) +
∑d−2

i=1 λifi with

(λ2 − ρ)2 +
∑

i ̸=2 λ
2
i < ρ2. But we have

φ(q) = v +

d−2∑
i=1

λiD(fi) +O(

d−2∑
i=1

λ2i )

and hence

φ(q) = v +
d−2∑
i=1

λiD(fi) +O(2ρλ2).

Using that ⟨v,D(fi)⟩ = 0 for all i and ⟨w,D(fj)⟩ = 0 for all j ̸= 2,

⟨v + w,φ(q)⟩ = ⟨v + w, v +
d−2∑
i=1

λiD(fi) +O(2ρλ2)⟩

= 1 + λ2⟨w,D(f2)⟩+O(2ρλ2).

Since ⟨w,D(f2)⟩ > 0, we get that there is some ρ0 > 0 such that if ρ ≤ ρ0 then ⟨v+w,φ(q)⟩ > 1

(and hence q ∈ φ−1(P ) and thus q ̸∈ Z) for all such points q. Since f1 is orthogonal to f2, we

have f2 = (0, y) for some y ∈ Rd−2, |y| = 1. Then wx = ρ0y satisfies the conditions.

Before we formally prove Lemma 2.3.9, let us give a sketch proof in the case when d = 3,

X = (−1, 1) and wx ∈ R is the same for all x: wx = r ∈ (0, 1) for all x ∈ X. Assume thatXZ = X.

Using that the circle of radius r centred at (x, tx+r) does not contain (y, ty), it is easy to see that

we must have |ty− tx| ≥ Ωr(
√
y − x) whenever 0 < y−x < r (see Figure 2.4). So if we take N +1

equally spaced points x0, . . . , xN between 0 and r (xj = jr/N), then |txi − txj | ≥ Ωr(1/
√
N) for

all i, j. It is easy to see that this gives a contradiction as N → ∞. We will use the Baire category

theorem to reduce the general case to a case similar enough to the one discussed above.

Proof of Lemma 2.3.9. For each positive integer n, let Xn
Z = {x ∈ XZ : |wx| ≥ 1/n}. Clearly,

XZ =
⋃

nX
n
Z . By the Baire category theorem, it is enough to show that each Xn

Z is a finite

union of nowhere dense sets. Assume, for contradiction, that Xn
Z cannot be written as such a

finite union. Let η = 1/4, and for all v ∈ Sd−3 let Uv = {u ∈ Sd−3 : ⟨u, v⟩ > 1 − η}. Since Sd−3

is compact, it is covered by finitely many such sets Uv. Write Yv = {x ∈ Xn
Z : wx/|wx| ∈ Uv}.

It follows that not every Yv is nowhere dense, i.e., there exist v ∈ Sd−3, y ∈ X and ϵ > 0 such

that the closure of Yv contains all x ∈ X with |x − y| ≤ ϵ. We may assume ϵ < 1/n. Write

x(j) = y + j
N ϵv for j = 0, . . . , N , where N is some large positive integer (specified later). Note
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Figure 2.4: Since (ty, y) is not contained in the ball of radius r centred at (tx, x+ r), we have
|ty − tx| = Ωr(

√
y − x).

that |x(j)− y| ≤ ϵ for all j, so there are some y(j) ∈ Yv such that |x(j)− y(j)| < η/N2.

Claim. If 0 ≤ i < j ≤ N then |ty(i) − ty(j)| = Ωn,ϵ(1/N
1/2).

Note that if the claim holds, then maxi ty(i) −mini ty(i) = Ωn,ϵ(N
1/2). Then taking N large

enough gives a contradiction. So the lemma follows from the claim above.

Proof of Claim. We will use that the open ball centred at (ty(i), y(i)+wy(i)) of radius |wy(i)|
does not contain (ty(j), y(j)). For simplicity, let us write ti for ty(i), tj for ty(j) and w for wy(i).

We may assume |w| = 1/n. We have

|(ti, y(i) + w)− (tj , y(j))|2 = |ti − tj |2 + |y(i) + w − y(j)|2.

But

|y(i) + w−y(j)|2 = |w|2 + |y(i)− y(j)|2 − 2⟨w, y(j)− y(i)⟩

= |w|2 + |y(i)− y(j)|2 − 2⟨w, x(j)− x(i)⟩ − 2⟨w, y(j)− x(j)⟩+ 2⟨w, y(i)− x(i)⟩

≤ |w|2 + |y(i)− y(j)|2 − 2⟨w, j − i

N
ϵv⟩+ 4

η

nN2

≤ |w|2 + (|x(i)− x(j)|+ 2η/N2)2 − 2
j − i

N
ϵ(1− η)/n+ 4

η

nN2

= |w|2 +
(
j − i

N
ϵ+ 2η/N2

)2

− 2
j − i

N
ϵ(1− η)/n+ 4

η

nN2
.
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But we know |w|2 ≤ |(ti, y(i) + w)− (tj , y(j))|2, thus

|ti − tj |2 ≥ 2
j − i

N
ϵ(1− η)/n−

(
j − i

N
ϵ+ 2η/N2

)2

− 4
η

nN2

=
2(j − i)ϵ(1− η)

n

1

N
− (j − i)2ϵ2

N2
−On,ϵ(1/N

2)

Using (j−i)2ϵ2

N2 ≤ (j−i)ϵ
n

1
N (as j − i ≤ N and ϵ ≤ 1/n), we get

|ti − tj |2 ≥
(
2(j − i)ϵ(1− η)

n
− (j − i)ϵ

n

)
1

N
−On,ϵ(1/N

2).

As we picked η = 1/4, we get

|ti − tj |2 ≥
(j − i)ϵ

2n

1

N
(1−On,ϵ(1/N)),

and hence

|ti − tj | ≥
( ϵ

2n

)1/2 1

N1/2
(1−On,ϵ(1/N)),

proving the claim and hence the lemma.

2.3.3 Finishing the proof

We now use our earlier lemmas (especially Lemma 2.3.11 and Lemma 2.3.6) to finish the proof

of Theorem 2.3.1.

Lemma 2.3.12. Let φ : Rd−1 → V be a smooth parametrization of some open set V ⊆ Sd−1, and

let ϵ > 0. Assume that v, v′ ∈ V are such that Iv, Iv′ are non-empty. Then v′ is reachable from v

along a path which is ϵ-close to φ ◦ γφ−1(v),φ−1(v′).

Proof. Write u for φ−1(v) and u′ for φ−1(v′). As Iv, Iv′ are non-empty, there is an open set

containing v and v′ such that whenever p belongs to this set then Ip has non-empty interior. By

Lemma 2.3.3, there are open balls U1, U2 ⊆ Rd−1 around u and u′ (respectively) such that for

any x ∈ U1, φ(x) is reachable from v along a path which is 0-close to φ ◦ γu,x, and similarly for

any y ∈ U2, φ(y) is reachable from v′ along a path which is 0-close to φ ◦ γu′,y. Pick η > 0 small

(to be specified later). By Lemma 2.3.11, we can find x ∈ U1, |x−u| < η and y ∈ U2, |y−u′| < η

such that φ(y) is reachable from φ(x) along a path which is (ϵ/2)-close to φ◦γx,y. It follows that
u′ is reachable from u along a path which is (ϵ/2)-close to the union of the images of φ ◦ γu,x,
φ ◦ γx,y, φ ◦ γy,u′ . However, by taking η small enough, we can guarantee that all points in these

images are at most ϵ/2 away from a point in the image of φ ◦ γu,u′ , proving the lemma.

To extend Lemma 2.3.12 to all v, v′, including when Iv or Iv′ is a single point, we will use the

following lemma.
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Lemma 2.3.13. Let φ : Rd−1 → V be a smooth parametrization of some open set V ⊆ Sd−1.

Assume that v ∈ V and Iv is a single point. Then one of the following statements hold.

1. For all η > 0 there is some p ∈ V such that Ip has non-empty interior and p is reachable

from v along a path which is η-close to {v}.

2. There is some open neighbourhood N of v such that whenever p ∈ N then p is reachable

from v along φ ◦ γφ−1(v),φ−1(p).

Proof. First, assume that there is a sequence of points (pn) in V converging to v such that for

all n, Ipn is not a single point. We will show that the first conclusion holds. By Lemma 2.3.6 (and

the final part of Lemma 2.3.5), we may modify pn slightly so that Ipn has non-empty interior for

all n. Let η > 0 be given. By Lemma 2.3.12, we can take γn : [0, 1] → V and δn : [0, 1] → K

continuous functions such that δn(t) ∈ Iγn(t) for all (n, t), γn(0) = pn for all n, γn(1) = pn+1 for

all n, and γn(t) is at most η/2n away from some point on the image of φ◦γφ−1(pn),φ−1(pn+1) for all

(n, t). By taking a subsequence of the form (pn)n>N0 , we may assume that for all n, all points on

the image of φ ◦ γφ−1(pn),φ−1(pn+1) are at most η/2 away from v. So |γn(t)− v| ≤ η for all (n, t).

Using Lemma 2.3.2, we may also assume that δn(1) = δn+1(0) for all n.

Now define γ : [0, 1] → V and δ : [0, 1] → K as follows. Let γ(0) = v and let δ(0) be the unique

point in Iv. For t ∈ (0, 1], let n be such that 1
n+1 ≤ t ≤ 1

n , and set γ(t) = γn(n(n+1)( 1n − t)) and
δ(t) = δn(n(n+ 1)( 1n − t)). It is easy to check that γ, δ are well-defined and continuous on (0, 1],

and |γ(t)− v| ≤ η for all t. Moreover, using that (pn) → v and γn(t) is at most η/2n away from

some point on the image of φ ◦ γφ−1(pn),φ−1(pn+1) for all (n, t), we also get that γ is continuous at

0. To show continuity of δ at 0, assume that (tn) → 0 and (δ(tn)) → z, we prove z = δ(0). We

know δ(tn), δ(tn) + γ(tn) ∈ K. Using that K is closed and γ is continuous, taking limits gives

z, z + γ(0) ∈ K, i.e., z, z + v ∈ K, i.e., z ∈ Iv. Hence z = δ(0), as claimed. This proves the claim

in the first case.

Now assume that such a sequence (pn) does not exist. This means that there is an open

neighbourhood of v consisting only of points p such that Ip is a single point. It follows that there

is an open ball B around u = φ−1(v) such that whenever x ∈ B then Iφ(x) is a single point. Let

N = φ(B), so N is an open neighbourhood of v. Given p ∈ N , let φ−1(p) = q. We show p is

reachable from v along φ ◦ γu,q. Indeed, let γ(t) = φ((1 − t)u + tq) and let δ(t) be the unique

point in Iγ(t). Then δ is continuous by an argument almost identical to the one above. Indeed, if

(tn) → t and (δ(tn)) → z, then δ(tn), δ(tn) + γ(tn) ∈ K. Taking limits gives z, z + γ(t) ∈ K, i.e.,

z ∈ Iγ(t), i.e., z = δ(t), as required. This finishes the proof of the lemma.

Lemma 2.3.14. Let φ : Rd−1 → V be a smooth parametrization of some open set V ⊆ Sd−1,

and let ϵ > 0. Then for any v, v′ ∈ V , v′ is reachable from v along a path which is ϵ-close to

φ ◦ γφ−1(v),φ−1(v′).
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Proof. Write u for φ−1(v) and u′ for φ−1(v′). Let η > 0 be small (specified later). There is some

open set V1 ⊆ V (not necessarily containing v) such that any p ∈ V1 is reachable from v along a

path which is η-close to {v}. Indeed, this follows from Lemma 2.3.6 if Iv is not a single point,

and from Lemma 2.3.13 (together with Lemma 2.3.3) when Iv is a single point. Similarly, there

is some V2 ⊆ V such that any q ∈ V2 is reachable from v′ along a path which is η-close to {v′}.
In particular, |v − p| ≤ η and |v′ − q| ≤ η for any such p, q.

But, by Lemma 2.3.11, there are some p ∈ V1, q ∈ V2 such that q is reachable from p along

a path which is η-close to φ ◦ γφ−1(p),φ−1(q). Hence v′ is reachable from v along a path which is

η-close to {v, v′} ∪ Im(φ ◦ γφ−1(p),φ−1(q)). By taking η small enough, we can guarantee that any

point in Im(φ ◦ γφ−1(p),φ−1(q)) is at most ϵ/2 away from some point in Im(φ ◦ γφ−1(v),φ−1(v′)). The

result follows.

Proof of Theorem 2.3.1. Using Lemma 2.3.14, it is easy to see that for any t ∈ [0, 1] there is

some δt > 0 such that whenever t′ ∈ [0, 1] and |t− t′| < δt, then γ(t
′) is reachable from γ(t) along

a path which is ϵ-close to {γ(t)}. The result follows easily (using the compactness of [0, 1] and

Lemma 2.3.2).

Proof of Theorem 2.1.2. The result follows immediately from Theorem 2.3.1 when d ≥ 3, and

from Theorem 2.1.4 when d = 2 (using Lemma 2.3.2, which also holds for d = 2).

2.4 Counterexample for general bodies

In this section, our goal is to prove Theorem 2.1.3, restated below for convenience.

Theorem 2.1.3. There exist convex bodies S and K in R4 such that K is S-Kakeya but there

are two S-copies which cannot be rotated into each other within K.

We will use similar ideas as for Theorem 2.1.5 (but this proof will be significantly more com-

plicated). Note that it is sufficient to find a construction where S is compact but not necessarily

convex, as the same set K will still provide a counterexample when S is replaced by its convex

hull. The set S in our construction will be given by

S = {(x, y, z, w) ∈ R4 : x2 + y2 + z2 + w2 = 1, x = ±1/2},

see Figure 2.5.

In the proof of Theorem 2.1.5 we made sure that our set K lied inside the cylinder {(x, y, z) :
y2+z2 ≤ 1/4}, and we controlled the intersection with the boundary of the cylinder. This control

enabled us to prove discontinuity by observing that any segment in a direction of the yz plane

had to intersect the boundary of the cylinder in a pair of points (x, y, z), (x,−y,−z).
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Figure 2.5: The set S in our construction is a 4-dimensional analogue of the blue set (or the
convex hull of the blue set), which is a subset of the (red) unit sphere

We will attempt to do something similar here. Our construction will be contained inside

the set {(x, y, z, w) : x2 + y2 ≤ 1}, and we will control the intersection with the boundary

C = {(x, y, z, w) ∈ R4 : x2 + y2 = 1} of that set. Observe that any rotated copy of S is of the

form

Sv = {v′ ∈ R4 : |v′| = 1, ⟨v, v′⟩ = ±1/2}

for some v ∈ R4 with |v| = 1. It is not difficult to deduce that if we only rotate S slightly, then

the rotated copy intersects C in two pairs of antipodal points. (See Figure 2.5: great circles close

to the one given by x2 + y2 = 1, z = 0 intersect the blue set in two pairs of antipodal points).

We will have to make sure that K contains translated copies of any two such pairs of antipodal

points (so that a translate of ρ(S) is contained in K for all ρ), so for all (x1, y1), (x2, y2) ∈ S1 we

will have some (z, w) such that (±(x1, y1), z, w), (±(x2, y2), z, w) ∈ C ∩ K. Meanwhile, we will

have restrictions on C ∩K in such a way that we guarantee discontinuity.

Let us now turn to the formal proof of Theorem 2.1.3. As mentioned above, we will control

the intersection of K with C, i.e., for all (x, y) ∈ S1 we will control the set Ax,y = {(z, w) :

(x, y, z, w) ∈ K}. The following lemma lists all the properties that we will need – for now, we

only show that such sets Ax,y exist in R2, at this point they do not necessarily come from a body

K in R4.

Lemma 2.4.1. There exist compact convex sets (Ap)p∈S1 in R2 such that the following properties

hold.

1. For all p, q ∈ S1, Ap ∩Aq ̸= ∅.

2. For all p ∈ S1, Ap = A−p.

3. For all p ∈ S1 and all t ∈ Ap we have |t| ≤ 1.

4. The set {(p, t) : p ∈ S1, t ∈ Ap} is closed, i.e, whenever (pn) → p in S1 and (tn) → t in R2

with tn ∈ Apn for all n, then t ∈ Ap.

27



5. For all ϵ > 0 and (z, w) ∈ R2 there is some r ∈ (0, ϵ) such that whenever p = (x, y) ∈ S1

with |x− 1/2| = r then all points of Ap are at least distance 1/100 away from (z, w).

Note that such sets Ap cannot exist in R instead of R2: each Ap would have to be a non-empty

closed bounded interval, and then
⋂

p∈S1 Ap would be non-empty by the first condition, so the

last property could not be satisfied. This is the reason we need R4 for our construction instead

of R3.

Before we prove Lemma 2.4.1, we state two lemmas which show why it is useful: Theorem 2.1.3

will follow immediately from Lemma 2.4.1 and these lemmas. Recall that C = S1 × R2 and

Sv = {v′ ∈ R4 : |v′| = 1, ⟨v, v′⟩ = ±1/2}.

Lemma 2.4.2. Assume that we have compact convex sets (Ap)p∈S1 in R2 such that the following

properties hold.

1. For all p, q ∈ S1, Ap ∩Aq ̸= ∅.

2. For all p ∈ S1, Ap = A−p.

3. For all p ∈ S1 and all t ∈ Ap we have |t| ≤ 1.

4. The set {(p, t) : p ∈ S1, t ∈ Ap} is closed, i.e, whenever (pn) → p in S1 and (tn) → t in R2

with tn ∈ Apn for all n, then t ∈ Ap.

Then there exists a compact convex S-Kakeya set K ⊆ R4 such that K ⊆ {(x, y, z, w) ∈ R4 :

x2 + y2 ≤ 1} and K ∩ C ⊆ {(p, t) : p ∈ S1, t ∈ Ap}.

Lemma 2.4.3. Assume that (Ap)p∈S1 in R2 are compact convex sets such that the following

property holds: for all ϵ > 0 and (z, w) ∈ R2 there is some r ∈ (0, ϵ) such that whenever

p = (x, y) ∈ S1 with |x−1/2| = r then all points of Ap are at least distance 1/100 away from (z, w).

Assume furthermore that K is a compact convex set such that K ⊆ {(x, y, z, w) ∈ R4 : x2+y2 ≤ 1}
and K ∩ C ⊆ {(p, t) : p ∈ S1, t ∈ Ap}. Then whenever γ : [0, 1] → S3 and δ : [0, 1] → R4 are

continuous such that γ(0) = (1, 0, 0, 0) and Sγ(t) + δ(t) ⊆ K for all t, then γ(t) = (1, 0, 0, 0) for

all t.

We now prove Lemmas 2.4.1, 2.4.2 and 2.4.3.

Proof of Lemma 2.4.1. Consider the following four sets in R2:

T1 = {0} × [0, 1],

T2 = [0, 1]× {0},

T3 = {(z, w) ∈ R2 : z + w = 1, 0 ≤ z, w ≤ 1},

T = {(z, w) ∈ R2 : 0 ≤ z, w ≤ 1, 0 ≤ z + w ≤ 1}.
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Given (x, y) with x2 + y2 = 1, we define Ax,y as follows. Let min(|x − 1/2|, |x + 1/2|) = s. If

s = 0, then Ax,y = T . Otherwise, let k be the positive integer such that 1/2k ≥ s > 1/2k+1. If

s = 1/2k, then let Ax,y = T . Otherwise let Ax,y = Tk mod 3.

It is straightforward to check that each Ap is convex and compact, and that properties 1, 2

and 3 are satisfied. To see that property 4 holds, observe that if (pn) → p and (tn) → t as above,

then either Ap = T , or Apn is eventually constant and equal to Ap. In either case, it is easy to

deduce that t ∈ Ap.

Finally, we show that property 5 holds. Given such (z, w), we can find some i ∈ {1, 2, 3} such

that any point in Ti has distance at least 1/100 from (z, w). Then we can find some r ∈ (0, ϵ)

such that 1/2k > r > 1/2k+1 for some positive integer k with k ≡ i mod 3. It is easy to see that

this r satisfies the conditions.

Proof of Lemma 2.4.2. Observe that if v ∈ S3, the set Sv intersects C in 0, 2 or 4 points:

� Sv intersects C in 0 points if and only if v21 + v22 < 1/4;

� Sv intersects C in a pair of points v′,−v′ if and only if v21 + v22 = 1/4;

� Sv intersects C in two pairs of (distinct) points v′,−v′, v′′,−v′′ if and only if v21 + v22 > 1/4.

Let

V1 = {v ∈ S3 : v21 + v22 ≥ 1/4},

V2 = {v ∈ S3 : 1/100 ≤ v21 + v22 ≤ 1/4},

V3 = {v ∈ S3 : v21 + v22 ≤ 1/100}.

For all v ∈ V1, let Tv =
⋂

w∈C∩Sv
Aw1,w2 =

⋂
p∈S1:(p,0,0)∈Sv

Ap. Observe that we have C ∩Sv =

{v′,−v′, v′′,−v′′} for some v′, v′′ ∈ S3 (not necessarily distinct), so (using A−p = Ap) we have

Tv = Av′1,v
′
2
∩Av′′1 ,v

′′
2
. In particular, Tv ̸= ∅. Let K1,v = Sv + {(0, 0, t) : t ∈ Tv} and

K1 =
⋃
v∈V1

K1,v.

For all v ∈ V2, let pv =

(
1/2√
v21+v22

v1,
1/2√
v21+v22

v2,
√
3/2√

v23+v24
v3,

√
3/2√

v23+v24
v4

)
. So (pv)

2
1 + (pv)

2
2 = 1/4,

|pv| = 1, and we have pv = v if v21 + v22 = 1/4. Let K2,v = Sv + {(0, 0, t) : t ∈ Tpv}. (Note that

C ∩ Spv = {v′,−v′}, where v′ = 2((pv)1, (pv)2, 0, 0) and hence Tpv = A2(pv)1,2(pv)2 .) Let

K2 =
⋃
v∈V2

K2,v.
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For all v ∈ V3, let K3,v = Sv, and let

K3 =
⋃
v∈V3

K3,v.

Finally, let K0 = K1 ∪K2 ∪K3, and let K be the convex hull of K0.

Claim. The set K0 has the following properties.

1. For each v ∈ S3 there is some w ∈ R4 such that Sv + w ⊆ K0.

2. We have K0∩C ⊆ {(p, t) : p ∈ S1, t ∈ Ap}, and K0 has no point (x, y, z, w) with x2+y2 > 1.

3. The set K0 is compact.

Note that these properties are preserved when taking convex hull. So the claim above implies the

statement of the lemma.

Proof of Claim. The first property holds becauseKi,v contains a translate of Sv if v ∈ Vi. To

see that the second property holds, observe that K0 is a union of sets of the form Sv +(0, 0, t) for

some t ∈ R2. It follows that K0 has no point (x, y, z, w) with x2+ y2 > 1. Also, if (p, t) ∈ K0 ∩C
(p ∈ S1, t ∈ R2), then (p, t) ∈ Sv + (0, 0, t) for some v ∈ S3 having v21 + v22 ≥ 1/4, and t ∈ Tv and

(p, 0, 0) ∈ C ∩ Sv. But (p, 0, 0) ∈ C ∩ Sv implies Tv ⊆ Ap, so t ∈ Ap, as claimed. It is easy to see

that K0 is bounded, so the only property left to check is that K0 is closed. It is enough to show

that K1,K2,K3 are all closed.

We first show that K3 is closed. Assume that (qn) is a sequence of points in K3 with (qn) → q,

we show that q ∈ K3. We know qn ∈ Sv(n) for some v(n) ∈ V3. By taking an appropriate

subsequence, we may assume that v(n) converges to some v ∈ V3. It is easy to see that q ∈ Sv

must hold, so then q ∈ K3.

Next, we show thatK2 is closed. As before, assume that (qn) is a sequence of points inK2 with

(qn) → q. We have qn ∈ Sv(n) + (0, 0, tn) for some v(n) ∈ V2 and tn ∈ Tpv(n)
= A2(pv(n))1,2(pv(n))2 .

By taking a subsequence, we may assume that v(n) converges to some v ∈ V2, and (tn) converges

to some t ∈ R2. Observe that (pv(n)) → pv. But then t ∈ A2(pv)1,2(pv)2 = Tpv and hence

q ∈ Sv + (0, 0, t) ⊆ Sv + {(0, 0, t′) : t′ ∈ Tpv}, so q ∈ K2, as required.

Finally, we show that K1 is also closed. Again, assume that (qn) is a sequence of points in

K1 with (qn) → q. We have qn ∈ Sv(n) + (0, 0, tn) for some v(n) ∈ V1 and tn ∈ Tv(n). As before,

by taking a subsequence we may assume that v(n) converges to some v ∈ V1 and tn converges

to some t ∈ R2. We claim that this implies t ∈ Tv. Observe that C ∩ Sv(n) is of the form

{v′(n),−v′(n), v′′(n),−v′′(n)}, where v′(n) = ±v′′(n) if and only if v(n)21 + v(n)22 = 1/4. So we

have

Tv(n) = Av′(n)1,v′(n)2 ∩Av′′(n)1,v′′(n)2 .
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By taking an appropriate subsequence, we may assume that v′(n) converges to v′ and v′′(n)

converges to v′′, where C ∩ Sv = {v′,−v′, v′′,−v′′}. But we have tn ∈ Av′(n)1,v′(n)2 for all n, and

hence t ∈ Av′1,v
′
2
. Similarly, t ∈ Av′′1 ,v

′′
2
. Hence t ∈ Tv, as claimed. But then

q ∈ Sv + (0, 0, t) ⊆ Sv + {(0, 0, t′) : t′ ∈ Tv} = K1,v ⊆ K1,

as claimed. This finishes the proof of the claim and hence the lemma.

Proof of Lemma 2.4.3. Assume, for contradiction, that γ(t) ̸= (1, 0, 0, 0) for some t. We may

assume that γ(t)1 > 9/10 for all t, and that for all t > 0 we have γ(t) ̸= (1, 0, 0, 0). There are

some continuous functions v′, v′′ : [0, 1] → C such that Sγ(t) ∩ C = {v′(t),−v′(t), v′′(t),−v′′(t)},
⟨γ(t), v′(t)⟩ = ⟨γ(t), v′′(t)⟩ = 1/2 and v′(0), v′′(0) = (1/2,±

√
3/2, 0, 0).

Observe that if γ(t) ̸= (1, 0, 0, 0) then v′(t)1 ̸= 1/2 or v′′(t)1 ̸= 1/2. Indeed, we would

have v′(t), v′′(t) = (1/2,±
√
3/2, 0, 0) and 1 = ⟨γ(t), v′(t) + v′′(t)⟩ = ⟨γ(t), (1, 0, 0, 0)⟩, giving

γ(t) = (1, 0, 0, 0). It follows that for all t > 0, either v′(t)1 ̸= 1/2 or v′′(t)1 ̸= 1/2.

By continuity, there is some ϵ > 0 such that for all t ≤ ϵ we have |δ(t) − δ(0)| < 1/100.

We know v′(ϵ)1 ̸= 1/2 or v′′(ϵ)1 ̸= 1/2, we may assume by symmetry that v′(ϵ)1 ̸= 1/2. By

assumption, there is an x0 lying between 1/2 and v′(ϵ)1 such that whenever p ∈ S1 is of the form

p = (x0, y0) (for some y0) then any point of Ap is at least distance 1/100 away from (δ(0)3, δ(0)4).

But, by continuity of v′, there is some t0 ∈ [0, ϵ] such that v′(t0)1 = x0. Observe that

K ⊇ Sγ(t0) + δ(t0) ⊇ {v′(t0),−v′(t0)}+ δ(t0).

But if u, u′ ∈ K with u − u′ = 2(x, y, 0, 0) for some x, y with x2 + y2 = 1, then we must

have u, u′ ∈ K ∩ C and u = (x, y, z, w), u′ = (−x,−y, z, w) for some (z, w) ∈ Ax,y. Hence

δ(t0) = (0, 0, z, w) for some (z, w) ∈ Av′(t0)1,v′(t0)2 . But then |δ(t0) − δ(0)| > 1/100, giving a

contradiction.

Proof of Theorem 2.1.3. The result follows easily from Lemmas 2.4.1, 2.4.2 and 2.4.3.

2.5 Concluding remarks

In this chapter we answered Question 2.1.1 and some related problems. However, there are still

some open questions in this topic. For example, our counterexample in Theorem 2.1.3 requires d ≥
4, whereas we know that there can be no 2-dimensional counterexample (by Theorem 2.1.4). It

would be interesting to see a counterexample in 3 dimensions (we believe that such a construction

should exist).

Question 2.5.1. Can we find convex bodies S and K in R3 such that S is K-Kakeya, but there

are two S-copies in K which cannot be rotated into each other within K?
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Furthermore, we showed that if S is a unit segment, then any two S copies can be rotated

into each other within a compact convex (S-)Kakeya set, but this fails for general bodies S. It

would be interesting to determine if there are other sets S (or families of such) for which this

property holds. (A trivial example is given by closed balls.)

Question 2.5.2. Can we find (compact, convex) sets S in Rd with d ≥ 3 such that S is not a

segment or a ball, and whenever some convex body K is S-Kakeya then any two S copies can be

rotated into each other within K?
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Chapter 3

Large hypergraphs without tight

cycles

3.1 Introduction

A well-known basic fact about graphs states that a graph on n vertices containing no cycle of

any length has at most n− 1 edges, with this upper bound being tight. To find generalisations of

this result (and other results concerning cycles) for r-uniform hypergraphs with r ≥ 3, we need

a corresponding notion of cycles in hypergraphs. There are several types of hypergraph cycles

for which Turán-type problems have been widely studied, including Berge cycles and loose cycles

[26, 68, 79, 80, 99, 109]. In this chapter we will consider tight cycles, for which it appears to be

rather difficult to obtain extremal results.

Given positive integers r ≥ 2 and ℓ > r, an r-uniform tight cycle of length ℓ is a hypergraph

with vertices v1, . . . , vℓ and edges {vi, vi+1, . . . , vi+r−1} for i = 1, . . . , ℓ, with the indices taken

modulo ℓ. Observe that for r = 2 a tight cycle of length ℓ is just a cycle of length ℓ in the usual

sense. Let fr(n) denote the maximal number of edges that an r-uniform hypergraph on n vertices

can have if it has no subgraph isomorphic to a tight cycle of any length. So f2(n) = n−1. It is easy

to see that the hypergraph obtained by taking all edges containing a certain point is tight-cycle-

free, giving a lower bound fr(n) ≥
(
n−1
r−1

)
. Sós (see [117, 137]) and independently Verstraëte [137]

raised the problem of estimating fr(n), and asked whether the lower bound
(
n−1
r−1

)
is tight. This

question was answered in the negative by Huang and Ma [86], who showed that for r ≥ 3 there

exists cr > 0 such that if n is sufficiently large then fr(n) ≥ (1+ cr)
(
n−1
r−1

)
. Recently, Sudakov and

Tomon [135] showed that fr(n) ≤ nr−1+o(1) for each fixed r, and commented1 that it is widely

believed that the correct order of magnitude is Θ(nr−1). The main result of this chapter is the

following theorem, which shows that this is not the case.

1in the preprint version of [135]
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Theorem 3.1.1. For each fixed r ≥ 3 we have fr(n) = Ω(nr−1 log n/ log logn). In particular,

fr(n)/n
r−1 → ∞ as n→ ∞.

The upper bound of Sudakov and Tomon [135] is nr−1ecr
√
logn. Very recently, Letzter [111]

managed to improve their upper bound to nr−1 log5 n, so our lower bound in Theorem 3.1.1 is

tight up to a factor of (log n)O(1).

Concerning tight cycles of a given length, we mention the following interesting problem of

Conlon (see [117]), which remains open.

Question 3.1.2 (Conlon). Given r ≥ 3, does there exist some c = c(r) constant such that

whenever ℓ > r and ℓ is divisible by r then any r-uniform hypergraph on n vertices which does

not contain a tight cycle of length ℓ has at most O(nr−1+c/ℓ) edges?

Note that we need the assumption that ℓ is divisible by r, otherwise a (balanced, n-vertex)

complete r-uniform r-partite hypergraph has no tight cycle of length ℓ and has Θ(nr) edges.

3.2 Proof of our result

The key observation for our construction is the following lemma.

Lemma 3.2.1. Assume that n, k, t are positive integers with kt ≤ n, and G1, . . . , Gt are edge-

disjoint subgraphs of Kn,n such that no Gi contains a cycle of length at most 2k. Then there

is a tight-cycle-free 3-partite 3-uniform hypergraph on at most 3n vertices having k
∑t

i=1 |E(Gi)|
hyperedges.

Proof. Let the two vertex classes of Kn,n be X and Y , and let Z = [t] × [k]. (As usual, [m]

denotes {1, . . . ,m}.) Our 3-uniform hypergraph has vertex classes X,Y, Z and hyperedges

{{x, y, z} : x ∈ X, y ∈ Y, z ∈ Z, z = (i, s) for some i ∈ [t] and s ∈ [k], and {x, y} ∈ E(Gi)}.

In other words, for each Gi we add k new vertices (denoted (i, s) for s = 1, . . . , k), and we replace

each edge of Gi by the k hyperedges obtained by adding one of the new vertices corresponding

to Gi to the edge.

We need to show that our hypergraph contains no tight cycles. Since our hypergraph is

3-partite, it is easy to see that any tight cycle is of the form x1y1z1x2y2z2 . . . xℓyℓzℓ (for some

ℓ ≥ 2 positive integer) with xj ∈ X, yj ∈ Y, zj ∈ Z for all j. Assume that z1 = (i, s1). Then

{x1, y1}, {y1, x2}, {x2, y2} ∈ E(Gi). But {x2, y2} ∈ E(Gi) implies that z2 must be of the form

(i, s2) for some s2. Repeating this argument, we deduce that there are sj ∈ [k] such that zj =

(i, sj) for all j, and xjyj , yjxj+1 ∈ E(Gi) for all j (with the indices taken mod ℓ). Hence

x1y1x2y2 . . . xℓyℓ is a cycle in Gi, giving ℓ > k. But the vertices zj = (i, sj) (j = 1, . . . , ℓ) must
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all be distinct, and there are k possible values for the second coordinate, giving ℓ ≤ k. We get a

contradiction, giving the result.

We mention that Lemma 3.2.1 can be generalised to give (r + r′)-uniform tight-cycle-free

hypergraphs if we have edge-disjoint r-uniform hypergraphs G1, . . . , Gt not containing tight cycles

of length at most rk and edge-disjoint r′-uniform hypergraphs H1, . . . ,Ht not containing tight

cycles of length more than r′k. Indeed, we can take all edges e ∪ f with e ∈ E(Gi), f ∈ E(Hi)

for some i. (Then Lemma 3.2.1 may be viewed as the special case r = 2, r′ = 1.)

Lemma 3.2.2. There exists α > 0 such that whenever k ≤ α log n/ log log n then we can find

edge-disjoint subgraphs G1, . . . , Gt of Kn,n with t = ⌊n/k⌋ such that no Gi contains a cycle of

length at most 2k, and
∑t

i=1 |E(Gi)| = (1− o(1))n2.

Proof. It is well-known (and can be proved by a standard probabilistic argument) that there are

constants β, c > 0 such that if n is sufficiently large and k ≤ β log n then there exists a subgraph

H of Kn,n which has no cycle of length at most 2k and has |E(H)| ≥ n1+c/k. We randomly and

independently pick copiesH1, . . . ,Ht ofH inKn,n. LetG1 = H1 and E(Gi) = E(Hi)\
⋃i−1

j=1E(Hj)

for i ≥ 2. Then certainly the Gi are edge-disjoint and no Gi contains a cycle of length at most

2k. Furthermore, the probability that a given edge is not contained in any Hi is

(1− |E(H)|/n2)t ≤ exp
(
−|E(H)|t/n2

)
≤ exp

(
−n1+c/k⌊n/k⌋/n2

)
= exp

(
−nc/k/k(1 + o(1))

)
.

This is o(1) as long as k ≤ α log n/ log log n for some constant α > 0. Therefore the expected

value of
∣∣⋃t

i=1E(Hi)
∣∣ is (1− o(1))n2. Since

∑t
i=1 |E(Gi)| =

∣∣⋃t
i=1E(Hi)

∣∣, the result follows.

Proof of Theorem 3.1.1. First consider the case r = 3. Lemma 3.2.2 and Lemma 3.2.1 to-

gether show that if k ≤ α log n/ log log n then there is a tight-cycle-free 3-partite 3-uniform

hypergraph on 3n vertices with (1− o(1))kn2 edges. This shows f3(n) = Ω(n2 log n/ log log n), as

claimed.

For r ≥ 4, observe that fr(2n) ≥ fr−1(n)n. Indeed, if H is an (r− 1)-uniform tight-cycle-free

hypergraph on n vertices, then we can construct a tight-cycle-free r-uniform hypergraph H ′ on

2n vertices with n|E(H)| edges as follows. The vertex set of H ′ is the disjoint union of [n] and

the vertex set V (H) of H, and the edges are e ∪ {i} with e ∈ E(H) and i ∈ [n]. Then any tight

cycle in H ′ must be of the form v1v2 . . . vℓr with vi ∈ V (H) if i is not a multiple of r and vi ∈ [n]

if i is a multiple of r. But then we get a tight cycle v1v2 . . . vr−1vr+1vr+2 . . . v2r−1v2r+1 . . . vℓr−1

in H by removing each vertex from [n] from this cycle. This is a contradiction, so H ′ contains

no tight cycles. The result follows.
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Chapter 4

Saturation for k-wise intersecting

families

4.1 Introduction

Given positive integers k ≥ 2 and n, we say that a family F of subsets of [n] = {1, 2, . . . , n} is

k-wise intersecting if whenever X1, . . . , Xk ∈ F then X1 ∩ · · · ∩ Xk ̸= ∅. It is well known (and

easy to see) that any (2-wise) intersecting family over [n] has size at most 2n−1, so the largest

possible size of a k-wise intersecting family is clearly 2n−1 for all k. This is achieved, for example,

by taking F = {A ∈ P([n]) : 1 ∈ A}, where P(X) denotes the set of subsets of X.

However, the corresponding saturation problem of finding the smallest possible size of a

maximal k-wise intersecting family is more interesting for k ≥ 3. (A family F of subsets of

[n] is maximal k-wise intersecting if it is k-wise intersecting but no family F ′ over [n] strictly

containing F is k-wise intersecting. The k = 2 case is uninteresting, as any maximal 2-wise

intersecting family has size 2n−1.) This problem was briefly mentioned by Erdős and Kleitman [52]

in 1974, and recently Hendrey, Lund, Tompkins and Tran studied this problem for k = 3. They

determined the smallest possible size of a maximal 3-wise intersecting family exactly when n is

sufficiently large and even. The case n odd was later resolved by Balogh, Chen and Luo, and the

results of these two groups were published as a joint paper [14] giving a unified treatment for all

n when k = 3. For general k, the authors of [14] showed that the smallest possible size fk(n) of

a maximal k-wise intersecting family satisfies

ck · 2n/(k−1) ≤ fk(n) ≤ dk · 2n/⌈k/2⌉

(for some constants ck, dk > 0). They asked about closing the exponential gap between the lower

and upper bounds.

In this chapter we prove the following result, which shows that the lower bound gives the
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right order of magnitude.

Theorem 4.1.1. For each k ≥ 3 there exists some constant Ck such that for all n there is a

maximal k-wise intersecting family over [n] of size at most Ck · 2n/(k−1).

In the case when n ≥ 2(k−1) is a multiple of k−1, the exact value of our upper bound will be

2n/(k−1)+k−3(k− 1)− (2k−1 − 1)(k− 2). In the special case k = 3 this upper bound is 2n/2+1 − 3,

which is tight for n sufficiently large (as shown by Balogh, Chen, Hendrey, Lund, Luo, Tompkins

and Tran [14]), but for k ≥ 4 the construction has more complicated structure than for k = 3.

In fact, in [14] it was shown that for k = 3 (and n large), the unique maximal 3-wise intersecting

families of smallest possible size are given by {Ac : A ∈ (P(X) \ {X}) ∪ (P(Y ) \ {Y })} for some

partition X ∪Y of [n] into two parts which are as close in size to each other as possible. This was

proved by first obtaining a stability result stating that for any ‘small’ maximal 3-wise intersecting

family F , the family F̄ = {Ac : A ∈ F} must be ‘close’ to the union of two cubes P(X) ∪ P(Y )

(with X,Y as above).

However, the following result shows that, for k ≥ 4, directly generalising this approach cannot

work, and it is necessary to have more complicated structure.

Lemma 4.1.2. Let k ≥ 4, let X1 ∪ · · · ∪ Xk−1 be a partition of [n] with each Xi having size

n/(k − 1) + O(1), and let Q = P(X1) ∪ · · · ∪ P(Xk−1). If |F \ Q| = o(2n/(k−1)) and n is large

enough, then F̄ = {Ac : A ∈ F} cannot be maximal k-wise intersecting.

We mention that many other saturation problems have already been studied in the context

of set systems and intersection properties. For example, several authors gave bounds for the

smallest possible size m(r) of a set system which is maximal among (2-wise) intersecting families

F ⊆
(N
r

)
consisting of sets of size r – see, for example, [21, 31, 47]. A linear lower bound follows

from a result of Erdős and Lovász [55], and Dow, Drake, Füredi, and Larson [47] showed that in

fact m(r) ≥ 3r for r ≥ 4. Blokhuis [21] proved a polynomial upper bound of m(r) ≤ r5, and for

certain values of r quadratic upper bounds are also known – see, e.g., [21, 31]. Finding the order

of magnitude of m(r) is still an open problem. See the introduction and the references in [14] for

other related saturation problems.

4.2 The construction

We now prove Theorem 4.1.1 by describing a family of size O(2n/(k−1)) and showing that it is

maximal k-wise intersecting over [n]. For simplicity, we will work with complements, using the

observation that Ḡ = {Xc : X ∈ G} is k-wise intersecting if and only if no k elements of G have

union [n].

Fix some k ≥ 3 and n ≥ 2(k−1) integers. Partition [n] into k−1 sets A1, . . . , Ak−1 which are

as close in size to each other as possible, and pick ‘special’ elements ai ∈ Ai for each i. Consider
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the following families. (All indices will be understood mod k − 1, so, for example, a0 = ak−1.)

F1(i) = P(Ai) \ {Ai}

F2(i) = {X ∪ Y : X ⊆ Ai, Y ⊆ {a1, a2, . . . , ak−1} \ {ai−1, ai}, X ̸= Ai \ {ai}, X ̸= Ai}

F =
k−1⋃
i=1

(F1(i) ∪ F2(i)).

We will show that {Ac : A ∈ F} is maximal k-wise intersecting. Note that if k = 3 then

F2(i) ⊆ F1(i) for each i = 1, 2, so F is simply F1(1)∪F1(2) = (P(A1)∪P(A2)) \ {A1, A2}. This
was shown to be (up to isomorphism) the unique minimal-sized construction when k = 3 and n is

sufficiently large by Balogh, Chen, Hendrey, Lund, Luo, Tompkins and Tran [14]. Furthermore,

note that

|F| = 2n/(k−1)+k−3(k − 1)− (2k−1 − 1)(k − 2)

if k − 1 divides n. Indeed, the number of subsets of {a1, . . . , ak−1} appearing in F is 2k−1 − 1,

the number of sets which are not subsets of {a1, . . . , ak−1} but appear in some F2(i) is (k − 1) ·
(2n/(k−1) − 4) · 2k−3, and finally, the only elements of F we have not yet counted are the (k − 1)

sets Ai \ {ai} for i = 1, . . . , k − 1. Summing these contributions gives the formula above.

Claim 4.2.1. The family F contains no k elements having union [n].

Proof. Suppose we have sets Y1, . . . , Yk ∈ F satisfying Y1 ∪ · · · ∪ Yk = [n]. Then clearly at least

one of them must come from some F2(i), we may assume Y1 ∈ F2(1). If there is some j ̸= 1 and

i ̸= 1 such that Yj ∈ F2(i), then for each t we can pick bt ∈ At \{at} such that bt ̸∈ Y1∪Yj . Then
no element of F contains more than one bt, but {b1, . . . , bk−1} ⊆

⋃
ℓ̸=1,j Yℓ, giving a contradiction.

On the other hand, if there is no such pair (i, j), then {Yℓ : ℓ ̸= 1} must contain at least one

non-empty set from F1(t) (to cover At \ {at}) for t = 2, . . . , k − 2, at least two different sets

from F1(k − 1) (to cover At−1), and at least one set having an element in A1, again giving a

contradiction since these k sets must all be different.

Claim 4.2.2. For any X ∈ P([n]) \ F there exist X1, . . . , Xk−1 ∈ F such that X1 ∪X2 ∪ · · · ∪
Xk−1 ∪X = [n].

Proof. We first consider the following five cases, then check that each choice of X belongs to at

least one of these cases.

� Case 1: X ∩ Ai ̸= ∅ for all i. Then let Xi = Ai \X, so Xi ∈ F1(i) and the Xi satisfy the

conditions.

� Case 2: There is some i such that X∩Ai contains an element bi with bi ̸= ai and X∩Ai−1 ̸=
∅. We may assume that i = 1. Then letX1 = (A1\{b1})∪{a2, a3, . . . , ak−2} (soX1 ∈ F2(1)),
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let Xj = Aj \ {aj} for j = 2, . . . , k − 2 (so Xj ∈ F1(j)) and let Xk−1 = Ak−1 \ X (so

Xk−1 ∈ F1(k − 1)). These clearly satisfy the conditions.

� Case 3: There exist i, j, bi, bj such that i ̸= j, bi ∈ X ∩ (Ai \ {ai}), bj ∈ X ∩ (Aj \ {aj}).
Then let Xi = (Ai \ X) ∪ {aℓ : ℓ ̸= i, i − 1}, Xj = (Aj \ X) ∪ {aℓ : ℓ ̸= j, j − 1}, and
Xℓ = Aℓ \ {aℓ} for ℓ ̸= i, j. Then Xi ∈ F2(i), Xj ∈ F2(j), and Xℓ ∈ F1(ℓ) for ℓ ̸= i, j, so it

is easy to see that the conditions are satisfied.

� Case 4: X ⊇ (Ai \ {ai}) ∪ {aj} for some i, j with j ̸= i. Then let Xi = {at : t ̸= j} (so

Xi ∈ F2(j + 1)), and let Xℓ = Aℓ \ {aℓ} for ℓ ̸= i (so Xℓ ∈ F1(ℓ)). It is easy to see that the

conditions are satisfied.

� Case 5: X = Ai for some i. Then let Xi = {at : t ̸= i} (so Xi ∈ F2(i+1)) and Xℓ = Aℓ\{aℓ}
for ℓ ̸= i (so Xℓ ∈ F1(ℓ)). Then the conditions are again satisfied.

We now check that any X ∈ P([n]) \ F belongs to at least one of these cases. If X ⊆
{a1, . . . , ak−1} then in fact X = {a1, . . . , ak−1} and we are in Case 1. Otherwise there is some i

and some bi ∈ Ai such that bi ∈ X and bi ̸= ai. If X∩Ai−1 ̸= ∅ then we are in Case 2. Otherwise,

if X is not a subset of Ai ∪ {aℓ : ℓ ̸= i, i − 1} then we are in Case 3. Finally, if X is a subset of

Ai ∪ {aℓ : ℓ ̸= i, i− 1}, then we are in Case 4 or Case 5 since X ̸∈ F1(i) ∪ F2(i).

Proof of Theorem 4.1.1. By Claims 4.2.1 and 4.2.2, the family F̄ = {Xc : X ∈ F} is maximal

k-wise intersecting for all k ≥ 3 and n ≥ 2(k − 1). However, F1(i) and F2(i) both have size

Ok(2
n/(k−1)) for each i, so |F| = Ok(2

n/(k−1)). The result follows.

4.3 Non-existence of certain types of maximal families

Finally, we prove Lemma 4.1.2 stating that there can be no construction for k ≥ 4 which is close

to the union of k − 1 cubes.

Proof of Lemma 4.1.2. Suppose that F is as in the statement of the lemma, and F̄ is maximal

k-wise intersecting. Then at least one Xi does not appear in F , we may assume Xk−1 ̸∈ F . Let

G be the family of sets S over [n] satisfying the following conditions.

� The set S cannot be written as S1 ∪ · · · ∪ Sk−1 such that Si ∈ F for all i and S1 ∈ F \Q.

� For all S′ ∈ F \Q and i ≤ k − 2, we have S′ ∩Xi ̸= S ∩Xi.

� For all i, S ∩Xi is non-empty.

� We have Sc ∩ (X1 ∪ · · · ∪Xk−2) ̸∈ F .
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It is easy to see that each of these conditions fails for only o(2n) subsets of [n], so G is non-empty.

Pick any S ∈ G, and let T = Sc ∩ (X1 ∪ · · · ∪Xk−2). Then T ̸∈ F , so (by maximality) there are

T1, . . . , Tk−1 ∈ F such that T ∪ T1 ∪ T2 ∪ · · · ∪ Tk−1 = [n]. Furthermore, by maximality, F must

be a down-set, so we may assume that in fact T c = T1∪· · ·∪Tk−1. So S∪Xk−1 = T1∪· · ·∪Tk−1.

Write Si = Ti \ (Xk−1 \ S), then S = S1 ∪ · · · ∪ Sk−1 and Si ∈ F for all i (as F is a down-set).

So we must have S1, . . . , Sk−1 ∈ Q∩F . Since S ∩Xi is non-empty for all i, we may assume that

Si = S ∩Xi for all i. Then, for i ≤ k − 2, Ti ∩Xi = S ∩Xi, so Ti ̸∈ F \ Q. Hence Ti ∈ Q and

Ti = Si. But then Tk−1 = Xk−1, giving a contradiction.
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Chapter 5

Generalizations of the

Ruzsa–Szemerédi and rainbow Turán

problems

5.1 Introduction

The famous Ruzsa–Szemerédi or (6, 3)-problem is to determine how many edges there can be in

a 3-uniform hypergraph on n vertices if no six vertices span three or more edges. This rather

specific-sounding problem turns out to have several equivalent formulations and bounds in both

directions have had many applications. It is not difficult to prove an upper bound of O(n2): one

first observes that if two edges have two vertices in common, then neither of them can intersect

any other edges, and after removing all such pairs of edges one is left with a linear hypergraph,

for which the bound is trivial. Brown, Erdős and Sós [133] gave a construction achieving Ω(n3/2)

edges and asked whether the maximum is o(n2).

The argument sketched in the previous paragraph shows that this question is equivalent to

asking whether a graph on n vertices such that no edge is contained in more than one trian-

gle must contain o(n2) triangles. A positive answer to this question was given by Ruzsa and

Szemerédi [126], who obtained a bound of O(n2/ log∗ n) with the help of Szemerédi’s regularity

lemma. This breakthrough result has been highly influential, as it is essentially the first appear-

ance of the triangle removal lemma. Ruzsa and Szemerédi also gave a construction showing that

the number of triangles can be as large as n2e−O(
√
logn) = n2−o(1), so the exponent in their upper

bound cannot be improved.

One of the applications they gave of their upper bound was an alternative proof of Roth’s

theorem. Indeed, let A be a subset of {1, . . . , N} that contains no arithmetic progression of length

3. Define a tripartite graph G with vertex classes X = {1, 2, . . . , N}, Y = {1, 2, . . . , 2N} and

Z = {1, 2, . . . , 3N}, where if x ∈ X, y ∈ Y and z ∈ Z, then xy is an edge if and only if y−x ∈ A,
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yz is an edge if and only if z − y ∈ A and xz is an edge if and only if (z − x)/2 ∈ A. Note that

these are the edges of the triangles with vertices belonging to triples of the form (x, x+a, x+2a)

with x ∈ X and a ∈ A. If xyz is a triangle in this graph, then a = y− x, b = z − y, c = (z − x)/2

satisfy a, b, c ∈ A and a+ b = 2c, which gives us an arithmetic progression of length 3 in A unless

y − x = z − y. Thus, the only triangles are the ‘degenerate’ ones of the form (x, x + a, x + 2a),

which implies that each edge is contained in at most one triangle. Therefore, the number of

triangles is o(n2) (where n = 6N). We also have that for each a ∈ A there are N triangles of the

form (x, x+ a, x+ 2a), so |A| = o(N).

As Ruzsa and Szemerédi also observed, this argument can be turned round: it tells us that if

A has density α, then there is a graph with 6N vertices and αN2 triangles such that each edge

is contained in at most one triangle. Since Behrend [16] proved that there exists a subset A of

{1, . . . , N} of size Ne−O(
√
logN) that does not contain an arithmetic progression of length 3, this

gives the lower bound mentioned above.

Several related questions have been studied, as well as applications and generalizations of the

Ruzsa–Szemerédi problem: see, for example, [5, 8]. A natural generalization that we believe has

not been considered is the following generalized Turán problem.

Question 5.1.1. Let r and s be positive integers with 1 ≤ r < s. Let G be a graph on n

vertices such that every subgraph of G isomorphic to Kr is contained in at most one subgraph of

G isomorphic to Ks. What is the largest number of copies of Ks that G can contain?

The Ruzsa–Szemerédi problem is the case r = 2, s = 3 of Question 5.1.1, and the answer is

trivially Θ(n) if r = 1. Because of the influence of the Ruzsa–Szemerédi theorem, proving an

upper bound of o(nr) if r ≥ 2 is now standard using the graph removal lemma. Indeed, if every

Kr is in at most one Ks, then there are O(nr) = o(ns) copies of Ks, therefore, by the graph

removal lemma (see, e.g., [38]), we can delete o(n2) edges to remove all copies of Ks. But each

edge is contained in at most O(nr−2) copies of Kr and hence O(nr−2) copies of Ks, so we removed

o(nr) copies of Ks in total, as claimed.

In the case r = 2, the construction of Ruzsa and Szemerédi for the lower bound can be

generalized (for example, by using h-sum-free sets from [4]) to get a lower bound of n2e−O(
√
logn).

However, there is no obvious way of generalizing the algebraic construction for r ≥ 3. We shall

present a geometric construction instead, in order to prove the following result, which is the first

of the two main results of this chapter. The idea behind the construction is similar to a famous

construction of Bollobás and Erdős [29] (which was introduced in the context of a Ramsey–Turán

problem).

Theorem 5.1.2. For each 1 ≤ r < s and positive integer n there is a graph on n vertices with

nre−O(
√
logn) = nr−o(1) copies of Ks such that every Kr is contained in at most one Ks.

We shall also use a modification of our construction to answer a question about rainbow
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colourings. Given an edge-colouring of a graph G, we say that a subgraph H is rainbow if all

of its edges have different colours. We denote by ex∗(n,H) the maximal number of edges that

a graph on n vertices can contain if it can be properly edge-coloured (that is, no two edges of

the same colour meet at a vertex) in such a way that it contains no rainbow copy of H. The

rainbow Turán problem (i.e., the problem of estimating ex∗(n,H)) was introduced by Keevash,

Mubayi, Sudakov and Verstraëte [107], and was studied for several different families of graphs H,

such as complete bipartite graphs [107], even cycles [45, 97, 107] and paths [57, 100]. Gerbner,

Mészáros, Methuku and Palmer [72] considered the following generalized rainbow Turán problem

(analogous to the generalized Turán problem introduced by Alon and Shikhelman [6]). Given

two graphs H and F , let ex(n,H, rainbow-F ) denote the maximal number of copies of H that

a properly edge-coloured graph on n vertices can contain if it has no rainbow copy of F . Note

that ex∗(n,H) is the special case ex(n,K2, rainbow-H). The authors of [72] focused on the case

H = F and obtained several results, for example when H is a path, cycle or a tree, and also gave

some general bounds. One of their concluding questions was the following.

Question 5.1.3 (Gerbner, Mészáros, Methuku and Palmer [72]). What is the order of magnitude

of ex(n,Kr, rainbow-Kr) for r ≥ 4?

For fixed r, a straightforward double-counting argument shows that if H has r vertices, then

ex(n,H, rainbow-H) = O(nr−1). Indeed, if G is a graph with n vertices that contains no rainbow

copy of H, then every copy of H contains two edges of the same colour. But the number of such

pairs of edges is at most
(
n
2

)
n−2
2 = O(n3) (since there are at most n−2

2 edges with the same colour

as any given edge), and each such pair can be extended to at most O(nr−4) copies of H.

The authors above improved this bound to o(nr−1), and gave an example that shows that

ex(n,Kr, rainbow-Kr) = Ω(nr−2). They also asked whether there is a graph H for which the

exponent r− 1 in the upper bound is sharp. Our next result shows that H = Kr is such a graph.

Theorem 5.1.4. For each r ≥ 4 we have ex(n,Kr, rainbow-Kr) = nr−1−o(1).

Note that a triangle is always rainbow in a proper edge-colouring, so we trivially have

ex(n,Kr, rainbow-Kr) = 0 for r < 4.

In fact, our method can be used to prove the following more general result.

Theorem 5.1.5. Let r ≥ 4, let H be a graph, and let H have a proper edge-colouring with no

rainbow Kr. Suppose that for each vertex v of H there is a pv ∈ Rm, and for each colour κ in

the colouring there is a non-zero vector zκ such that for every edge vw of colour κ, zκ is a linear

combination of pv and pw with non-zero coefficients. Then ex(n,H, rainbow-Kr) ≥ nm0−o(1),

where m0 is the dimension of the subspace of Rm spanned by the points pv.

It is easy to see that Theorem 5.1.4 is a special case of Theorem 5.1.5, but Theorem 5.1.5 also

allows us to determine the behaviour of ex(n,H, rainbow-Kr) for several other natural choices of

H. We give some examples in Section 5.5.
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Theorem 5.1.5 is ‘almost equivalent’ to the following, slightly weakened, alternative version.

Theorem 5.1.5’. Let r ≥ 4, let H be a graph, and let c be a proper edge-colouring of H without

a rainbow Kr. Suppose that for each vertex v ∈ V (H) we have a vector pv ∈ Rm−1, and for

each colour κ of c the lines through the pairs pv, pw with c(vw) = κ are either all parallel, or all

go through the same point and that point is different from pv, pw unless pv = pw. Assume that

no (m− 2)-dimensional affine subspace contains all the points pv. Then ex(n,H, rainbow-Kr) ≥
nm−o(1).

It is easy to see that Theorem 5.1.5’ is equivalent to the weakened version of Theorem 5.1.5

where we make the additional assumption that each pv is non-zero. Indeed, given a configuration

of points pv as in Theorem 5.1.5 (withm = m0), we can project it from the origin to an appropriate

affine (m − 1)-dimensional subspace not going through the origin to get a configuration as in

Theorem 5.1.5’. Conversely, a configuration of points pv as in Theorem 5.1.5’ gives a configuration

as in Theorem 5.1.5 by taking the points pv × {1} ∈ Rm.

5.2 The idea of the construction, and a preliminary lemma

We now briefly describe the construction used in our proof of Theorem 5.1.2. As mentioned

before, it is similar to the construction of Bollobás and Erdős introduced in [29]. For simplicity,

we focus on the case r = 2, s = 3, i.e., the Ruzsa–Szemerédi problem.

Consider the d-dimensional sphere Sd = {x ∈ Rd+1 : ∥x∥ = 1}. (We will choose d to be about
√
log n.) Join two points of the sphere by an edge if the angle between the corresponding vectors

is between 2π/3− δ and 2π/3 + δ, where δ is some appropriately chosen small number (roughly

e−
√
logn). Then there are ‘few’ triangles containing any given edge, since if xy is an edge then

any point z such that xyz is a triangle is restricted to lie in a small neighbourhood around the

point −(x + y). However, there are ‘many’ edges, since the edge-neighbourhood of a point is a

set of points around a codimension-1 surface, which is much larger then the neighbourhood of a

single point. Choosing the parameters appropriately, we can achieve that if we pick n random

points then any two of them form an edge with probability n−o(1), and any three of them form a

triangle with probability n−1−o(1). Then any edge is expected to be in n−o(1) triangles and there

are n2−o(1) edges. After some modification, we get a graph with n2−o(1) triangles in which any

edge extends to at most one triangle.

The general construction is quite similar. We want to define the edges in such a way that

knowing the position of any r of the vertices of a Ks restricts the remaining s − r vertices to

small neighbourhoods around certain points, but knowing the position of i points with i < r

only restricts the remaining points to a neighbourhood of a codimension-i surface. For example,

when (r, s) = (3, 4), we can define our graph by joining two points if the angle between the
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corresponding vectors is close to the angle given by two vertices of a regular tetrahedron (centred

at the origin).

In fact, our construction and the construction of Ruzsa and Szemerédi based on the Behrend

set are more similar than they might at first appear, which also explains why they give similar

bounds (namely n2e−O(
√
logn) for the case r = 2, s = 3). Behrend’s construction [16] of a large set

with no arithmetic progression of length 3 starts by observing that for any positive integers k, d

there is some m such that the grid {1, . . . , k}d intersects the sphere {x ∈ Rd : ∥x∥2 = m} in a set

A consisting of at least kd/(dk2) points. This set A has no arithmetic progression of length 3. (In

Behrend’s construction, this is transformed into a subset of Z using an appropriate map, but this is

unnecessary for our purposes.) Repeating the construction from Section 5.1, we define a tripartite

graph G on vertex set X ∪ Y ∪ Z where X = {1, . . . , k}d, Y = {1, . . . , 2k}d, Z = {1, . . . , 3k}d,
and edges given by the edges of the triangles (x, x + a, x + 2a) ∈ X × Y × Z for x ∈ X, a ∈ A.

Explicitly, for x ∈ X, y ∈ Y, z ∈ Z, we join x and y if ∥x− y∥ = m1/2 (and yi ≥ xi for all i), we

join y and z if ∥z−y∥ = m1/2 (and zi ≥ yi), and we join x and z if ∥x−z∥ = 2m1/2 (and zi ≥ xi).

This gives the same phenomenon as our construction: the neighbourhood of a point x is given

by a codimension-1 condition, but the joint neighbourhood of two points is a single point, since

y must be the midpoint of x and z.

We conclude this section with the following technical fact, whose proof we include for com-

pleteness. Given unit vectors v, w, we write ∠(v, w) for the angle between v and w – that is, for

cos−1(⟨v, w⟩).

Lemma 5.2.1. There exist constants 0 < α < B such that the following holds. Let d be a positive

integer, let 0 < ρ ≤ 2 and let v ∈ Sd. Let Xρ = {w ∈ Sd : ∥v − w∥ < ρ}. Let µ denote the usual

probability measure on Sd. Then

αdρd ≤ µ(Xρ) ≤ Bdρd.

Furthermore, for any −1 < ξ < 1 there exists β > 0 such that for every positive integer d, every

point v ∈ Sd, and every 0 ≤ δ ≤ 2, the set Yξ,δ = {w ∈ Sd : |⟨v, w⟩ − ξ| < δ} has

µ(Yξ,δ) ≥ βdδ.

Proof. Using the usual spherical coordinate system, we see that for 0 ≤ φ ≤ π the set Zφ =

{w ∈ Sd : ∠(v, w) < φ} satisfies

µ(Zφ) =

∫ φ
0 sind−1 θ dθ∫ π
0 sind−1 θ dθ

. (5.1)

But we have θ ≥ sin θ ≥ 2
πθ for 0 ≤ θ ≤ π/2. Thus,

∫ t
0 sin

d−1 θ dθ is between
cd−1
1
d td and 1

d t
d

for all 0 ≤ t ≤ π/2 (for some constant 0 < c1 < 1). Using this bound for both the numerator

and the denominator in (5.1), we deduce that αd
0φ

d ≤ µ(Zφ) ≤ Bd
0φ

d for some absolute constants
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0 < α0 < B0. But if ∠(v, w) = φ and ∥v − w∥ = ρ ≤ 2, then ρ ≤ φ ≤ ρπ/2, so Zρ ⊆ Xρ ⊆ Zρπ/2.

The first claim follows.

For the second claim, let 0 < φ < π such that ξ = cosφ and let ϵ0 = min{φ/2, (π − φ)/2}.
Write Wφ,ϵ = {w ∈ Sd : φ− ϵ < ∠(v, w) < φ+ ϵ}. For 0 < ϵ < ϵ0 we have

µ(Wφ,ϵ) =

∫ φ+ϵ
φ−ϵ sind−1 θ dθ∫ π/2
0 sind−1 θ dθ

.

But also sin θ ≥ min{sin(φ − ϵ0), sin(φ + ϵ0)} = sin(ϵ0) when φ − ϵ0 ≤ θ ≤ φ + ϵ0. Writing

β0 = sin(ϵ0) > 0, it follows that whenever ϵ < ϵ0, then µ(Wφ,ϵ) ≥ 2ϵβd−1
0

π/2 . However, we have

| cos(θ)− cos(φ)| ≤ |θ − φ|, so Yξ,δ ⊇Wφ,δ. Choosing some sufficiently small β, the second claim

follows.

5.3 The generalized Ruzsa–Szemerédi problem

In this section we prove the first of our main results, Theorem 5.1.2. In the case r = 2, s = 3,

the construction is based, as we saw in Section 5.2, on the observation that if we wish to find

three vectors in Sd = {x ∈ Rd+1 : ∥x∥ = 1} in such a way that the angle between any two of

them is 120◦, and if we choose the vertices one by one, then there are d degrees of freedom for

the first vertex and d − 1 for the second, but the third is then uniquely determined. This gives

us an example of a ‘continuous graph’ with ‘many’ edges, such that each edge is in exactly one

triangle, and a suitable perturbation and discretization of this graph gives us a finite graph with

n2−o(1) triangles such that each edge belongs to at most one triangle.

To generalize this to arbitrary (r, s) we need to find a configuration of s unit vectors (where

by ‘configuration’ we mean an s × s symmetric matrix that specifies the angles, or equivalently

inner products, between the unit vectors) with the property that if we choose the points of the

configuration one by one, then for i ≤ r the ith point can be chosen with d + 1 − i degrees of

freedom, but from the (r + 1)st point onwards all points are uniquely determined. It turns out

that all we have to do is choose an arbitrary collection of s points p1, . . . , ps in general position

from the sphere Sr−1 and take the angles ∠(pi, pj). To see that this works, suppose we wish to

choose x1, . . . , xs ∈ Sd one by one in such a way that ⟨xi, xj⟩ = ⟨pi, pj⟩ for every i, j. Suppose

that we have chosen x1, . . . , xr and let V be the r-dimensional subspace that they generate. Let

ur+1 be the orthogonal projection of xr+1 to V . Then ⟨ur+1, xi⟩ = ⟨xr+1, xi⟩ for each i ≤ r, and

ur+1 ∈ V , so ur+1 is uniquely determined. Furthermore, since the angles ⟨pi, pj⟩ are equal to

the angles ⟨xi, xj⟩ when i, j ≤ r and to the angles ⟨xi, ur+1⟩ when i ≤ r, j = r + 1, and pr+1

is a unit vector, it must be that ur+1 is a unit vector, which implies that xr+1 = ur+1. Since

this argument made no use of the ordering of the vectors, it follows that any r vectors in a

configuration determine the rest, as claimed.
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We shall now use this observation as a guide for constructing a finite graph with many copies

of Ks such that each Kr is contained in at most one Ks.

As above, pick s ‘reference’ points p1, . . . , ps in general position on the sphere Sr−1. Since for

any set B ⊆ {1, . . . , s} of size r the points pb (b ∈ B) form a basis of Rr, we may write, for any a,

pa =
∑
b∈B

λB,a,bpb

for some real constants λB,a,b.

For any c > 0 and positive integers N, d we define an s-partite random graph GN,d,c as follows.

(The graph will also depend on r, s, p1, . . . , ps, but for readability we drop these dependencies from

the notation.) Consider the usual probability measure on the d-sphere Sd. Pick, independently

and uniformly at random, sN points xa,i (1 ≤ a ≤ s, 1 ≤ i ≤ N) on Sd: these points form the

vertex set. Join two points xa,i and xb,j by an edge if a ̸= b and |⟨xa,i, xb,j⟩ − ⟨pa, pb⟩| < c. Write

Va = {xa,i : 1 ≤ i ≤ N} so that GN,d,c is s-partite with classes V1, . . . , Vs.

We also define a graph G′
N,d,c as follows. Let M0 be the maximum among all values of |λB,a,b|

and λ2B,a,b, and letM = 2(r+1)
√
M0. Then G

′
N,d,c is obtained from GN,d,c by deleting all vertices

xa,i for which there is another vertex xa,j (i ̸= j) such that ∥xa,i − xa,j∥ < M
√
c.

This graph is designed to be finite and to have the property that any copy of Ks must be

close to a configuration with angles determined by the points p1, . . . , ps. The vertex deletions are

there to ensure that the vertices are reasonably well separated. This will imply that no Kr is

contained in more than one Ks, since once r vertices of a Ks are chosen, the remaining vertices

are constrained to lie in small neighbourhoods.

Lemma 5.3.1. The graph G′
N,d,c has the property that any of its subgraphs isomorphic to Kr is

contained in at most one subgraph isomorphic to Ks (for any choices of r, s, p1, . . . , ps, N, d, c).

Proof. Let xa1,i1 , . . . , xar,ir be points that form a Kr. Then necessarily all at are distinct.

Suppose that we have two extensions H1, H2 of this Kr to a Ks. Then both H1 and H2 intersect

each class Va in exactly one point. We now show that for each a this point must be the same for

H1 and H2, which will imply the lemma.

Suppose that H1 intersects Va in point x. Write B = {a1, . . . , ar} and write xat for xat,it
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(t = 1, . . . , r). Then∥∥∥∥∥x−
r∑

t=1

λB,a,atxat

∥∥∥∥∥
2

=

〈
x−

r∑
t=1

λB,a,atxat , x−
r∑

t=1

λB,a,atxat

〉

= ⟨x, x⟩ − 2

r∑
t=1

λB,a,at ⟨x, xat⟩+
r∑

t,t′=1

λB,a,atλB,a,at′ ⟨xat , xat′ ⟩

≤ 1− 2

r∑
t=1

λB,a,at⟨pa, pat⟩+ 2c

r∑
t=1

|λB,a,at |

+
r∑

t,t′=1

λB,a,atλB,a,at′ ⟨pat , pat′ ⟩+ c
r∑

t,t′=1

|λB,a,atλB,a,at′ |

≤

〈
pa −

r∑
t=1

λB,a,atpat , pa −
r∑

t=1

λB,a,atpat

〉
+ 2rcM0 + r2cM0

= (r2 + 2r)cM0.

It follows that ∥x−
∑r

t=1 λB,a,atxat∥ < (r + 1)
√
M0c. Similarly, if H2 intersects Va in point y

then ∥y −
∑r

t=1 λB,a,atxat∥ < (r + 1)
√
M0c. Hence ∥x − y∥ < 2(r + 1)

√
M0c = M

√
c. By the

definition of G′
N,d,c, we must have x = y.

To prove Theorem 5.1.2, it suffices to show that the expected number of copies of Ks in G
′
N,d,c

is at least N re−O(
√
logN) for suitable choices of d and c. For this purpose we shall use the following

technical lemma. For later convenience (in Section 5.4), we state it in a slightly more general

form than required here, to allow the possibility that r = s and the possibility that p1, . . . , ps are

not in general position (but still span Rr).

Lemma 5.3.2. Let 1 ≤ r ≤ s be positive integers and let p1, . . . , ps be points on Sr−1 such that

p1, . . . , pr form a basis of Rr. Then there exist constants α > 0 and h such that for any d ≥ r and

0 < c < 1 the probability that a set {xa : 1 ≤ a ≤ s} of random unit vectors (chosen independently

and uniformly) on Sd satisfies |⟨xa, xb⟩ − ⟨pa, pb⟩| < c for all a, b is at least αdcd(s−r)/2+h.

We may think of the conclusion of Lemma 5.3.2 as follows. The dominant (smallest) factor

in the probability above is the factor cd(s−r)/2. The probability should be close to this because if

we imagine placing the s points one by one and we have already picked x1, . . . , xi joined to each

other, then

� if i < r, then xi+1 is restricted to a neighbourhood of a codimension-i surface, so with

reasonably large probability (comparable to ci) it is connected to all previous vertices;

� if i ≥ r, then the linear dependencies between the points restrict xi+1 to be in a ball of

radius about c1/2 around a certain point, which has measure about cd/2 (which is much

smaller than cr).
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The proof of Lemma 5.3.2 is given in an appendix at the end of this chapter.

Proof of Theorem 5.1.2. By Lemma 5.2.1, there are constants c0, B,C such that if c < c0

then the probability that a given vertex xa,i is removed from GN,d,c when forming G′
N,d,c is at

most NBd(M
√
c)d ≤ NCdcd/2. Here B > 0 is an absolute constant and the constants C, c0 > 0

depend on r, s, p1, . . . , ps only. Moreover, the event ‘xa,i is removed’ is independent of any event of

the form ‘x1,i1 , . . . , xs,is form a Ks in GN,d,c’. Using Lemma 5.3.2, we deduce that the probability

that x1,ii , . . . , xs,is is contained in G′
N,d,c and forms a Ks is at least (1− sNCdcd/2)αdcd(s−r)/2+h

(where α, h depend on r, s, p1, . . . , ps only). So the expected number of copies of Ks in G′
N,d,c is

at least

N s(1− sNCdcd/2)αdcd(s−r)/2+h.

If c = (2sNCd)−2/d, then this is at least

1

2
N sαd 1

(2sCd)s−r
N r−s(2sNCd)−2h/d ≥ ηdN r−2h/d = N re−Ed−(2h/d) logN (5.2)

for some constants η > 0 and E not depending on N, d.

Choosing d = ⌊
√
logN⌋, this is N re−O(

√
logN), and c < c0 when N is sufficiently large. The

result follows, as G′
N,d,c has at most Ns vertices.

Note that our proof in fact also gives the correct (and trivial) lower bound Θ(n) in the case

r = 1, since if r = 1 then h = 0 so we may choose d to be a constant and get Θ(N) in (5.2).

5.4 Generalized rainbow Turán numbers for complete graphs

We now turn to the proofs of our results about generalized rainbow Turán numbers (Theorems

5.1.4 and 5.1.5). First we recall a general result of Gerbner, Mészáros, Methuku and Palmer [72],

which can be proved using the graph removal lemma.

Proposition 5.4.1 (Gerbner, Mészáros, Methuku and Palmer [72]). For any graph H on r

vertices, we have ex(n,H, rainbow-H) = o(nr−1).

In particular, we know that ex(n,Kr, rainbow-Kr) = o(nr−1). We would like to match this

with a lower bound of the form nr−1−o(1).

Before we prove such a bound, let us briefly discuss the ideas that underlie the proof. It

is easy to show that a lower bound ex(n,K4, rainbow-K4) ≥ n3−o(1) would imply that we have

ex(n,Kr, rainbow-Kr) ≥ nr−1−o(1) for all r ≥ 4, so it suffices to consider the case r = 4. However,

when r = 4 and G is a properly edge-coloured graph with no rainbow K4, then every triangle

of G is contained in at most three copies of K4. (Indeed, if the vertices of the K3 are x, y, z,

then the only way that adding a further vertex w can lead to a non-rainbow K4 is if wx has the
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same colour as yz, wy has the same colour as xz or wz has the same colour as xy. But since the

edge-colouring is proper, we cannot find more than one w such that the same one of these three

events occurs.) So it is natural to expect that our construction for Theorem 5.1.2 is relevant here.

To see how a similar construction gives the desired result, it is helpful, as earlier, to look at a

simpler continuous example that serves as a guide to the construction. Consider the graph where

the vertex set is Sd and two unit vectors v, w are joined if and only if ⟨v, w⟩ = −1/3 (the angle

between vectors that go through the origin and two distinct vertices of a regular tetrahedron).

Then any K4 in this graph must be given by the vertices of a regular tetrahedron. We colour an

edge by the line that joins the origin to the midpoint of that edge. This is a proper colouring with

the property that opposite edges have the same colour, so each K4 is 3-coloured in this colouring.

The construction we are about to describe is a suitable perturbation and discretization of this

one.

For the discretized graph, we will again have ‘near-regular’ tetrahedra forming K4s. To ensure

that each copy of K4 is still rainbow, we shall have to modify the colouring slightly. We shall

take only certain ‘allowed lines’ as colours, and we shall colour an edge by the allowed line that

is closest to the line through the midpoint (if that line is not very far – otherwise we delete the

edge). We need to choose the allowed lines in such a way that no two allowed lines are close (so

that near-regular tetrahedra are still 3-coloured), but a large proportion of lines are close to an

allowed line (so that not too many edges are deleted). This can be achieved using the following

lemma.

Lemma 5.4.2. There exists δ > 0 with the following property. For any positive integer d and

any 0 < c1 < 1, we can choose L ≥ (δ/c1)
d points q1, . . . , qL on Sd such that ∥qi − ϵqj∥ ≥ 3c1 for

any i ̸= j and any ϵ ∈ {1,−1}.

Proof. Take a maximal set of points satisfying the condition above. Then the balls of radius 3c1

around the points ±q1, . . . ,±qL cover the entire sphere. But any such ball covers a proportion

of surface area at most (Bc1)
d for some constant B (by Lemma 5.2.1). Therefore 2L(Bc1)

d ≥ 1,

which gives the result.

One can prove Theorem 5.1.4 using the method described above. However, the proof naturally

yields the more general Theorem 5.1.5 (which is restated below), so that is what we shall do.

Essentially, we can prove a lower bound of nm−o(1) for a graph H whenever we can draw H in

Rm in such a way that for each colour there is a line through the origin meeting (the line of) each

edge of that colour, and the vertices of the graph span Rm.

Theorem 5.1.5. Let r ≥ 4, let H be a graph, and let H have a proper edge-colouring with no

rainbow Kr. Suppose that for each vertex v of H there is a pv ∈ Rm, and for each colour κ in

the colouring there is a non-zero vector zκ such that for every edge vw of colour κ, zκ is a linear
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combination of pv and pw with non-zero coefficients. Then ex(n,H, rainbow-Kr) ≥ nm0−o(1),

where m0 is the dimension of the subspace of Rm spanned by the points pv.

Proof. Passing to a subspace, we may assume that m = m0 and {pv : v ∈ V (H)} spans Rm.

Furthermore, by rescaling we may assume that each zκ and each non-zero pv has unit length.

Write V0 = {v ∈ V (H) : pv = 0} and V1 = {v ∈ V (H) : pv ̸= 0}. For each c > 0 and any two

positive integers N, d, we define a (random) graph FN,d,c as follows. The vertex set of FN,d,c has

|H| vertex classes labelled by the vertices of H. If v ∈ V0 then there is a single point xv,1 = 0

in the class labelled by v. If v ∈ V1, then we pick (uniformly and independently at random) N

points xv,1, . . . , xv,N on Sd: these will be the vertices in the class labelled by v. We join two

vertices xv,a and xw,b by an edge if and only if vw ∈ E(H) and |⟨xv,a, xw,b⟩ − ⟨pv, pw⟩| < c.

By assumption, we know that for each edge vw of colour κ there exist λκ,v, λκ,w non-zero real

coefficients such that zκ = λκ,vpv + λκ,wpw. Let λ be the minimum and M0 the maximum over

all values of |λκ,v|. Write c1 = (12M2
0 c)

1/2. Form a new graph F ′
N,d,c out of FN,d,c by removing

any vertex xv,i for which there is another vertex xv,j (with j ̸= i) such that ∥xv,i − xv,j∥ ≤ 2
λc1.

(The exact values of the constants are not particularly important – they were chosen so that the

graph described below will be properly coloured with no rainbow Kr. That is, we could replace

12M2
0 and 2/λ by other sufficiently large constants.)

Let q1, . . . , qL be points on Sd with L ≥ (δ/c1)
d such that ∥qi − qj∥ ≥ 3c1 for all i ̸= j. Here

δ is some positive (absolute) constant, and the existence of such a set follows from Lemma 5.4.2.

Also, pick independently and uniformly at random a rotation Rκ ∈ SO(d + 1) for each colour

κ used in the edge-colouring of H. The probability measure we use on SO(d + 1) is the usual

(Haar) measure, so for any q ∈ Sd the points Rκq are independently and uniformly distributed

on Sd. We think of the points Rκqℓ (ℓ = 1, . . . , L) as the allowed colours for the edges xv,ixw,j

when vw ∈ E(H) has colour κ (and we take different rotations for different colours to have

independence).

We form an edge-coloured graph F ′′
N,d,c from F ′

N,d,c as follows. For any edge xv,ixw,j of F
′
N,d,c,

we perform the following modification. Let κ be the colour of vw in E(H), and let λκ,v, λκ,w ̸= 0

be as before, so that zκ = λκ,vpv + λκ,wpw.

� If there is some ℓ with ∥λκ,vxv,i + λκ,wxw,j − Rκqℓ∥ < c1, then we colour the edge xv,ixw,j

with colour (κ, ℓ). Note that such an ℓ must be unique since ∥Rκqℓ −Rκqℓ′∥ ≥ 3c1 if ℓ′ ̸= ℓ.

� Otherwise we delete the edge xv,ixw,j .

Claim 1. The edge-colouring of F ′′
N,d,c is proper.

Proof. Suppose that xv,ixw,j and xv,ixw′,j′ are both edges with colour (κ, ℓ). Then vw and
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vw′ both have colour κ in E(H), thus w = w′. Also,

∥xw,j′ − xw,j∥ ≤ 1

|λκ,w|
(
∥λκ,vxv,i + λκ,wxw,j′ −Rκqℓ∥+ ∥λκ,vxv,i + λκ,wxw,j −Rκqℓ∥

)
≤ 1

|λκ,w|
2c1

≤ 2

λ
c1.

But then j = j′ by the definition of F ′
N,d,c. So the edge-colouring of F ′′

N,d,c is indeed proper.

Claim 2. There is no rainbow copy of Kr in F ′′
N,d,c.

Proof. Suppose that the vertices xv1,i1 , . . . , xvr,ir form a Kr in F
′′
N,d,c. Then v1, . . . , vr form a

Kr in H. This Kr is not rainbow (by assumption). By symmetry, we may assume that the edges

v1v2 and v3v4 both have colour κ. Write xa for xva,ia and λa for λκ,va for a = 1, 2, 3, 4. Then we

have (recalling that M0 = maxκ′,v |λκ′,v|)

∥λ1x1 + λ2x2 − λ3x3 − λ4x4∥2

= ⟨λ1x1 + λ2x2 − λ3x3 − λ4x4, λ1x1 + λ2x2 − λ3x3 − λ4x4⟩

=
4∑

a=1

λ2a∥xa∥2 + 2λ1λ2⟨x1, x2⟩ − 2λ1λ3⟨x1, x3⟩ − 2λ1λ4⟨x1, x4⟩

− 2λ2λ3⟨x2, x3⟩ − 2λ2λ4⟨x2, x4⟩+ 2λ3λ4⟨x3, x4⟩

≤
4∑

a=1

λ2a∥pva∥2 + 2λ1λ2⟨pv1 , pv2⟩ − 2λ1λ3⟨pv1 , pv3⟩ − 2λ1λ4⟨pv1 , pv4⟩

− 2λ2λ3⟨pv2 , pv3⟩ − 2λ2λ4⟨pv2 , pv4⟩+ 2λ3λ4⟨pv3 , pv4⟩+ 12M2
0 c

= ⟨λ1pv1 + λ2pv2 − λ3pv3 − λ4pv4 , λ1pv1 + λ2pv2 − λ3pv3 − λ4pv4⟩+ 12M2
0 c

= 12M2
0 c.

Since c1 = (12M2
0 c)

1/2, we get that ∥λ1x1 +λ2x2 −λ3x3 −λ4x4∥ ≤ c1. But if x1x2 has colour

(κ, ℓ) and x3x4 has colour (κ, ℓ′), then

∥qℓ − qℓ′∥ ≤ ∥λ1x1 + λ2x2 −Rκqℓ∥+ ∥λ3x3 + λ4x4 −Rκqℓ′∥+ ∥λ1x1 + λ2x2 − λ3x3 − λ4x4∥ < 3c1.

It follows that ℓ = ℓ′ and hence the Kr with vertices xv1,i1 , . . . , xvr,ir is not rainbow.

Claim 3. The expected number of copies of H in F ′′
N,d,c is at least Nm−o(1) if d and c are

chosen appropriately.

Proof. Pick arbitrary vertices xv,iv in the classes (with iv = 1 if v ∈ V0 and 1 ≤ iv ≤ N

otherwise). We consider the probability that they form a copy of H in F ′′
N,d,c. Write xv for xv,iv .
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Let ϵ > 0 be a small constant to be specified later. By Lemma 5.3.2, we have

P[|⟨xv, xw⟩ − ⟨pv, pw⟩| < ϵc for all v, w ∈ V (H)] ≥ αd(ϵc)d(|V1|−m)/2+h (5.3)

for some constants α > 0 and h.

Let v ∈ V1. By Lemma 5.2.1, the probability that xv is removed when we form F ′
N,d,c is at

most NBd
1c

d/2, for some constant B1 > 0 that does not depend on N, d, c. By independence, if

NBd
1c

d/2 < 1 then

P[none of the xv are removed when we form F ′
N,d,c] ≥ (1−NBd

1c
d/2)|V1|. (5.4)

Finally, for each colour κ in the colouring of E(H), pick an edge vκwκ of that colour in H. Write

yκ = λκ,vκxvκ +λκ,wκxwκ and y′κ = yκ
∥yκ∥ . Note that ∥yκ∥ ≠ 0 with probability 1, since all λκ,v are

non-zero and at least one of pvκ and pwκ is non-zero. For each κ, if ϵ is sufficiently small then by

Lemma 5.2.1 we have

P[there is some ℓκ such that ∥y′κ −Rκqℓκ∥ < ϵc1/2] ≥ Lηd(ϵc1/2)d ≥ ηd1ϵ
d (5.5)

for some constants η, η1 > 0.

Observe that the events in (5.3), (5.4) and (5.5) (for all κ) are independent. It follows that

P[the events in (5.3), (5.4), and, for all κ, (5.5) hold] ≥ γdϵ c
d(|V1|−m)/2+h(1−NBd

1c
d/2)|V1| (5.6)

where γϵ is some constant depending on ϵ (but not on N, d, c). We show that these events together

imply that the xv form a copy of H, if ϵ is sufficiently small. The only property that we need to

check is that no edge is removed when F ′′
N,d,c is formed out of F ′

N,d,c. Consider then an edge uu′ of

H. Let κ be its colour and write v = vκ, w = wκ, y = yκ, y
′ = y′κ, λv = λκ,v, λw = λκ,w, λu = λκ,u,

and λu′ = λκ,u′ . We have

⟨y, y⟩ = ⟨λvxv + λwxw, λvxv + λwxw⟩

= ⟨λvpv + λwpw, λvpv + λwpw⟩+O(ϵc)

= ⟨zκ, zκ⟩+O(ϵc)

= 1 +O(ϵc).

So

∥y − y′∥ = |∥y∥ − 1| = O(ϵc).
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Furthermore, if we write y′′ = λuxu + λu′xu′ , then

⟨y − y′′, y − y′′⟩ = ⟨λvxv + λwxw − λuxu − λu′xu′ , λvxv + λwxw − λuxu − λu′xu′⟩

= ⟨λvpv + λwpw − λupu − λu′pu′ , λvpv + λwpw − λupu − λu′pu′⟩+O(ϵc)

= ⟨zκ − zκ, zκ − zκ⟩+O(ϵc)

= O(ϵc).

It follows that

∥y′′ −Rκqℓκ∥ ≤ ∥y′′ − y∥+ ∥y − y′∥+ ∥y′ −Rκqℓκ∥

≤ O((ϵc)1/2) +O(ϵc) + ϵc1/2.

This is indeed less than c1 = (12M2
0 c)

1/2 if ϵ is sufficiently small.

Choosing ϵ appropriately, (5.6) gives that the expected number of copies of H in F ′′
N,d,c is at

least

N |V1|γdc(|V1|−m)d/2+h(1−NBd
1c

d/2)|V1|

for some constant γ. Letting c =
(

1
2NBd

1

)2/d
and d = ⌊

√
logN⌋, we get that the expected number

of copies of H in F ′′
N,d,c is at least N

m−o(1), which proves the claim.

The theorem follows from Claims 1, 2 and 3.

Deduction of Theorem 5.1.4 from Theorem 5.1.5. Given a complete graph Kr on vertex

set {1, . . . , r}, we can properly edge-colour it by giving the edges 12 and 34 the same colour κ, and

giving arbitrary different colours to the remaining edges. Pick r − 1 linearly independent points

p2, p3, . . . , pr in Rr−1, and let p1 = p2 + p3 + p4. Let zκ = p3 + p4 = p1 − p2 and let zκ′ = pi + pj

when ij is an edge of colour κ′ ̸= κ. Theorem 5.1.5 gives that ex(n,Kr, rainbow-Kr) ≥ nr−1−o(1),

and we have a matching upper bound by Proposition 5.4.1.

5.5 Some applications of Theorem 5.1.5

We have already seen that Theorem 5.1.5 can be used to answer the question of Gerbner, Mészáros,

Methuku and Palmer about the order of magnitude of ex(n,Kr, rainbow-Kr). In this section we

give some other examples of applications of the theorem.

To show that our lower bounds are sharp, we shall use a simple proposition to give matching

upper bounds. This will require the following definition. Given a graph H and a proper edge-

colouring c of H, we say that a subset V0 ⊆ V (H) is a c-spanning set if there is an ordering

v1, . . . , vk of the vertices in V (H)\V0 such that for all i there are some u, u′, w ∈ V0∪{v1, . . . , vi−1}
such that uu′ ∈ E(H), viw ∈ E(H) and c(uu′) = c(viw). In other words, we can add the
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remaining vertices to V0 one by one in such a way that new vertices are joined to some vertex in

the set by a colour already used.

Proposition 5.5.1. Let H and F be graphs and let r be a positive integer. Assume that for every

proper edge-colouring c of H that does not contain a rainbow copy of F there is a c-spanning set

of size at most r. Then ex(n,H, rainbow-F ) = O(nr). If we also have r < |V (H)|, and if for

every such c and every edge e of H there is a c-spanning set of size at most r containing e, then

ex(n,H, rainbow-F ) = o(nr).

Proof. Let G be a graph on n vertices and let κ be a proper edge-colouring of G without a

rainbow copy of F . Let G contain M copies of H. Then we can partition the vertices into classes

Xv for v ∈ V (H) in such a way that there are Ω(M) choices of x = (xv)v∈V (H) such that xv ∈ Xv

and v 7→ xv is a graph homomorphism from H. (To see this, place each vertex independently,

uniformly at random into one of the classes. If {xv : v ∈ V (H)} is an isomorphic copy of H in

G (such that v 7→ xv is the corresponding isomorphism), then we have P[xv ∈ Xv for all v] =

1/|V (H)||V (H)|, so the expected number of such tuples x is M/|V (H)||V (H)| = Ω(M).)

For each x as above pick an isomorphic proper edge-colouring cx : E(H) → {1, . . . , |E(H)|},
that is, cx(vw) = cx(v

′w′) if and only if κ(xvxw) = κ(xv′xw′) for all edges vw, v′w′ ofH. Note that

cx cannot contain a rainbow copy of F . Then there is a colouring c : E(H) → {1, . . . , |E(H)|}
that appears for Ω(M) choices of x. Let V0 be a c-spanning set of size at most r.

Note that any x with cx = c is determined by (xv)v∈V0 , since the edge-colouring is proper.

But there are O(nr) choices for (xv)v∈V0 , hence M = O(nr).

Now assume that r < |V (H)| and that for every proper edge-colouring c′ of H without a

rainbow F and every edge e of H there is a c′-spanning set of size at most r that contains e. By

the graph removal lemma (see, e.g., [38]) and the first part of our proposition, we can remove

o(n2) edges from G so that the new graph G′ contains no copy of H. So it suffices to show that

each edge appeared in at most O(nr−2) tuples x with cx = c. Given an edge e = yvyw with

yv ∈ Xv, yw ∈ Xw, vw ∈ E(H) we can pick in H a c-spanning set V0,e of size at most r containing

vw. Then any x with cx = c and xv = yv, xw = yw is determined by (xu)u∈V0\{v,w}, which gives

the result.

Now we give some sample applications of Theorem 5.1.5 and Proposition 5.5.1. We shall give

two illustrations, but it is quite easy to generate additional examples.

5.5.1 Complete graphs

Perhaps the most natural extension of Question 5.1.3 is to determine the behaviour of the function

ex(n,Kr, rainbow-Ks). Note that trivially ex(n,Kr, rainbow-Ks) = Θ(nr) when s > r (by taking

a complete r-partite graph), and we have seen that ex(n,Ks, rainbow-Ks) = ns−1−o(1) (when

s ≥ 4). We also have ex(n,Kr, rainbow-Ks) = 0 whenever r ≥ rs for some integer rs depending
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on s. Indeed, if we have a Kr with no rainbow copy of Ks, and the largest rainbow subgraph has

order t ≤ s, then any of the remaining (r− t) vertices must be joined to this Kt by one of the
(
t
2

)
colours appearing in the Kt. But each such colour appears at most once at each vertex, giving

r = O(s3). In fact, Alon, Lefmann and Rödl [7] showed that rs = Θ(s3/ log s).

However, the question is non-trivial for s < r < rs. First note that ex(n,Kr, rainbow-Ks) =

o(ns−1) whenever r ≥ s by Proposition 5.5.1 (since any maximal rainbow subgraph is a c-spanning

set). The simplest case for the lower bound is (r, s) = (5, 4). In this case Theorem 5.1.5 gives

a matching lower bound n3−o(1). Indeed, take an arbitrary proper edge-colouring of K5 with

no rainbow K4, and take points p1, . . . , p5 in general position in R3. The existence of appro-

priate values of zκ follows from the fact that any four of the pi are linearly dependent (but

any three are independent), and each colour is used at most twice. It is easy to deduce that

ex(n,Ks+1, rainbow-Ks) = ns−1−o(1) for all s ≥ 4.

When s = 4 then rs = 7, leaving the case (r, s) = (6, 4). Unfortunately, in this case Theo-

rem 5.1.5 does not give a lower bound of n3−o(1). (To see this, observe that to get such a bound

the corresponding points pv would all have to be non-zero. Then we can use the alternative for-

mulation Theorem 5.1.5’ to see that we would have to be able to draw a properly edge-coloured

K6 in the plane such that there is no rainbow K4 and lines of edges of the same colour are either

all parallel or go through the same point. Applying an appropriate projection and affine trans-

formation, we may assume that we have two colour classes where the edges are all parallel, and

these two parallel directions are perpendicular. This leaves essentially two cases to be checked,

and neither of them yields an appropriate configuration.)

However, we can still deduce a lower bound of ex(n,K6, rainbow-K4) ≥ n12/5−o(1), as sketched

below. We can take 6 points p0 = 0 and pa = e2πia/5 (for a = 1, . . . , 5), that is, the vertices of

a regular pentagon together with its centre. We define a colouring c as follows. Give parallel

lines between vertices of the pentagon the same colour, and also give the same colour to the

edge incident at the centre which is perpendicular to these lines (see Figure 5.1). This gives a

proper edge-colouring of K6 and corresponding points in 2 dimensions for which the conditions

of Theorem 5.1.5 are satisfied, giving a lower bound of n2−o(1). (The point zκ is chosen to be pa

when p0pa has colour κ.) This can be improved to n12/5−o(1) by a product argument as follows.

Looking at the construction, we see that our graph G is 6-partite with classes V0, . . . , V5, at most

n vertices, and a proper edge-colouring κ such that the following hold.

� There are (at least) n2−o(1) copies of K6 in G.

� The class |V0| has size 1.

� There is a 5-colouring c of the edges of K6 (on vertex set {0, . . . , 5}) with no rainbow K4

such that whenever vi1 , vi2 , vi3 , vi4 form a K4 in G with vij ∈ Vij , then ij 7→ vij gives

an isomorphism of colourings between the restrictions of c and κ to the appropriate four-

vertex graphs (i.e., κ(vijviℓ) = κ(vij′viℓ′ ) if and only if c(ijij′) = c(ij′iℓ′)). Moreover, this
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5-colouring c has the property that for all i, j ∈ {1, . . . , 6} there is a permutation of the

vertices {0, . . . , 5} which is an automorphism of colourings and maps i to j. (Indeed, we

can take rotations of the pentagon when i, j ̸= 0, and we can take the permutation (01)(34)

when i = 0, j = 1.)

We construct a new graph as follows. For each i ∈ {0, . . . , 5}, pick a permutation πi of

{0, . . . , 5} which gives a colouring automorphism of c and sends i to 0. Define a 6-partite graph Gi

obtained from G by permuting the vertex classes: Gi has classes V
i
0 , . . . , V

i
5 given by V i

a = Vπi(a)

and same edge set as G. Let G′ be the product of these 6-partite graphs, that is, it is 6-

partite with vertex classes Wa = V 0
a × V 1

a × · · · × V 5
a , and two vertices (v0, . . . , v5) ∈ Wa and

(w0, . . . , w5) ∈ Wb are joined by an edge if viwi ∈ E(G) for all i. Moreover, colour such an edge

by colour (κ(v0w0), . . . , κ(v5w5)). It is easy to check that the colouring is proper, G′ contains no

rainbow K4, G
′ has at most n5 vertices in each class, and G′ contains at least n12−o(1) copies of

K6, giving the bound stated.

Figure 5.1: The colouring and points used for (r, s) = (6, 4) to get a lower bound.

This leaves some open questions about ex(n,Kr, rainbow-Ks). It would be interesting to

determine its order of magnitude for (r, s) = (6, 4), or the magnitude for other pairs with s <

r < rs.

5.5.2 King’s graphs

Given positive integers k, ℓ ≥ 2, write Hk,ℓ for the graph with vertex set {1, . . . , k} × {1, . . . , ℓ}
where (a, b) and (a′, b′) are joined by an edge if and only if they are distinct and |a−a′|, |b−b′| ≤ 1.

In other words, Hk,ℓ is the strong product of a path with k points and a path with ℓ points, some-

times called the k×ℓ king’s graph. We can use our results to show that ex(n,Hk,ℓ, rainbow-K4) =

nk+ℓ−1−o(1).

First consider the upper bound. It is easy to see that any sequence of vertices p1, . . . , pk+ℓ−1
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is a c-spanning set (for all proper edge-colourings c of Hk,ℓ without a rainbow K4) if either of the

following statements holds.

1. We have p1 = (1, 1), pk+ℓ−1 = (k, ℓ) and pi+1 − pi ∈ {(0, 1), (1, 0)} for all i.

2. We have p1 = (1, ℓ), pk+ℓ−1 = (k, 1) and pi+1 − pi ∈ {(0, 1), (−1, 0)} for all i.

(Indeed, this follows from the fact that we can add the other vertices one by one, creating

a new copy of K4 in our set in each step.) Since any edge is contained in such a sequence,

Proposition 5.5.1 gives ex(n,Hk,ℓ, rainbow-K4) = o(nk+ℓ−1).

For the lower bound, consider an edge-colouring c of Hk,ℓ with c((a, b)(a + 1, b)) = a, where

the other edges are given arbitrary distinct colours. This gives a proper edge-colouring of Hk,ℓ

with no rainbow K4. For each vertex (a, b) of H, define pa,b ∈ Rk+ℓ to be the vector with ith

coordinate

(pa,b)i =


0 if i ̸= a, k + b

1 if i = a

(−1)a if i = k + b

For each 1 ≤ a ≤ k − 1 we let za ∈ Rk+ℓ be the vector with all entries zero except the ath and

(a + 1)th coordinates which are 1, and for each other colour κ used in the colouring of Hk,ℓ we

take zκ = pv + pw, where vw is the unique edge of colour κ. Then we have pa,b + pa+1,b = za,

so the conditions of Theorem 5.1.5 are satisfied. The dimension of the subspace of Rk+ℓ spanned

by the vectors pa,b is at least k + ℓ − 1, since p1,ℓ, p1,ℓ−1, . . . , p1,1, p2,1, p3,1, . . . , pk,1 are linearly

independent. We get the required lower bound nk+ℓ−1−o(1).

5.6 Appendix

In this appendix, we prove Lemma 5.3.2, which is recalled below.

Lemma 5.3.2. Let 1 ≤ r ≤ s be positive integers and let p1, . . . , ps be points on Sr−1 such that

p1, . . . , pr form a basis of Rr. Then there exist constants α > 0 and h such that for any d ≥ r and

0 < c < 1 the probability that a set {xa : 1 ≤ a ≤ s} of random unit vectors (chosen independently

and uniformly) on Sd satisfies |⟨xa, xb⟩ − ⟨pa, pb⟩| < c for all a, b is at least αdcd(s−r)/2+h.

Lemma 5.6.1. Let r be a positive integer. Let p1, . . . , pr+1 be points on Sr−1 such that p1, . . . , pr

are linearly independent. Then there exist real numbers δ > 0, α0 > 0 and h0 such that whenever

d ≥ r is a positive integer, 0 < c < 1, and x1, . . . , xr are points on Sd with |⟨xi, xj⟩−⟨pi, pj⟩| < δc

for all 1 ≤ i, j ≤ r, then the probability that a random point xr+1 on Sd satisfies |⟨xi, xr+1⟩ −
⟨pi, pr+1⟩| < c for all i ≤ r is at least αd

0c
d/2+h0.

Proof. We prove the statement by induction on r. If r = 1, then p1, p2 ∈ {−1, 1} and the

condition |⟨xi, xr+1⟩ − ⟨pi, pr+1⟩| < c becomes |⟨p1p2x1, x2⟩ − 1| < c, which is equivalent to
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∥p1p2x1 − x2∥ <
√
2c. By Lemma 5.2.1, this happens with probability at least αd

0c
d/2, giving the

claim. (Here δ = 1 and h0 = 0.)

Now assume that r ≥ 2 and the result holds for smaller values of r. We may assume that

pr+1 ̸= ±p1 (otherwise swap p1 and p2). By symmetry, we may assume that x1 = (0, 0, . . . , 0, 1) ∈
Sd and p1 = (0, 0, . . . , 0, 1) ∈ Sr−1. Write xia for the ith coordinate of xa. For each 2 ≤ a ≤ r+1,

define a normalized projected vector

x′a =
(x1a, x

2
a, . . . , x

d
a)

∥(x1a, x2a, . . . , xda)∥
∈ Sd−1.

Note that the denominator is non-zero for a = 2, . . . , r if δ is sufficiently small, and it is non-zero

with probability 1 for a = r + 1. Also, xr+1 is uniformly distributed on Sd−1. Similarly, for each

2 ≤ a ≤ r + 1, define

p′a =
(p1a, p

2
a, . . . , p

r−1
a )

∥(p1a, p2a, . . . , pr−1
a )∥

∈ Sr−2.

Note that p′2, . . . , p
′
r are linearly independent in Rr−1.

Note that for 2 ≤ a, b ≤ r we have

⟨x′a, x′b⟩ =
⟨xa, xb⟩ − ⟨x1, xa⟩⟨x1, xb⟩

(1− ⟨x1, xa⟩2)1/2(1− ⟨x1, xb⟩2)1/2
=

⟨pa, pb⟩ − ⟨p1, pa⟩⟨p1, pb⟩
(1− ⟨p1, pa⟩2)1/2(1− ⟨p1, pb⟩2)1/2

+O(δc)

= ⟨p′a, p′b⟩+O(δc).

Let ϵ > 0 be a small constant to be specified later. Applying the induction hypothesis for r′ = r−1

and points p′2, . . . , p
′
r+1, we have that

P[|⟨x′a, x′r+1⟩ − ⟨p′a, p′r+1⟩| < ϵc for all 2 ≤ a ≤ r] ≥ αd−1
0 (ϵc)(d−1)/2+h0 (5.7)

whenever δ < δ0ϵ, for some constants α0, δ0 > 0 and h0 depending on p1, . . . , pr+1 only.

By Lemma 5.2.1, there is a constant β depending on p1, pr+1 only such that

P[|⟨x1, xr+1⟩ − ⟨p1, pr+1⟩| < ϵc] ≥ βdϵc. (5.8)

Note that the events in (5.7) and (5.8) are independent, since conditioning on the second

event we still have an independent uniform distribution for the vector x′r+1. It follows that

P[|⟨x′a, x′r+1⟩ − ⟨p′a, p′r+1⟩| < ϵc for all 2 ≤ a ≤ r and |⟨x1, xr+1⟩ − ⟨p1, pr+1⟩| < ϵc] ≥ γd(ϵc)d/2+h1

(5.9)

whenever δ < δ0ϵ, for some constants γ > 0 and h1 (with the constants depending on p1, . . . , pr+1

only).

So it suffices to show that if ϵ and δ are sufficiently small (depending on p1, . . . , pr+1 only),
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then the event above implies that |⟨xa, xr+1⟩ − ⟨pa, pr+1⟩| < c for all 2 ≤ a ≤ r. But we have

⟨xa, xr+1⟩ = ⟨x′a, x′r+1⟩(1− ⟨x1, xa⟩2)1/2(1− ⟨x1, xr+1⟩2)1/2 + ⟨x1, xa⟩⟨x1, xr+1⟩

= (⟨p′a, p′r+1⟩+O(ϵc))((1− ⟨p1, pa⟩2)1/2 +O(δc))((1− ⟨p1, pr+1⟩2)1/2 +O(ϵc))

+ (⟨p1, pa⟩+O(δc))(⟨p1, pr+1⟩+O(ϵc))

= ⟨pa, pr+1⟩+O((ϵ+ δ)c),

which gives the result.

Lemma 5.6.2. Let r be a positive integer and let p1, . . . , pr be linearly independent points in

Sr−1. Then there exist real numbers α1 > 0 and h1 such that whenever d ≥ r is a positive integer

and 0 < c < 1 then the probability that r points x1, . . . , xr chosen independently and uniformly at

random on Sd satisfy |⟨xi, xj⟩ − ⟨pi, pj⟩| < c for all 1 ≤ i, j ≤ r is at least αd
1c

h1.

Proof. The proof is essentially the same as for the previous lemma. We prove the statement

by induction on r. The case r = 1 is trivial. Now assume that r ≥ 2 and that the statement

holds for smaller values of r. By symmetry, we may assume that x1 = (0, 0, . . . , 0, 1) ∈ Sd and

p1 = (0, 0, . . . , 0, 1) ∈ Sr−1. Define p′a and x′a for a ≥ 2 as in the proof of Lemma 5.6.1. Let ϵ > 0

be some small constant to be determined later.

By induction, we have

P[|⟨x′a, x′b⟩ − ⟨p′a, p′b⟩| < ϵc for all 2 ≤ a, b ≤ r] ≥ αd−1
1 (ϵc)h1

for some α1 > 0 and h1 (where the constants depend only on p1, . . . , pr+1).

By Lemma 5.2.1, there are constants β2, . . . , βr depending on p1, . . . , pr only such that for

each 2 ≤ a ≤ r

P[|⟨x1, xa⟩ − ⟨p1, pa⟩| < ϵc] ≥ βdaϵc.

By independence,

P[|⟨x′a, x′b⟩ − ⟨p′a, p′b⟩| < ϵc for all 2 ≤ a, b ≤ r and |⟨x1, xa⟩ − ⟨p1, pa⟩| < ϵc for all a] ≥ γd(ϵc)h2

for some real numbers γ > 0 and h2.

However, if the event above holds then

⟨xa, xb⟩ = ⟨x′a, x′b⟩(1− ⟨x1, xa⟩2)1/2(1− ⟨x1, xb⟩2)1/2 + ⟨x1, xa⟩⟨x1, xb⟩

= ⟨p′a, p′b⟩(1− ⟨p1, pa⟩2)1/2(1− ⟨p1, pb⟩2)1/2 + ⟨p1, pa⟩⟨p1, pb⟩+O(ϵc)

= ⟨pa, pb⟩+O(ϵc).

The result follows by taking a sufficiently small ϵ.
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Proof of Lemma 5.3.2. By Lemma 5.6.1, we can choose constants 0 < δ < 1, α0 > 0 and h0

such that whenever d ≥ r is a positive integer, 0 < c < 1 and x1, . . . , xr are points on Sd with

|⟨xi, xj⟩− ⟨pi, pj⟩| < δc for all 1 ≤ i, j ≤ r, then for all a > r the probability that a random point

xa on Sd satisfies |⟨xi, xa⟩ − ⟨pi, pa⟩| < c for all i ≤ r is at least αd
0c

d/2+h0 .

Now let ϵ be a small constant to be specified later. Using Lemma 5.6.2, the observation above

and independence of xr+1, . . . , xs conditional on x1, . . . , xr, we have that

P[|⟨xi, xj⟩ − ⟨pi, pj⟩| < δϵc whenever i, j ≤ r and |⟨xi, xa⟩ − ⟨pi, pa⟩| < ϵc for all i ≤ r < a ≤ s]

≥ αd
1(δϵc)

h1α
(s−r)d
0 (ϵc)(s−r)(d/2+h0)

≥ αd(ϵc)d(s−r)/2+h

for some constants α > 0 and h. We show that the event above implies that |⟨xa, xb⟩−⟨pa, pb⟩| < c

even if a, b > r (if ϵ is sufficiently small). Given b > r, we can find coefficients λb,a such that

pb =
∑r

a=1 λb,apa. Write yb =
∑r

a=1 λb,axa. Then

∥yb − xb∥2 =

〈
r∑

a=1

λb,axa − xb,
r∑

a=1

λb,axa − xb

〉

=

〈
r∑

a=1

λb,apa − pb,
r∑

a=1

λb,apa − pb

〉
+O(ϵc)

= O(ϵc).

Thus ∥yb − xb∥ = O
(
(ϵc)1/2

)
. Furthermore, we have, for each 1 ≤ i ≤ r,

⟨xi, yb − xb⟩ =

〈
xi,

r∑
a=1

λb,axa − xb

〉

=

〈
pi,

r∑
a=1

λb,apa − pb

〉
+O(ϵc)

= O(ϵc).
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It follows that whenever b, b′ > r then

⟨xb, xb′⟩ = ⟨yb + (xb − yb), yb′ + (xb′ − yb′)⟩

= ⟨yb, yb′⟩+ ⟨xb − yb, yb′⟩+ ⟨yb, xb′ − yb′⟩+O(ϵc)

=

〈
r∑

a=1

λb,axa,
r∑

a=1

λb′,axa

〉
+

〈
xb − yb,

r∑
a=1

λb′,axa

〉
+

〈
r∑

a=1

λb,axa, xb′ − yb′

〉
+O(ϵc)

=

〈
r∑

a=1

λb,apa,
r∑

a=1

λb′,apa

〉
+O(ϵc)

= ⟨pb, pb′⟩+O(ϵc).

Choosing a sufficiently small ϵ > 0 gives the result.
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Chapter 6

The generalized rainbow Turán

problem for cycles

6.1 Introduction

In this chapter we continue the study of the generalised rainbow Turán problem. To make this

chapter self-contained, we will repeat some definitions from the previous chapter.

The problem of estimating the maximal possible size ex(n, F ) of an F -free graph on n vertices

is one of the most fundamental problems in extremal graph theory. It is a well known fact that

ex(n, F )/
(
n
2

)
→ 1−1/(r−1) as n→ ∞ if F has chromatic number r, determining the asymptotic

behaviour of this function when F is not bipartite. However, much less is known in the bipartite

case. See [69] for a survey on the topic.

Alon and Shikhelman [6] initiated the systematic study of the following generalisation of the

problem above. Given two graphs H and F , let ex(n,H, F ) denote the maximal number of copies

of H that an F -free graph on n vertices can contain. Note that the usual Turán number ex(n, F )

is the special case ex(n,K2, F ). This problem has been studied for several different choices of H

and F , see, e.g., [6, 71, 73].

Another generalisation of the Turán problem was introduced by Keevash, Mubayi, Sudakov

and Verstraëte [107]. Given an edge-coloured graph, we say that a subgraph is rainbow if all of its

edges have different colours. Let ex∗(n, F ) denote the maximal number of edges that a properly

edge-coloured graph on n vertices can have if it contains no rainbow copy of F . Note that clearly

ex(n, F ) ≤ ex∗(n, F ), and in fact it was shown in [107] that ex∗(n, F ) = ex(n, F ) + o(n2), giving

the asymptotic behaviour when F is not bipartite. This rainbow Turán problem has been studied

for graphs F including paths [57, 100], cycles [45, 97, 107] and complete bipartite graphs [107],

and for several graphs exact results are also known [107].

As discussed in Chapter 5, a common generalisation to the problems above was studied by

Gerbner, Mészáros, Methuku and Palmer [72]. Let ex(n,H, rainbow-F ) denote the maximal
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number of copies of H that a properly edge-coloured graph on n vertices can contain if it has no

rainbow subgraph isomorphic to F . The authors of [72] focused mainly on the case H = F , and

obtained several results, for example, when F is a path, cycle or a tree. Concerning cycles, they

proved the following theorem.

Theorem 6.1.1 (Gerbner, Mészáros, Methuku and Palmer [72]). If k ≥ 2 is an integer, then

ex(n,C2k+1, rainbow-C2k+1) = Θ(n2k−1)

and

Ω(nk−1) ≤ ex(n,C2k, rainbow-C2k) ≤ O(nk).

Moreover, if ℓ ≥ 2 is an integer with ℓ ̸= k, then

ex(n,C2ℓ, rainbow-C2k) = Θ(nℓ).

(Throughout this chapter, whenever we use the Ω,Θ or O notation, the implied constants

may depend, as usual, on the other parameters present, such as k and ℓ above.) The authors

of [72] asked what the correct order of magnitude is for the generalised rainbow Turán number

ex(n,C2k, rainbow-C2k). (They were able to improve the lower bound to Ω(n3/2) when k = 2 and

the upper bound to O(n8/3) when k = 3.) The main aim of this chapter is to obtain the following

extension of Theorem 6.1.1.

Theorem 6.1.2. If s ≥ 4 and t ≥ 3 are positive integers, then

ex(n,Cs, rainbow-Ct) =



Θ(ns/2) if t = 4

Θ(ns/2) if s, t are even with s ̸= t

Θ(ns/2−1) if s = t ≥ 6 and t is even

Θ(n(s−1)/2) if t ≥ 6 is even and s is odd

Θ(ns−2) if s, t are odd with s ≤ t

Θ(ns) if t is odd, and s > t or s is even.

In particular, this shows that ex(n,C2k, rainbow-C2k) = Θ(nk−1) for all k ≥ 3, whereas

ex(n,C4, rainbow-C4) = Θ(n2), answering the question of Gerbner, Mészáros, Methuku and

Palmer [72].

For comparison, we mention the order of magnitude of this function in the non-rainbow

setting. We note that in many cases more precise bounds are known than the ones given below.

Theorem 6.1.3 (Gishboliner and Shapira [73], Gerbner, Győri, Methuku and Vizer [71]). If
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s ≥ 4 and t ≥ 3 are distinct positive integers, then

ex(n,Cs, Ct) =



Θ(ns/2) if t = 4

Θ(ns/2) if s, t are even

Θ(n(s−1)/2) if t ≥ 6 is even and s is odd

Θ(n(s−1)/2) if s, t are odd with s < t

Θ(ns) if t is odd, and s > t or s is even.

As part of our proof, we will also determine the order of magnitude of the maximal number of

paths of length ℓ if there is no rainbow copy of C2k whenever k, ℓ ≥ 2. (By the path Pℓ of length

ℓ we mean the path with ℓ edges and ℓ+1 vertices.) This result is given in the following theorem.

Note that the answer is of the same order of magnitude as in the case of the corresponding (non-

rainbow) generalised Turán problem [73], although our proof is rather different. Also, we trivially

have ex(n, Pℓ, rainbow-Ct) = Θ(nℓ+1) if t is odd.

Theorem 6.1.4. If k, ℓ ≥ 2 are integers, then

ex(n, Pℓ, rainbow-C2k) =

{
Θ(n⌈(ℓ+1)/2⌉) if k ≥ 3

Θ(nℓ/2+1) if k = 2.

Note that a path of length ℓ = 1 is just an edge, so the corresponding generalised rain-

bow Turán number ex(n, P1, rainbow-C2k) is ex∗(n,C2k). Very recently, this was shown to be

Θ(n1+1/k) by O. Janzer [97]. We mention that we believe that the most difficult (new) results in

this chapter are Theorem 6.1.4 and the closely related s = t = 2k case of Theorem 6.1.2.

Theorem 6.1.2 deals with all cases except when s = 3. In that case the correct order of

magnitude is unknown in general even in the non-rainbow setting, where the following bounds

are known.

Theorem 6.1.5 (Győri and Li [81], Alon and Shikhelman [6], Gishboliner and Shapira [73]). For

every k ≥ 2, we have

Ω(ex(n, {C4, C6, . . . , C2k})) ≤ ex(n,C3, C2k) ≤ O(ex(n,C2k))

and

Ω(ex(n, {C4, C6, . . . , C2k})) ≤ ex(n,C3, C2k+1) ≤ O(ex(n,C2k)).

Note that the lower and upper bounds are only known to be of the same order of magnitude

when k ∈ {2, 3, 5}, in which case both bounds are Θ(n1+1/k). For the rainbow version, we have

the following.
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Theorem 6.1.6. For every k ≥ 2 integer, we have

ex(n,C3, rainbow-C2k) = O(n1+1/k).

Moreover, if k ≥ 2 is odd then ex(n,C3, rainbow-C2k) = Ω(n1+1/k), and if k is even then

ex(n,C3, rainbow-C2k+1) = Ω(n1+1/k). Furthermore, for every k ≥ 2 integer, we have

ex(n,C3, rainbow-C2k) ≥ ex(n,C3, C2k) = Ω(ex(n, {C4, C6, . . . , C2k})),

ex(n,C3, rainbow-C2k+1) ≥ ex(n,C3, C2k+1) = Ω(ex(n, {C4, C6, . . . , C2k})).

Note that ex(n, {C4, C6, . . . , C2k}) is only known to be Ω(n1+1/k) when k = 2, 3, 5.

After the results in this chapter were published, Balogh, Delcourt, Heath and Li [13] comple-

mented Theorem 6.1.6 by proving that ex(n,C3, rainbow-C2k+1) = O(n1+1/k) for any k ≥ 2.

6.2 Forbidden rainbow C2k

In this section we consider graphs having no rainbow C2k subgraph, and prove the corresponding

cases of Theorem 6.1.2, as well as Theorem 6.1.4 concerning the number of paths. We will use

the following lemma of Gerbner, Mészáros, Methuku and Palmer [72]. We also include its proof

below for completeness.

Lemma 6.2.1 (Gerbner, Mészáros, Methuku, Palmer [72]). Let G be a properly edge-coloured

graph on n vertices containing no rainbow C2k. Then for every a ∈ V (G), the number of paths

axy of length 2 starting at a is O(n).

Proof. We may assume that G is bipartite, since a random bipartition is expected to preserve

a quarter of all paths of length 2 starting at a. Let X = N(a) and Y = N(N(a)) \ {a}. Observe

that the number of paths axy is e(X,Y ), that is, the number of edges between X and Y . Using

the well known fact that ex(n, T ) = O(n) for any tree T , it suffices to show that the induced

subgraph G[X ∪ Y ] does not contain a (100k)-ary tree of depth 2k.

Assume that it does contain such a tree. Then it also contains a (100k)-ary tree of depth

2k−1 rooted at some x1 ∈ X. Then we can recursively find distinct vertices y1, x2, y2, . . . , yk−1, xk

(with xi ∈ X, yj ∈ Y ) such that for all i, xiyi, yixi+1 ∈ E(G), and the 3k − 2 colours of the

form c(xiyi), c(yixi+1) or c(axi) are all distinct. (Here c denotes the edge-colouring.) But then

ax1y1x2y2 . . . yk−1xka is a rainbow cycle of length 2k, giving a contradiction.

We now state explicitly the cases of Theorem 6.1.2 we deal with in the next two subsections.
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Theorem 6.2.2. Let k ≥ 2 be an integer. Then

ex(n,C2k, rainbow-C2k) =

{
Θ(nk−1) if k ≥ 3

Θ(n2) if k = 2.

Theorem 6.2.3. If k, ℓ ≥ 2 are integers, then

ex(n,C2ℓ+1, rainbow-C2k) =

{
Θ(nℓ) if k ≥ 3

Θ(nℓ+1/2) if k = 2.

For the remainder of this section, unless otherwise stated, we will assume that k ≥ 2 is an

integer, G is a properly edge-coloured graph on n vertices with no rainbow copy of C2k, and

c : E(G) → Z denotes the edge-colouring.

6.2.1 Paths and even cycles

In this subsection, we will prove Theorems 6.1.4 and 6.2.2. Note that for the upper bounds in

Theorems 6.1.4 and 6.2.2 it suffices to consider bipartite graphs G, since a random bipartition

is expected to preserve a fixed positive proportion of subgraphs isomorphic to a given bipartite

graph, so from now on we assume that G is bipartite.

In light of Lemma 6.2.1, to prove the upper bound in Theorem 6.1.4 for k ≥ 3, it is sufficient

to show that the number of paths of length 3 is O(n2). Let us say that a pair x, y of vertices of

G is bad if x and y have at least 100k common neighbours, and it is good otherwise. Then there

are three types of paths axyz of length 3: either ay and xz are both good, or both bad, or one

of them is good and the other one is bad. We will treat these cases in three separate lemmas, as

follows.

Lemma 6.2.4. Let k ≥ 3. For every a ∈ V (G), the number of paths axyz such that ay and xz

are both bad is O(n).

Lemma 6.2.5. Let k ≥ 3. For every a ∈ V (G), the number of paths axyz such that ay is good

and xz is bad is O(n).

Lemma 6.2.6. Let k ≥ 3. The number of paths axyz such that ay and xz are both good is O(n2).

It will be important later that for two of these cases we prove not only that the number of

P3s of that type is O(n2), but also the stronger statement that for any vertex a the number of

paths axyz with xz bad is O(n). However, it is not true that for any vertex a the number of

paths axyz of length 3 starting at a has to be O(n). To see this, take a C2k-free bipartite graph

G0 on vertex classes X,Y with |X| = |Y | = n/4 and |E(G0)| = ω(n). For each x ∈ X add a new

vertex x′, and join each pair xx′ by an edge of the same colour. Finally, add a vertex a and join
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it to all vertices x′. Then the (bipartite) graph we get contains no rainbow C2k, and the number

of paths of length 3 starting at a is |E(G0)|.

Deducing Theorem 6.1.4. For k ≥ 3, Lemma 6.2.1 shows that there are O(n2) copies of P2,

and Lemmas 6.2.4, 6.2.5 and 6.2.6 show that there are O(n2) copies of P3. The required upper

bound then follows by repeated application of Lemma 6.2.1. For the lower bound, take an (ℓ+1)-

partite graph with vertex classes X1, . . . , Xℓ+1 such that |Xi| = 1 if i is even and |Xi| = Θ(n)

if i is odd, and join vertices x and y if and only if x ∈ Xi and y ∈ Xj with i − j = ±1. (The

edge-colouring is arbitrary.)

When k = 2, the number of paths of length 2 is O(n2) by Lemma 6.2.1, and the number of

paths of length 1 is at most ex∗(n,C4) = Θ(n3/2) (see [107]). The required upper bound then

follows by repeated application of Lemma 6.2.1. For the lower bound, we can take a C4-free

d-regular graph on Θ(n) vertices with d = Θ(n1/2). (It is well known that such graphs exist. For

example, such a bipartite graph can be constructed by taking a projective plane P with Θ(n)

points, adding a vertex for each point and line in P , and adding an edge between the vertex

corresponding to a point p and a vertex corresponding to a line L if L is incident with p.)

We now prove Lemmas 6.2.4, 6.2.5 and 6.2.6.

Proof of Lemma 6.2.4. Let Y = {y ∈ N(N(a))\{a} : ay is bad}, and let Z = N(Y ). Observe

that G[Y ∪Z] cannot contain a rainbow path of length 2k− 3. Indeed, if there is such a rainbow

path, then there is a rainbow path y1z1 . . . yk−2zk−2yk−1 of length 2k − 4 with yi ∈ Y, zj ∈ Z.

Since ay1 and ayk−1 are bad, we can choose b ∈ N(a) ∩ N(y1) and b′ ∈ N(a) ∩ N(yk−1) such

that aby1z1 . . . yk−2zk−2yk−1b
′a is a rainbow 2k-cycle, giving a contradiction. It follows that

e(Y,Z) = O(n), i.e.,
∑

y∈Y degG(y) = O(n). (We are using the fact that for any ℓ we have

ex∗(n, Pℓ) = O(n). See [57] for the best known upper bound.)

For each y ∈ Y , define an auxiliary graph Hy on vertex set N(y) by letting zz′ be an edge if

and only if zz′ is bad. Note that Hy cannot contain a path of length k − 1. Indeed, if z1 . . . zk is

such a path, then we can choose bi ∈ NG(zi)∩NG(zi+1) in such a way that yz1b1z2 . . . bk−1zky is a

rainbow 2k-cycle in G, giving a contradiction. It follows that |E(Hy)| ≤ k|Hy| = k degG(y). But

the number of triples (x, y, z) such that xyz is a path, xz is bad and y ∈ Y is 2
∑

y∈Y |E(Hy)| ≤
2k
∑

y∈Y degG(y) = O(n). The statement of the lemma follows.

Proof of Lemma 6.2.5. Let Y = {y ∈ N(N(a)) \ {a} : ay is good}, and let

Z = {z ∈ V (G) : for any set S ⊆ V (G) with |S| ≤ 100k there is a path axyz

of length 3 such that x ̸∈ S, ay is good and xz is bad}.

Consider first the number of paths axyz with z ∈ Z such that ay is good (and xz is bad).

The number of these is at most 100k · e(Y,Z), as after picking yz there are at most 100k possible
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choices for x.

Claim. G[Y ∪ Z] cannot contain a rainbow path of length 2k − 5.

Proof of Claim. Suppose it contains such a rainbow path. Then it also contains a rainbow

path P : z1y1 . . . zk−3yk−3zk−2 of length 2k − 6 such that zi ∈ Z, yj ∈ Y . Let

S1 = V (P ) ∪ {x ∈ N(a) : c(ax) = c(ziyi) or c(ax) = c(yizi+1) for some i}.

Then |S1| < 100k, so we can pick a P3 axyz1 from a to z1 such that x ̸∈ S1, ay is good and xz1

is bad. Let S2 = S1 ∪ {x} and pick a path ax′y′zk−2 such that x′ ̸∈ S2, ay
′ is good and x′zk−2

is bad. Then we can pick y′′ ∈ N(x) ∩N(z1) such that c(xy′′) and c(y′′z1) are distinct from all

c(ziyi), c(yizi+1), c(ax), c(ax
′), and y′′ is distinct from a and each yi. Similarly, we can pick y′′′

such that c(xy′′′) and c(y′′′z1) are distinct from all c(ziyi), c(yizi+1), c(ax), c(ax
′), c(xy′′), c(y′′z1),

and y′′′ is distinct from a, y′′ and each yi. Then axy′′z1y1z2 . . . yk−3zk−2y
′′′x′a is a rainbow C2k,

giving a contradiction. The claim follows.

So G[Y ∪Z] contains no rainbow P2k−5, so e(Y,Z) = O(n). So there are O(n) P3s axyz with

z ∈ Z such that ay is good (and xz is bad).

Now consider the number of P3s axyz with z ̸∈ Z such that ay is good and xz is bad. Given

z ̸∈ Z, there is a set S with |S| ≤ 100k such that any P3 axyz such that ay is good and xz is bad

must have x ∈ S. So for each z ∈ Z we can pick xz ∈ N(a) such that at least a proportion of

1/(100k) of all such P3s from a to z go through xz. For each x ∈ N(a) let Zx = {z ̸∈ Z : xz = x}.
Also let Yx = Y ∩N(x). Then the number of such P3s starting at a and ending outside Z is at

most ∑
z ̸∈Z

100k · |N(xz) ∩N(z) ∩ Y | =
∑
z ̸∈Z

100k · e(Yxz , {z})

=
∑

x∈N(a)

100k · e(Yx, Zx).

Note that e(Yx, Zx) is the number of paths of length 2 starting at x in the graph G[{x}∪Yx∪
Zx]. Since that graph contains no rainbow C2k, Lemma 6.2.1 gives that e(Yx, Zx) = O(|Yx| +
|Zx|+ 1). Note, however, that∑

x∈N(a)

|Yx| =
∑
y∈Y

|N(y) ∩N(a)| ≤ 100k|Y | = O(n)

and ∑
x∈N(a)

|Zx| =
∑
z ̸∈Z

1 = O(n).

Putting these bounds together, we get that the number of such P3s starting at a and ending
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outside Z is O(n). The statement of the lemma follows.

Some parts of the next proof will be similar to the proof of the fact ex∗(n,C6) = O(n4/3) in

[107].

Proof of Lemma 6.2.6. We start similarly as in the proof of Lemma 6.2.5. Let

W = {(a, z) ∈ V (G)× V (G) : for any set S of at most (100k)2 colours there is a

rainbow path axyz such that c(ax), c(xy), c(yz) ̸∈ S and ay, xz are good.}

Given a ∈ V (G), let Za = {z : (a, z) ∈W}, and let Ya = {y ∈ N(N(a)) \ {a} : ay is good}.

Claim. G[Ya ∪ Za] contains no rainbow path of length 2k − 5.

Proof of Claim. Suppose it does. Then it also contains a rainbow path P of length 2k − 6:

z1y1 . . . zk−3yk−3zk−2, with zi ∈ Za, yj ∈ Ya. Let S1 be the set consisting of colours coming from

the following sets.

� The colours appearing on the path P .

� The colours appearing on a path of length 2 of the form axyi for some i and some vertex

x ∈ N(a) ∩N(yi).

� The colours of edges of the form azi for some i with zi ∈ N(a).

Note that |S1| ≤ 2k + k · 100k · 2 + k < (100k)2, so we can pick a rainbow path axyz1 such

that ay, xz1 are good and c(ax), c(xy), c(yz1) ̸∈ S1. Note that y ̸= yi for all i and x ̸= zj for all

j. Let S2 be the set

S1 ∪ {c(ax), c(xy), c(yz1)} ∪ {c(aw) : w ∈ N(a) ∩N(y)} ∪ {c(wy) : w ∈ N(a) ∩N(y)}.

We have |S2| < (100k)2, so we can pick a rainbow path ax′y′zk−2 such that ay′, x′zk−2 are good

and c(ax′), c(x′y′), c(x′zk−2) ̸∈ S2. Note that y′ ̸= yi, y and x′ ̸= zj , x. But then the cycle

axyz1y1 . . . zk−3yk−3zk−2y
′x′a is a rainbow C2k, giving a contradiction. The claim follows.

By the Claim, we have e(Ya, Za) = O(n) for all a. Hence the number of paths axyz such that

ay and xz are good and (a, z) ∈ W is O(n2) (since for any a, each edge yz extends to at most

100k such paths axyz).

Now consider P3s axyz with (a, z) ̸∈ W . For any a and z, let f(a, z) denote the number of

rainbow P3s axyz from a to z such that ay and xz are both good. If (a, z) ̸∈ W , we can pick

a colour caz such that there are at least ⌈f(a, z)/(100k)2⌉ P3s axyz such that ay, xz are good

and caz ∈ {c(ax), c(xy), c(yz)}. Note that at most 100k of these P3s have c(ax) = caz, since the

colouring is proper and xz is good. Similarly, at most 100k of these P3s have c(yz) = caz. We

deduce that there are at least Naz = ⌈f(a, z)/(100k)2⌉ − 200k P3s axyz such that c(xy) = caz
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and ay, xz are good. Note that these paths must be internally vertex-disjoint. So we can list Naz

such paths as axiyiz for i = 1, 2, . . . , Naz such that if i ̸= j then xi ̸= xj and yi ̸= yj .

Using the observations above, we now show that there are ‘many’ 6-cycles of the form

axiyizyjxja such that c(xiyi) = c(xjyj) = caz and each pair (of distance 2) in the 6-cycle is

good. (Note that if we did not require that xixj and yiyj are good then we would immediately

get at least
(
Naz

2

)
such 6-cycles if Naz > 0). Write N = Naz. Define an auxiliary graph H on

vertex set {x1, . . . , xN} such that xixj is an edge if and only if xixj is bad. Observe that H

contains no path of length k− 1. Indeed, if xi1xi2 . . . xik is such a path in H, then we can choose

some vertices b1, . . . , bk−1 in G such that axi1b1xi2b2 . . . xik−1
bk−1xika is a rainbow cycle of length

2k, giving a contradiction. It follows that |E(H)| ≤ kN . So there are at most kN pairs {i, j}
such that xixj is bad. Similarly, there are at most kN pairs {i, j} such that yiyj is bad. It follows

that if N ≥ 1 then there are at least
(
N
2

)
−2kN 6-cycles axiyizyjxja in which each pair of vertices

of distance 2 is good.

Write T = {(a, z) ̸∈ W : f(a, z) > (100k)2 · 200k}. By the argument above, the number of

6-cycles axyzy′x′a in which c(xy) = c(x′y′) and each pair of vertices of distance 2 is good is at

least

1

6

∑
(a,z)∈T

[(
Naz

2

)
− 2kNaz

]
,

which is at least ∑
(a,z)∈T

(αf(a, z)2 − βf(a, z))

for some positive constants α, β.

On the other hand, if L denotes the number of paths axyz in which ay, xz are both good,

then the number of such 6-cycles is at most 100kL. Indeed, there are L ways to choose xyzy′,

then x′ is uniquely determined by the condition c(xy) = c(x′y′), and then there are at most 100k

possible choices for a, since we need xx′ to be good. Hence∑
(a,z)∈T

(αf(a, z)2 − βf(a, z)) ≤ 100kL.

But we have

L ≤
∑

(a,z)∈T

f(a, z) +O(n2). (6.1)

Indeed, we know that the number of P3s axyz (such that ay and xz are good) having (a, z) ∈W

is O(n2), the number of such rainbow P3s axyz with (a, z) ∈ T is
∑

(a,z)∈T f(a, z), the number

of such rainbow P3s axyz with (a, z) ̸∈ T, (a, z) ̸∈ W is at most ((100k)2 · 200k)n2, and finally,

the number of such non-rainbow P3s is at most the number of P2s xyz with xz good, which is
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O(n2). It follows that∑
(a,z)∈T

(αf(a, z)2 − βf(a, z)) ≤ 100k
∑

(a,z)∈T

f(a, z) +O(n2),

and hence ∑
(a,z)∈T

f(a, z)2 ≤ A
∑

(a,z)∈T

f(a, z) +Bn2

for some positive constants A,B > 0. But we have

∑
(a,z)∈T

f(a, z)2 ≥

 ∑
(a,z)∈T

f(a, z)

2

· 1

|T |
≥

 ∑
(a,z)∈T

f(a, z)

2

· 1

n2
.

We get  ∑
(a,z)∈T

f(a, z)

2

≤ An2
∑

(a,z)∈T

f(a, z) +Bn4,

which gives
∑

(a,z)∈T f(a, z) = O(n2). The statement of the lemma then follows using (6.1).

We now prove Theorem 6.2.2. Although the upper bound is proved for k = 2 and the lower

bound is proved for k ≥ 3 in [72], we include proofs of these for completeness.

Proof of Theorem 6.2.2. Consider first the case k = 2. For the upper bound, observe that

there can be no bad pair if there is no rainbow C4, thus any two vertices x and z are contained

in O(1) 4-cycles of the form xyzw. The upper bound ex(n,C4, rainbow-C4) = O(n2) follows. For

the lower bound when k = 2, let A be a Sidon set in Zn of size Θ(
√
n), i.e., a set such that

whenever a, b, a′, b′ ∈ A with a+ b = a′ + b′ then (a, b) = (a′, b′) or (a, b) = (b′, a′). (See, e.g., [56]

for the construction of such sets.) Partition A into two subsets A1, A2 of size Θ(
√
n) each. Let

G be a 4-partite graph with vertex classes X00, X01, X10, X11 each being copies of Zn, and edges

given as follows. If x00 ∈ X00, x01 ∈ X01, x10 ∈ X10, x11 ∈ X11, then we join:

� x00 to x10 by an edge of colour a1 if x10 − x00 = a1 ∈ A1;

� x00 to x01 by an edge of colour a2 if x01 − x00 = a2 ∈ A2;

� x10 to x11 by an edge of colour a2 if x11 − x10 = a2 ∈ A2;

� x01 to x11 by an edge of colour a1 if x11 − x01 = a1 ∈ A1.

Clearly, the graph G we get is properly edge-coloured. We claim that the 4-cycles in G are exactly

those of the form x00x10x11x01 with xij ∈ Xij for all i, j and

(x00, x10, x11, x01) = (x, x+ a1, x+ a1 + a2, x+ a2)
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for some x ∈ Zn, a1 ∈ A1, a2 ∈ A2. (Then there are n|A1||A2| = Θ(n2) 4-cycles, none of which

are rainbow, giving the result.) To see this, first consider 4-cycles of the form x00x10x11x01 with

xij ∈ Xij for all i, j. Then, writing a1 = x10−x00, a2 = x01−x00, a′1 = x11−x01 and a′2 = x11−x10,
we get a1 + a′2 = a′1 + a2. Since A is a Sidon set partitioned into A1 and A2, and aj , a

′
j ∈ Aj for

j = 1, 2, we get a1 = a′1 and a2 = a′2, as required. On the other hand, cycles x1x2x3x4 not of

this form must have two vertices, say x1 and x3, in the same vertex class Xij . Writing aij for the

colour of the edge xixj in the cycle, we get that x1 − x3 = (x1 − x2)− (x3 − x2) = ±(a12 − a23),

and similarly x1 − x3 = ±(a41 − a34). Thus a12 − a23 = ±(a41 − a34). Using that A is a Sidon

set, we see that a12 agrees with one of a23, a34, a41. Since the four vertices x1, . . . , x4 are distinct,

we must have a12 = a34, and similarly, a23 = a14. But then x2 and x4 must belong to the same

vertex class Xi′j′ of G, and expressing x1 − x3 in two ways again gives a12 − a23 = a41 − a34,

implying a12 = a23, a contradiction.

Now consider the lower bound for k ≥ 3. Take a (2k)-partite graph with vertex classes

X1, . . . , X2k, where |X1| = |X2| = |X4| = |X5| = 1, |X6| = |X8| = |X10| = · · · = |X2k| = n,

|X3| = n and |X7| = |X9| = · · · = |X2k−1| = 1. Join two vertices x and y by an edge if and only if

x ∈ Xi, y ∈ Xj with i− j ≡ ±1 mod 2k. Give the unique edge X1 to X2 and the unique edge X4

to X5 colour 1, and arbitrary distinct colours to the remaining edges. It is easy to see that any

2k-cycle must contain both of the edges of colour 1, there are Θ(n) vertices and Θ(nk−1) copies

of C2k.

It remains to prove the upper bound for k ≥ 3. Given a 2k-cycle x1 . . . x2kx1, define its pattern

to be the list of i such that xixi+2 is good (indices understood mod 2k), together with the list

of pairs (i, j) such that c(xixi+1) = c(xjxj+1). Note that there are finitely many patterns, so it

suffices to show that for each pattern the number of 2k-cycles of that pattern is O(nk−1).

Consider first the case k ≥ 4. Assume that we have a pattern and an i such that xi−1xi+1

is good but xi−3xi−1 is bad in the pattern. Then, by Theorem 6.1.4, we can choose vertices

xi+1xi+2 . . . xi+2k−4 in O(nk−2) ways, since we have to pick a path of length 2k − 5. (Note that

xi+2k−4 = xi−4.) Then, by Lemmas 6.2.4 and 6.2.5, there are at most O(n) ways of choosing the

path xi−4xi−3xi−2xi−1 according to the pattern (since xi−3xi−1 has to be bad). Then there are

at most 100k possible ways of choosing xi, since xi−1xi+1 is good. So we get O(nk−1) 2k-cycles

for these patterns.

So (when k ≥ 4) it remains to consider the case when there is no i such that xi−1xi+1 is good

but xi−3xi−1 is bad. Observe that for any 2k-cycle x1 . . . x2kx1, at least one (in fact, at least

two) of the pairs x2x4, x4x6, . . . , x2kx2 has to be good (otherwise we can find a rainbow C2k). So

it remains to consider patterns such that each of these pairs is good. Similarly, we may assume

that each of x1x3, . . . , x2k−1x1 is a good pair.

Now consider the colours for the pattern. We must have a pair of different edges with the

same colour. We may assume that we have c(x1x2) = c(xixi+1) for some i with 3 ≤ i ≤ k + 1.
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Then we can choose x2x3 . . . x2k−1 in O(nk−1) ways (since it is a path of length 2k − 3). Then

x1 is uniquely determined by the condition c(x1x2) = c(xixi+1), and then there are at most 100k

possible choices for x2k (according to the pattern), since x1x2k−1 is good. This gives O(nk−1)

2k-cycles of this pattern, as required.

It remains to consider the case k = 3. Observe that if k = 3, then for any edge ab there

is at most one way to extend this edge to a path abc such that ac is bad. Indeed, if we have

two different extensions abc and abc′ then there is a rainbow 6-cycle of the form axcbc′x′a.

Consider any pattern, we show that there are O(n2) 6-cycles of that pattern. We may assume

that c(x1x2) = c(xixi+1) for some i ∈ {3, 4}. If x5x1 is good in the pattern, then we are done

exactly as above: we can choose x2x3x4x5 in O(n2) ways, then x1 is determined by the condition

c(x1x2) = c(xixi+1), and there are at most 100k choices for x6. So we may assume that x5x1

is bad. But there are O(n2) ways of choosing x3x2x1x6, and then there is at most one way of

extending x1x6 to a path x1x6x5 such that x1x5 is bad, and there is at most one way of picking

x4 such that c(xixi+1) = c(x1x2), since i ∈ {3, 4}. So we get O(n2) copies of C6, as required.

6.2.2 Odd cycles

We now turn to the case of odd cycles. Once we have established Theorem 6.1.4, the proof

of Theorem 6.2.3 is essentially the same as the proof of Gishboliner and Shapira [73] for the

non-rainbow version of the problem.

Proof of Theorem 6.2.3. The lower bounds follow from the fact

ex(n, F, rainbow-H) ≥ ex(n, F,H)

and the corresponding results for the non-rainbow problem, see [73]. (Note that the only difficult

case is when k = 2.)

For the upper bound when k = 2, observe that there can be no bad pair of vertices if there is

no rainbow C4, hence the number of (2ℓ + 1)-cycles is at most 100k = 200 times the number of

paths of length 2ℓ− 1, which is O(nℓ+1/2) by Theorem 6.1.4.

Now consider the case k ≥ 3. Given a path P : x1x2 . . . x2ℓ−1 of length 2ℓ − 2 in G, write

XP = N(x1) \ V (P ) and YP = N(x2ℓ−1) \ V (P ). Then the number of ways of extending path

P to a cycle x1x2 . . . x2ℓ+1x1 is e(XP , YP ). But this is at most the number of paths of length 2

starting at x1 in the graph G[{x1} ∪XP ∪ YP ], which is O(1 + |XP |+ |YP |) by Lemma 6.2.1. It

follows that P extends to at most O(1 + |XP | + |YP |) cycles of length 2ℓ + 1. But |XP | is the

number of ways of extending P to a path x0x1x2 . . . x2ℓ−1, and similarly, |YP | is the number of

ways of extending P to a path x1 . . . x2ℓ. It follows that if the number of paths of length s is ps,

then
∑

P |XP | = O(p2ℓ−1), and similarly for YP . Hence the number of cycles of length 2ℓ + 1 is
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at most

∑
P

e(XP , YP ) = O

(∑
P

(1 + |XP |+ |YP |)

)
= O(p2ℓ−2) +O(p2ℓ−1) +O(p2ℓ−1),

which is O(nℓ) by Theorem 6.1.4.

6.3 Forbidden rainbow C2k+1

In this section we prove the following result, which is the only non-trivial case of Theorem 6.1.2

with t odd.

Theorem 6.3.1. If k ≥ ℓ ≥ 2 are integers, then

ex(n,C2ℓ+1, rainbow-C2k+1) = Θ(n2ℓ−1).

From now on, unless otherwise stated, we will assume that G is a properly edge-coloured

graph of order n, and c denotes the edge-colouring. Also, we will say (as before) that a pair x, y

of vertices is bad if |N(x) ∩N(y)| ≥ 100k, and good otherwise.

We will deduce Theorem 6.3.1 from the following two lemmas.

Lemma 6.3.2. Let G be any properly edge-coloured graph, and let ℓ ≥ 2 be an integer. Then the

number of non-rainbow copies of C2ℓ+1 in G is

O(n2ℓ−1) +O(number of rainbow C2ℓ+1s in G).

Lemma 6.3.3. Let k ≥ ℓ ≥ 2 be integers and let G be a properly edge-coloured graph with no

rainbow C2k+1. Assume that every edge of G is contained in a rainbow C2ℓ+1. Then for every

a ∈ V (G) the number of paths axy of length 2 starting at a in G is O(n).

Deducing Theorem 6.3.1. For the lower bound, we take the following (2ℓ+ 1)-partite graph.

Take vertex classes X1, . . . , X2ℓ+1 all having size n. Add a perfect matching between X1 and X2

and a perfect matching betweenX3 andX4, and colour all these edges with colour 1. Furthermore,

for all i ̸= 1, 3, join each pair of vertices x ∈ Xi and y ∈ Xi+1 by an edge of arbitrary unused

colour (with indices understood mod 2ℓ+ 1). It is clear that the graph we get is properly edge-

coloured, there are Θ(n) vertices and Θ(n2ℓ−1) copies of C2ℓ+1. Furthermore, no copy of C2k+1 is

rainbow, since any C2k+1 must contain an edge between each pair of Xi, Xi+1 (otherwise it would

be a subgraph of a bipartite graph). The lower bound follows.

Now consider the upper bound. By Lemma 6.3.2, it suffices to show that if G contains no

rainbow C2k+1 then the number of rainbow C2ℓ+1s is O(n2ℓ−1). For this, we may assume that

any edge is contained in a rainbow copy of C2ℓ+1. But then, by Lemma 6.3.3, for any vertex
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a ∈ V (G) there are O(n) paths of length 2 starting at a. By repeated application of this fact,

it follows that for any a there are O(nℓ) paths of length 2ℓ starting at a, and hence there are

O(nℓ+1) ≤ O(n2ℓ−1) copies of C2ℓ+1.

Proof of Lemma 6.3.2. We will consider patterns of (2ℓ + 1)-cycles. Recall that the pattern

P of a (2ℓ+ 1)-cycle x1 . . . x2ℓ+1x1 is the list of i such that xixi+2 is good, together with the list

of pairs (i, j) such that c(xixi+1) = c(xjxj+1) (with the indices understood mod 2ℓ + 1). Since

there are finitely many patterns, it suffices to show that for any non-rainbow pattern the required

bound holds for cycles of that pattern.

Consider first the case when there are three edges with the same colour in a pattern P, say

xpxp+1, xqxq+1, xrxr+1. Then we can pick (xi)i ̸=p,q in O(n2ℓ−1) ways, and there is at most one

way of extending those points to a (2ℓ + 1)-cycle of the appropriate pattern. This shows that

there are O(n2ℓ−1) cycles with this pattern.

Now consider the case when there are two different colours such that each of them appears at

least twice as the colour of an edge. For both of these colours, pick two edges of the appropriate

colour. So we have c(e) = c(e′) and c(f) = c(f ′) in our pattern for four different edges e, e′, f, f ′.

Note that we must have e ∪ e′ ̸= f ∪ f ′. So we can pick i, j such that xi ∈ (e ∪ e′) \ (f ∪ f ′) and
xj ∈ (f ∪ f ′) \ (e∪ e′). Then picking the vertices (xa)a̸=i,j determines the (2ℓ+1)-cycle uniquely

by the colour conditions. It follows that there are O(n2ℓ−1) cycles of this pattern.

It remains to consider patterns P in which there is only one pair of edges of the same colour,

say c(xixi+1) = c(xjxj+1), with i ̸= j − 1, j, j + 1. Given a choice X = {xa : a ̸= i, j} of all

vertices except xi, xj , consider the number of ways of extending X to a (2ℓ + 1)-cycle. Write

d1 = |N(xi−1) ∩ N(xi+1) \X| and d2 = |N(xj−1) ∩ N(xj+1) \X|. Then the number of ways of

extending X to a (2ℓ+1)-cycle of pattern P is at most min{d1, d2}, whereas the number of ways

of extending X to a rainbow C2ℓ+1 is at least (d1 − 5ℓ)(d2 − 5ℓ). But we have min{d1, d2} ≤
10ℓ+max{0, (d1 − 5ℓ)(d2 − 5ℓ)}, so the number of extensions of pattern P is at most O(1) plus

the number of rainbow extensions. Summing over all possible choices of X, we get the required

bound.

Lemma 6.3.3 is proved similarly to Lemma 6.2.1.

Proof of Lemma 6.3.3. Given a bipartition V (G) = X ∪Y of the vertex set of G, let GX,Y be

the corresponding bipartite graph obtained from G (i.e., GX,Y is obtained by deleting all edges

inside X and inside Y ). Since a random bipartition is expected to preserve a quarter of all paths

of length 2 starting at a, it suffices to show that for every bipartition V (G) = X ∪ Y with a ∈ Y ,

the number of paths of length 2 starting at a in GX,Y is O(n), where the implied constant is

independent of the bipartition. So let V (G) = X ∪ Y be any bipartition. Write X1 = NG(a)∩X
and Y1 = NG(X1) ∩ Y \ {a}, so that we would like to show eGX,Y

(X1, Y1) = O(n). It suffices to

show that GX,Y [X1 ∪ Y1] does not contain a (100k)-ary tree of depth 2k.
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Suppose it contains such a tree, then it also contains a (100k)-ary tree T of depth 2k − 1

rooted at some x ∈ X1. Since ax ∈ E(G), the edge ax of G is contained in a rainbow cycle of

length 2ℓ + 1 in G. Hence we can find a rainbow path P : az1z2 . . . z2ℓ−1x of length 2ℓ from a

to x in G. Then we can recursively find distinct vertices x = x1, x2, . . . , x2(k−ℓ)+1 on our tree T

such that

� for all i we have xixi+1 ∈ E(GX,Y );

� for all i even we have xi ∈ Y1 \ V (P );

� for all i ≥ 3 odd we have xi ∈ X1 \ V (P );

� for all i, c(xixi+1) does not appear on the path az1z2 . . . z2ℓ−1x1 . . . xi;

� the colour c(ax2(k−ℓ)+1) is distinct from all the colours appearing on the path given by

az1z2 . . . z2ℓ−1x1 . . . x2(k−ℓ).

But then az1z2 . . . z2ℓ−1x1x2 . . . x2(k−ℓ)+1a is a rainbow cycle of length 2k + 1 in G, giving a

contradiction.

6.4 Deducing Theorem 6.1.2 and Theorem 6.1.6

We now summarise how we deduce each case in Theorem 6.1.2.

Proof of Theorem 6.1.2. We have the following cases.

� If s = t = 4, then the result follows from Theorem 6.2.2. If t = 4, s ̸= 4 and s is even, then

it follows from Theorem 6.1.1. If t = 4 and s is odd, it follows from Theorem 6.2.3.

� If s, t are even with s ̸= t, then the result follows from Theorem 6.1.1.

� If s = t ≥ 6 is even, then the result follows from Theorem 6.2.2.

� If t ≥ 6 is even and s is odd, then the result follows from Theorem 6.2.3.

� If s, t are odd with s ≤ t, then the result follows from Theorem 6.3.1.

� If t is odd, and s is even or s > t, then the upper bound is trivial, and for the lower bound

we can take a blowup of Cs (i.e., we replace each vertex of Cs by n vertices and each edge

by a complete bipartite graph. The edge-colouring is arbitrary.)

Finally, we prove Theorem 6.1.6 concerning triangles.
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Proof of Theorem 6.1.6. We first show ex(n,C3, rainbow-C2k) = O(ex∗(n,C2k)). (Using the

result ex∗(n,C2k) = O(n1+1/k) of O. Janzer [97], this implies the required upper bound.) Let G be

a properly edge-coloured graph on n vertices with no rainbow C2k, and define good and bad pairs

as before. Observe that the number of triangles containing a good pair is at most 100k|E(G)|,
since we can pick the good pair in at most |E(G)| ways. So it suffices to show that the number of

paths xyz with xz bad is O(|E(G)|). But for any y ∈ V (G), if we define an auxiliary graph Hy

with vertex set N(y) and edges being the bad pairs, then there can be no path x1 . . . xk of length

k − 1 in Hy (otherwise we can find a rainbow cycle yx1b1x2b2 . . . xky). It follows that Hy has at

most k|V (Hy)| = k degG(y) edges, so each y is contained in at most k deg(y) paths xyz with xz

bad. But
∑

y deg(y) = 2|E(G)|, giving the required bound.

For the lower bound, the two inequalities

ex(n,C3, rainbow-C2k) ≥ ex(n,C3, C2k),

ex(n,C3, rainbow-C2k+1) ≥ ex(n,C3, C2k+1)

are clear, and the lower bounds

ex(n,C3, C2k) = Ω (ex(n, {C4, C6, . . . , C2k})) ,

ex(n,C3, C2k+1) = Ω (ex(n, {C4, C6, . . . , C2k}))

follow from Theorem 6.1.5.

Finally, we prove that we have ex(n,C3, rainbow-C2k) = Ω(n1+1/k) when k is odd and

ex(n,C3, rainbow-C2k+1) = Ω(n1+1/k) when k is even. Take a Bk-set A of size Θ(n1/k) in Zn,

that is, a set such that any m ∈ Zn can be written as a1+ · · ·+ak with ai ∈ A in at most one way

(ignoring permutations of the summands). (See [32] for the construction of such ‘dense’ Bk-sets.)

Then we take a tripartite graph G with vertex classes X1, X2, Y all being copies of Zn and edges

given as follows. For each x ∈ Zn, we join the copy of x in X1 to the copy of x in X2 by an edge

of colour 0, and we join the copy x ∈ Xi to x+ a ∈ Y by an edge of colour (a, i) for each a ∈ A

and i = 1, 2. Clearly, G has Θ(n1+1/k) triangles. We claim that this graph contains no rainbow

C2k if k is odd and no rainbow C2k+1 if k is even. Indeed, assume that k is odd an there is a

rainbow C2k. Then it must be of the form x1y1x2y2 . . . xkykx1 with yj ∈ Y and xi ∈ X1 ∪ X2.

Then we get a representation 0 = a1 − b1 + a2 − b2 + · · · + ak − bk with ai, bj ∈ A by letting

ai = yi − xi, bi = yi − xi+1 (where xk+1 = x1). So the ai must be a permutation of the bj . But k

is odd, so we have |{x1, . . . , xk} ∩X1| ̸= |{x1, . . . , xk} ∩X2|, and hence there exist i and j such

that ai = bj and xi, xj+1 are in the same vertex class Xℓ. But then c(xiyi) = c(yjxj+1), so the

cycle is not rainbow, giving a contradiction. The case when k is even and G contains a rainbow

(2k + 1)-cycle is similar.
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Chapter 7

Local rainbow colourings

7.1 Introduction

7.1.1 Local rainbow colourings

Estimating the minimum possible size of a program that computes specific Boolean functions is a

major research area in Theoretical Computer Science. In 1993, Karchmer [103] introduced the so-

called fusion method for finding circuit lower bounds. This technique unifies and generalizes the

topological method of Sipser [131] and the approximation method of Razborov [124]. Karchmer

and Wigderson [104, 138] demonstrated that proving lower bounds for circuit sizes can be reduced

to extremal combinatorics problems, and Wigderson [138] presented three problems that arise this

way. One of them is as follows.

Problem 7.1.1 (Karchmer and Wigderson [138]). Given a positive integer n, estimate the small-

est k for which the following is true. There exist colourings c1, . . . , cn of the n-dimensional cube

{0, 1}n with k colours such that for any three distinct x, y, z ∈ {0, 1}n there is a coordinate i ∈ [n]

such that xi, yi and zi are not all equal and the three colours ci(x), ci(y) and ci(z) are pairwise

distinct.

Karchmer and Wigderson [104] proved that k has to grow with n; more precisely that k needs

to be at least Ω( log log∗ n
log log log∗ n), where log

∗ n is the smallest integerm such that applying the function

log2(x) iteratively m times, starting with input n, one obtains a number not exceeding 1.

Alon and Ben-Eliezer [3] improved this significantly by showing that k needs to be at least

Ω(( logn
log logn)

1/4). As part of their approach, they introduced the following problem, which will be

our main focus in this chapter.

Definition 7.1.2. Let n be a positive integer and let H be a graph. For each vertex v of a given

clique Kn, let fv be a (not necessarily proper) colouring of the edges of the same Kn. We say

that the collection of these n colourings is (n,H)-local if for any copy T of H in Kn, there exists

some u ∈ V (T ) such that all edges of T receive different colours in fu.
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Problem 7.1.3 (Alon and Ben-Eliezer [3]). Let g(n,H) be the smallest k for which there is

a collection of colourings, each using k colours, which is (n,H)-local. Estimate the growth of

g(n,H) as n→ ∞.

To see the connection to Problem 7.1.1, note that g(n, P3) is a lower bound for the smallest

possible k in the Karchmer–Wigderson problem. (Here and below, Pℓ denotes the path with

ℓ edges.) Indeed, we can think of the n coordinates of {0, 1}n as the n vertices of Kn and

the elements of Hamming weight 2 in {0, 1}n as edges in Kn. A valid collection of colourings in

Problem 7.1.1 is then necessarily an (n, P3)-local colouring, since we may choose x, y, z to be three

sets in {0, 1}n which correspond to the three edges of some P3. Alon and Ben-Eliezer showed

that g(n, P3) = Ω(( logn
log logn)

1/4), implying the same lower bound for the problem of Karchmer and

Wigderson.

Alon and Ben-Eliezer also studied Problem 7.1.3 for general graphs H. They characterized

the family of graphs for which g(n,H) is bounded.

Theorem 7.1.4 (Alon and Ben-Eliezer [3]). For a fixed graph H, there is a constant c(H) such

that g(n,H) ≤ c(H) for every n if and only if H contains at most 3 edges and H is neither P3

nor P3 together with any number of isolated vertices. Moreover, in all these cases g(n,H) ≤ 5

for every n.

They used the local lemma to obtain the following general upper bound.

Theorem 7.1.5 (Alon and Ben-Eliezer [3]). Let H be a fixed graph with r vertices. Then

g(n,H) = O(r4n1−
2
r ).

They also proved polynomial lower bounds for various small graphs and used this to obtain

the following result.

Theorem 7.1.6 (Alon and Ben-Eliezer [3]). For any graph H with at least 13 edges, there is a

constant b = b(H) > 0 such that g(n,H) = Ω(nb).

They posed three concrete open problems in their paper.

1. Improve the bounds for g(n, P3).

2. Is it true that if g(n,H) is unbounded, then it grows polynomially?

3. Is it true that for every ε > 0 there is some r = r(ε) such that g(n,Kr) ≥ n1−ε for every

sufficiently large n?

The first problem is well motivated by its connection to Problem 7.1.1. The second one is

motivated by Theorem 7.1.6. The third one is motivated by Theorem 7.1.5 and the fact that if

H ′ is a subgraph of H on the same set of vertices, then g(n,H ′) ≤ g(n,H).
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Some progress on these questions was made by Cheng and Xu [37]. They showed that g(n, Pℓ)

is polynomial in n for every ℓ ≥ 4. Combined with other new bounds for small graphs, they used

this to prove that if H is a graph with at least 6 edges, then g(n,H) is polynomial, improving

Theorem 7.1.6. Finally, they showed that g(n,Kr) = Ω(n2/3) holds for all r ≥ 8, which can be

seen as progress towards answering the third question above.

In this chapter, we answer the second and third question of Alon and Ben-Eliezer, and also

show that g(n, P3) grows subpolynomially, which essentially answers the first question as well.

Theorem 7.1.7. We have g(n, P3) = no(1).

Together with the lower bound g(n, P3) = Ω(( logn
log logn)

1/4) of Alon and Ben-Eliezer, Theorem

7.1.7 answers the second question of theirs in the negative. Our next result answers their third

question affirmatively.

Theorem 7.1.8. For each ℓ ≥ 2, we have g(n,C2ℓ) = Ω(n1−
2

ℓ+1 ). Consequently, for any even

r ≥ 4, g(n,Kr) = Ω
(
n1−

4
r+2

)
.

Remark 7.1.9. Using a variant of the proof of Theorem 7.1.8, we can also prove that for each

sufficiently large odd r, we have g(n,Kr) = Ω
(
n1−

10
r−3

)
, showing that the exponent tends to 1

in this case as well.

We also obtain a near-complete characterization of the family of graphs H for which g(n,H)

is polynomial. The only graph H for which we cannot decide whether g(n,H) is polynomial is

the disjoint union of a P3 and a P1 (together with an arbitrary number of isolated vertices).

Theorem 7.1.10. Let H be a graph which is not the disjoint union of P3 and P1 together

with an arbitrary number of isolated vertices. Then there exists some b = b(H) > 0 such that

g(n,H) = Ω(nb) if and only if H has at least 5 edges or H has precisely 4 edges and is triangle-free.

In particular, we obtain a full characterization of the family of connected graphs H for which

g(n,H) is polynomial.

Corollary 7.1.11. Let H be a connected graph. Then there exists some b = b(H) > 0 such that

g(n,H) = Ω(nb) if and only if H has at least 4 edges and H is different from the triangle with a

pendant edge.

7.1.2 The Erdős–Gyárfás function

We will see (in Section 7.2) that local rainbow colourings for certain graphs H are related to

the Erdős–Gyárfás function in Ramsey Theory (especially to Theorem 7.1.14 below). In this

subsection we describe the Erdős–Gyárfás problem, and state a new result resolving a family of

special cases of a conjecture of Conlon, Fox, Lee and Sudakov [40, 41].
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Definition 7.1.12. Let p, q, r, n ≥ 2 be positive integers with q ≤
(
p
r

)
. An edge-colouring of

the r-uniform complete hypergraph K
(r)
n is a (p, q)-colouring if at least q distinct colours appear

among any p vertices. Let fr(n, p, q) be the smallest positive integer k such that there exists a

k-colouring of the edges of K
(r)
n forming a (p, q)-colouring.

The function fr(n, p, q) was introduced by Erdős and Shelah [53], and first studied in more

detail by Erdős and Gyárfás [54] (for r = 2). Let us first consider the graph case r = 2. When

q = 2, then a (p, q)-colouring is simply a colouring which avoids monochromatic sets of size p, so

as a special case we get the classical multicolour Ramsey problem. In particular, f2(n, 3, 2) (and

hence f2(n, p, 2)) is at most logarithmic in n. On the other extreme, when q =
(
p
2

)
, we trivially

have f2(n, p,
(
p
2

)
) =

(
n
2

)
(as long as p ≥ 4). The function fr(n, p, q) is clearly increasing in q,

and Erdős and Gyárfás [54] investigated how the behaviour of f2(n, p, q) changes as q increases

from 2 to
(
p
2

)
. Among other results, they proved that when p = q, it is polynomial in n, i.e.,

f2(n, p, p) = Ω(nαp) for some αp > 0. They asked if this is the smallest value of q for which

f2(n, p, q) is polynomial in n, i.e., whether or not f2(n, p, p− 1) is subpolynomial in n.

The first difficult case p = 4 was settled by Mubayi [116], who gave a construction showing

that f2(n, 4, 3) = no(1). This was first extended to p = 5 as well by Eichhorn and Mubayi [50],

and later Conlon, Fox, Lee and Sudakov [39] proved that f2(n, p, p − 1) is subpolynomial for all

p, fully answering this question of Erdős and Gyárfás.

Theorem 7.1.13 (Conlon, Fox, Lee and Sudakov [39]). For any fixed p ≥ 4, we have

f2(n, p, p− 1) ≤ e(logn)
1−1/(p−2)+o(1)

= no(1).

Consider now the Erdős–Gyárfás function for general uniformity r (this is the setting in

which Erdős and Shelah [53] originally introduced the problem). Answering a question of Gra-

ham, Rothschild and Spencer [75], Conlon, Fox, Lee and Sudakov [40] proved that f3(n, 4, 3) is

subpolynomial in n. (This has close connections to the proof of Shelah [130] of primitive recursive

bounds for the Hales–Jewett theorem, see [40] for details.)

Theorem 7.1.14 (Conlon, Fox, Lee and Sudakov [40]). We have

f3(n, 4, 3) ≤ e(logn)
2/5+o(1)

= no(1).

Conlon, Fox, Lee and Sudakov [40] also proved that fr(n, p,
(
p−1
r−1

)
+ 1) is at least polynomial

in n. In light of this result, as well as Theorem 7.1.13 and Theorem 7.1.14, they proposed the

following conjecture.

Conjecture 7.1.15 (Conlon, Fox, Lee and Sudakov [40, 41]). For any positive integers p and r

with 2 ≤ r < p,

fr

(
n, p,

(
p− 1

r − 1

))
= no(1).
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Note that the case r = 2 holds by Theorem 7.1.13, and Theorem 7.1.14 is the case r = 3,

p = 4. As further evidence towards Conjecture 7.1.15, Conlon, Fox, Lee and Sudakov [40] proved

that its statement holds for r = 3, p = 5 as well. These results (i.e., r = 2; or r = 3 and

p ∈ {4, 5}) are the only known cases of Conjecture 7.1.15. We show that Conjecture 7.1.15 holds

whenever p = r + 1.

Theorem 7.1.16. For any r ≥ 3, we have

fr(n, r + 1, r) ≤ e(logn)
2/5+o(1)

= no(1).

In addition to proving a family of special cases of Conjecture 7.1.15, Theorem 7.1.16 is also

directly related to the problem of Karchmer and Wigderson (Problem 7.1.1): in Subsection 7.4.2

we briefly describe how Theorem 7.1.16 implies that a natural approach to finding polynomial

lower bounds for Problem 7.1.1 cannot work.

The rest of the chapter is organized as follows. In Section 7.2, we prove Theorem 7.1.7 and

the “only if” part of Theorem 7.1.10, that is, a subpolynomial upper bound for g(n,H) whenever

H has at most 3 edges or has precisely 4 edges and contains a triangle. In Section 7.3, we prove

Theorem 7.1.8 and the “if” part of Theorem 7.1.10. In Section 7.4 we prove Theorem 7.1.16. We

finish the chapter by giving some brief concluding remarks in Section 7.5.

7.2 Upper bounds

In this section we give constructions providing subpolynomial upper bounds for g(n,H) when H

is one of the following graphs:

� P3, the path with 3 edges;

� Tp, a triangle with a pendant edge; or

� Te, the disjoint union of a triangle and an edge.

Note that if H ′ is formed from H by adding some isolated vertices, then any collection of

colourings which is (n,H)-local is also (n,H ′)-local, hence g(n,H ′) ≤ g(n,H). So subpolynomi-

ality for the 3 graphs above, together with Theorem 7.1.4, deals with all cases of the “only if”

part of Theorem 7.1.10. Furthermore, since P3 is a subgraph of Tp (on the same vertex set), the

result that g(n, Tp) is subpolynomial easily implies that g(n, P3) is subpolynomial. Nevertheless,

we will first focus on the proof for P3, as it is slightly simpler and motivates the construction for

Tp (and also interesting on its own due to its connection to Problem 7.1.1).

We will pick our colourings in such a way that in each colouring fv, the edges which contain

v receive different colours from the ones that do not contain v. Note that if this property holds,
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then the only way a P3 abcd can be non-rainbow (i.e., have some colour appearing more than

once) for each colouring corresponding to its vertices if

fa(bc) = fa(cd), fb(ab) = fb(bc), fc(bc) = fc(cd) and fd(ab) = fd(bc).

It is not difficult to prove that for any collection of colourings with no(1) colours we can find a

P3 in which the first three of the four equalities above hold, i.e., the colourings fa, fb and fc of the

P3 are all non-rainbow. However, we will show that we can construct a collection of colourings

with no(1) colours such that any P3 abcd is rainbow in either fa or fd.

The main idea is the following. Assume that the colourings fv are defined in such a way

that any edge {x, y} not containing v is coloured by the colour γ({v, x, y}), where γ is some

colouring of the edges of the complete 3-uniform hypergraph formed by our n vertices. Then the

condition fa(bc) = fa(cd) becomes γ(abc) = γ(acd), and the condition fd(ab) = fd(bc) becomes

γ(abd) = γ(bcd). Thus, if both of these conditions hold, then γ uses at most 2 colours on the 4

vertices a, b, c, d. However, recall from Subsection 7.1.2 the following result of Conlon, Fox, Lee

and Sudakov [40] about the Erdős–Gyárfás problem.

Theorem 7.2.1 (Conlon, Fox, Lee and Sudakov [40]). The edges of the complete 3-uniform

hypergraph K
(3)
n on n vertices can be coloured using e(logn)

2/5+o(1)
= no(1) colours in such a way

that at least 3 different colours appear among the four edges spanned by any 4 vertices.

We are ready to prove that g(n, P3) is subpolynomial, which follows easily from the discussion

above.

Proof of Theorem 7.1.7. Using Theorem 7.2.1, we can take a colouring γ of the complete 3-

uniform hypergraph formed on our n vertices such that γ uses at most e(logn)
2/5+o(1)

colours and

at least 3 colours appear among any 4 vertices. We now define our collection of colourings as

follows. Let z0 be a colour not used by γ (i.e., z0 ̸∈ Im(γ)). Define, for any vertex v and edge

e = {x, y},

fv(e) =

z0 if v ∈ e

γ(e ∪ {v}) if v ̸∈ e.

Let abcd be any P3 in our Kn. As noted in the discussion above, if the edges of this P3 do not

all receive different colours in fa, then γ(abc) = γ(acd). Similarly, if the edges of the P3 do not all

receive different colours in fd, then γ(abd) = γ(bcd). But we know that at least 3 different colours

appear among γ(abc), γ(abd), γ(acd) and γ(bcd), so γ(abc) = γ(acd) and γ(abd) = γ(bcd) cannot

simultaneously hold. Hence our collection of colourings is (n, P3)-local with 1 + e(logn)
2/5+o(1)

=

no(1) colours.

We now turn to the proof that g(n, Tp) is subpolynomial, where Tp is the triangle with a

pendant edge. As noted before, this result is stronger than Theorem 7.1.7, and correspondingly
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the proof will be a refinement of the one above.

Theorem 7.2.2. We have g(n, Tp) = no(1).

Proof. As before, take an edge-colouring γ of the 3-uniform complete hypergraph K
(3)
n using

no(1) colours such that among any 4 vertices at least 3 colours appear. Furthermore, take an

edge-colouring δ of the clique Kn using O(log n) colours such that there is no monochromatic

triangle. (It is well-known that this is possible – for example, label the vertices by elements of

{0, 1}m and colour the edge xy by the minimal i for which xi ̸= yi.) We may assume that γ and

δ have disjoint images.

We define our collection of colourings fv by setting

fv(e) =

δ(e) if v ∈ e

γ(e ∪ {v}) if v ̸∈ e.

Take any copy abcd of Tp: the vertices b, c, d form a triangle and a is joined to b. We show

that this copy must be rainbow in one of fa, fc or fd.

If this copy of Tp is not rainbow under fc, then we must have either δ(bc) = δ(cd) or γ(abc) =

γ(bcd). Similarly, if the copy is not rainbow under fd, then either δ(bd) = δ(cd) or γ(abd) = γ(bcd).

Note that, by the definition of δ, we cannot have both δ(bc) = δ(cd) and δ(bd) = δ(cd). Thus,

without loss of generality, we have γ(abc) = γ(bcd).

But if our copy of Tp is not rainbow under fa, then at least two of abc, abd, acd have the same

colour in γ. Together with γ(abc) = γ(bcd), this would imply that at most two colours appear

among a, b, c, d in γ, giving a contradiction. So our collection of colourings is (n, Tp)-local with

no(1) +O(log n) = no(1) colours.

Finally, we prove that g(n, Te) is subpolynomial, where Te denotes the disjoint union of a

triangle and an edge. In fact, we will prove a logarithmic bound here.

Theorem 7.2.3. We have g(n, Te) = O(log n).

Proof. We may assume that the vertices of our clique Kn are elements of {0, 1}m, where m =

⌈log2 n⌉. Given vertices x and y, let δ(xy) = min{i : xi ̸= yi} be the first coordinate where x

and y differ. Observe that δ has the property that for any three vertices x, y, z, exactly two of

δ(xy), δ(xz), δ(yz) are equal. Moreover, if δ(xz) = δ(yz) then δ(xy) > δ(xz) = δ(yz).

Define our collection of colourings fv as follows. For any edge xy, let

fv(xy) =

−δ(xy) if v ∈ {x, y}

max{δ(vx), δ(vy)} if v ̸∈ {x, y}.

(The only purpose of the minus sign in the first case is to ensure that fv takes different values

on edges that contain v and on edges that do not.) Consider any copy of Te formed by a triangle
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abc and an edge xy; we show that this copy is rainbow under one of fa, fb or fc. Without loss of

generality, we may assume that δ(ab) > δ(ac) = δ(bc).

Note that fa(ab) ̸= fa(ac). So if this copy of Te is non-rainbow under fa, then we must have

fa(xy) = fa(bc), i.e., max{δ(ax), δ(ay)} = max{δ(ab), δ(ac)} = δ(ab). Without loss of generality,

we have δ(ab) = δ(ax). But then δ(bx) > δ(ab) and hence max{δ(bx), δ(by)} > δ(ab). This

implies that fb(ac) ̸= fb(xy). As fb(ab) ̸= fb(bc), our copy of Te must be rainbow under fb,

finishing the proof.

7.3 Lower bounds

7.3.1 The proof of Theorem 7.1.8

In this subsection, we prove Theorem 7.1.8. The proof uses the following lemma of O. Janzer [97,

Theorem 3.1], which is a significant generalization of the Bondy–Simonovits theorem [30].

Lemma 7.3.1. Let ℓ ≥ 2 and s be positive integers. Then there exists a constant C = C(ℓ, s)

with the following property. Suppose that G = (V,E) is a graph with N vertices and at least

CN1+1/ℓ edges. Let ∼ be a symmetric binary relation on V such that for every u ∈ V and v ∈ V ,

v has at most s neighbours w ∈ V which satisfy u ∼ w. Then G contains a 2ℓ-cycle x1x2 . . . x2ℓ

such that xi ̸∼ xj for every i ̸= j.

Proof of Theorem 7.1.8. Let C = C(ℓ, 1) be provided by Lemma 7.3.1 and let c = (4C)−
ℓ

ℓ+1 .

For each vertex v ∈ V (Kn), let fv be an edge-colouring of E(Kn) which uses [k] as colours, where

k ≤ cn1−
2

ℓ+1 . Define an auxiliary graph G whose vertex set is V = V (Kn)× [k] and in which (u, i)

and (v, j) are joined by an edge if and only if u ̸= v, fu(uv) = i and fv(uv) = j. Observe that

there is a natural bijection between the edges of G and the edges of Kn, so e(G) = e(Kn) =
(
n
2

)
.

Moreover, clearly, the number of vertices in G is N = nk. Hence,

CN1+1/ℓ ≤ C(cn2−
2

ℓ+1 )1+1/ℓ = Cc1+1/ℓn2 = n2/4 ≤
(
n

2

)
.

For vertices (u, i), (v, j) ∈ V (G), let us write (u, i) ∼ (v, j) if u = v. We claim that if x, y ∈ V (G),

then y has at most one neighbour z in G such that x ∼ z. Indeed, let u be the first coordinate of

x and let v be the first coordinate of y. Then (as x ∼ z) the first coordinate of z must be u, and

(as z is a neighbour of y in G) the second coordinate of z has to be the colour of the edge uv in

the colouring fu. Hence, by Lemma 7.3.1 applied with s = 1, it follows that there is a 2ℓ-cycle

x1x2 . . . x2ℓ in G such that the first coordinate of each xi is different. Let xi = (ui, αi). Then, for

each i, we have fui(ui−1ui) = fui(ui, ui+1) = αi, where indices are considered mod 2ℓ. Therefore,

the 2ℓ-cycle u1u2 . . . u2ℓ in Kn witnesses that the collection of colourings {fv : v ∈ V (Kn)} is not

(n,C2ℓ)-local. Hence, any (n,C2ℓ)-local colouring must use more than cn1−
2

ℓ+1 colours, which

means that g(n,C2ℓ) > cn1−
2

ℓ+1 .
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The second assertion of Theorem 7.1.8 follows trivially since Kr contains Cr as a subgraph

on the same vertex set, so g(n,Kr) ≥ g(n,Cr).

When r is odd, we can use a variant of the above method to prove the bound stated in

Remark 7.1.9. Let θℓ,t be the union of t paths of length ℓ which share the same endpoints but are

pairwise internally vertex-disjoint. Note that θℓ,2 = C2ℓ. A result of O. Janzer [97, Theorem 3.7]

shows that Lemma 7.3.1 can be generalized to find, under the same conditions (with a constant

C that depends in addition on t) a copy of θℓ,t without a pair of vertices related by ∼. Using this

result, an argument very similar to the proof of Theorem 7.1.8 shows that if fv are k-colourings

of the edge set of Kn for k ≤ cn1−
2

ℓ+1 where c is a sufficiently small constant, then we can find

a copy T of θℓ,3 in Kn with the property that for each v ∈ V (T ), the colour of every edge of T

incident to v is the same in fv. It follows that g(n, θℓ,3 ∪C2q) = Ω(n
1− 2

min(ℓ,q)+1 ), where θℓ,3 ∪C2q

is the disjoint union of a θℓ,3 and a C2q. Choosing ℓ ∈ {⌊ r+1
5 ⌋, ⌊ r+1

5 ⌋ − 1} such that ℓ is even

and setting q = r+1−3ℓ
2 , we obtain q ≥ ℓ ≥ r−8

5 and |V (θℓ,3 ∪ C2q)| = 3ℓ − 1 + 2q = r, so

g(n,Kr) ≥ g(n, θℓ,3 ∪ C2q) ≥ Ω(n1−
2

ℓ+1 ) ≥ Ω(n1−
10
r−3 ).

7.3.2 The proof of Theorem 7.1.10

In this subsection, we complete the proof of Theorem 7.1.10. Our results from Section 7.2 together

with Theorem 7.1.4 already prove the “only if” part of Theorem 7.1.10, so it suffices to prove the

“if” part, which amounts to giving a polynomial lower bound for g(n,H) in the remaining cases.

We remark that if g(n,H) is polynomial, then so is g(n,H+), where H+ is the graph obtained

from H by adding an isolated vertex. Indeed, assume that there are k-colourings fv of the edges

of Kn for each v ∈ V (Kn) which form an (n,H+)-local collection. Let s = |V (H)| + 1 and let

u1, . . . , us be arbitrary distinct vertices in Kn. Now for each v ∈ V (Kn), define the colouring f ′v

of E(Kn) by setting f ′v(e) = (fv(e), fu1(e), . . . , fus(e)). This is a colouring which uses at most

ks+1 colours. We claim that these colourings form an (n,H)-local colouring. Indeed, otherwise

we could find a copy T of H in Kn such that for each v ∈ V (T ) there are at least two edges in

T which have the same colour in f ′v. By definition, any such pair of edges have the same colour

in all of fv, fu1 , . . . , fus , so, as s > |V (H)|, we may find a copy T+ of H+ (obtained by adding

a vertex ui to T ) such that for each v ∈ V (T+) there are two edges in T+ which have the same

colour in fv. This contradicts the assumption that the fv are (n,H+)-local. Hence, the f ′v are

indeed (n,H)-local, so g(n,H) ≤ g(n,H+)s+1.

Together with our earlier observation, it also follows that if g(n,H) is polynomial and F

contains H as a (not necessarily spanning) subgraph, then g(n, F ) is also polynomial.

By the above discussion, it suffices to consider graphs with no isolated vertices. We first focus

on graphs H with precisely 4 edges and no isolated vertices; the list of such graphs can be found

in Table 7.1. It was shown in [37] that g(n,C4) = Ω(n1/3) and that g(n, P4) = Ω(n1/5). When

H contains a triangle, then g(n,H) is subpolynomial, and when H is the union of P3 and P1, we
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do not know whether g(n,H) is polynomial or not. The remaining 6 cases are all covered by the

following definition and theorem.

Table 7.1: The list of graphs with 4 edges and no isolated vertices

Table 7.2: The list of nice graphs with 4 edges and no isolated vertices
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Definition 7.3.2. Let us call a graph H nice if it contains distinct edges e1, e2, f1, f2 such that

(e1 ∪ e2) ∩ (f1 ∪ f2) ⊂ f1 ∩ f2.

Remark 7.3.3. That the remaining 6 graphs from Table 7.1 are all nice is demonstrated in

Table 7.2. For each graph, suitable edges e1 and e2 are coloured red, while suitable f1 and f2 are

coloured blue.

Theorem 7.3.4. If H is a nice graph, then g(n,H) = Ω(n1/6).

Proof. Choose distinct edges e1, e2, f1, f2 in H such that (e1 ∪ e2)∩ (f1 ∪ f2) ⊂ f1 ∩ f2. For each
v ∈ V (Kn), let fv be a colouring of the edges of Kn which uses k ≤ cn1/6 colours, where c is a

sufficiently small constant which depends on H. It suffices to prove that the collection of these

colourings is not (n,H)-local. We need the following claim, which follows from a simple counting

argument.

Claim. The following two statements hold.

(a) There exist disjoint edges p and q in Kn such that the number of vertices v in Kn with

fv(p) = fv(q) is Ω(n/k).

(b) There exist distinct, intersecting edges s and t in Kn such that the number of vertices v in

Kn with fv(s) = fv(t) is Ω(n/k).

Proof of Claim. (a) It is easy to see by convexity that for any vertex v ∈ V (Kn), there are

Ω(n4/k) pairs of disjoint edges p and q in Kn such that fv(p) = fv(q). Hence, the number of

triples (v, p, q) where p and q are disjoint edges in Kn and fv(p) = fv(q) is Ω(n5/k). It follows

from the pigeonhole principle that there exist p and q for which the number of suitable choices

for v is Ω(n/k).

(b) It is easy to see by convexity that for any vertex v ∈ V (Kn), there are Ω(n3/k) pairs of

distinct, intersecting edges s and t in Kn such that fv(s) = fv(t). Hence, the number of triples

(v, s, t) where s and t are distinct, intersecting edges in Kn and fv(s) = fv(t) is Ω(n4/k). It

follows from the pigeonhole principle that there exist s and t for which the number of suitable

choices for v is Ω(n/k).

Now if e1 and e2 are disjoint in H, let us use part (a) of the claim to find disjoint edges p and

q in Kn such that there is a set A of Ω(n/k) vertices in V (Kn) \ (p ∪ q) such that each v ∈ A

satisfies fv(p) = fv(q). Similarly, if e1 and e2 intersect each other in H, then let us use part (b)

of the claim to find distinct, intersecting edges p and q in Kn such that there is a set A of Ω(n/k)

vertices in V (Kn) \ (p ∪ q) such that each v ∈ A satisfies fv(p) = fv(q). Our aim is to find a

copy of H in Kn in which e1 and e2 are mapped to p and q (in an arbitrary way), and all the

remaining vertices of H are mapped to A. By the definition of A, for any such embedding T of

H we have that T is not rainbow with respect to fv whenever v ∈ V (T ) \ (p ∪ q) (since we have
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fv(p) = fv(q) for any such vertex). We will embed the vertices in (f1 ∪ f2) \ (e1 ∪ e2) into Kn in

a way that for every v ∈ p ∪ q the images of the edges f1 and f2 will have the same colour with

respect to the colouring fv. If we can do this, we obtain an embedding T of H such that for each

v ∈ V (T ) the graph T is not rainbow with respect to fv, showing that the collection of colourings

is not (n,H)-local.

We consider two cases. First, assume that f1 and f2 are disjoint in H. In particular, f1 ∪ f2
is disjoint from e1 ∪ e2. Label each edge between two vertices of A by its colours with respect to

the colourings fv for all v ∈ p ∪ q. Depending on whether p and q intersect or not, this labels

the edges by a triple or quadruple of colours. In particular, there are at most k4 possible labels.

Since there are Ω(n2/k2) edges between two vertices of A, there will be a label that appears

on Ω(n2/k6) different edges. If c is sufficiently small, then we obtain two non-intersecting edges

within A with the same label. Choosing these two edges as the image of f1 and f2, and mapping

all remaining vertices of H arbitrarily to A, we obtain the desired embedding of H.

The second case is when f1 and f2 intersect each other in H. If the common vertex of f1 and

f2 belongs to e1 ∪ e2, then we have already mapped it to some vertex x; else let us choose an

arbitrary vertex x ∈ A as its image in the embedding. Labelling each y ∈ A \ {x} by the colours

of fv(xy) for all v ∈ p ∪ q, there are at most k4 possible labels, so if c is sufficiently small, then

there exist y ̸= z in A \ {x} such that fv(xy) = fv(xz) holds for all v ∈ p ∪ q. Mapping f1 to

xy and f2 to xz, and mapping all remaining vertices of H to arbitrary vertices in A, we obtain a

suitable embedding of H.

We are now in a position to complete the proof of Theorem 7.1.10. Our Theorem 7.3.4 shows

that wheneverH contains one of the graphs in Table 7.2 as a subgraph, we have g(n,H) = Ω(n1/6).

As mentioned above, Cheng and Xu [37] proved that g(n,C4) = Ω(n1/3) and g(n, P4) = Ω(n1/5).

Observe that any graph with 4 edges which is triangle-free and not the disjoint union of P3 and

P1 is equal to C4, P4 or one of the graphs in Table 7.2. This proves Theorem 7.1.10 for graphs H

with 4 edges. Finally, observe that any graph with at least 5 edges contains C4, P4 or one of the

graphs in Table 7.2 as a subgraph (clearly, it suffices to verify this for graphs obtained by adding

an edge to one of the following three graphs: the triangle with a pendant edge, the triangle with

an isolated edge and the union of a P3 and a P1). This completes the proof of Theorem 7.1.10.

7.4 Bounds for the Erdős–Gyárfás function

7.4.1 The proof of Theorem 7.1.16

In this subsection we prove Theorem 7.1.16 about subpolynomial values for the Erdős–Gyárfás

function. We begin by briefly discussing our approach. We will use Theorem 7.1.14, i.e., an

appropriate colouring for r = 3, to construct our colouring for r = 4 (and larger values of r). Let

c denote the colouring of the triples provided by Theorem 7.1.14. Let us first try to colour the
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edges of K
(4)
n by simply ignoring one of the vertices: e will receive colour c(e− v(e)), where v(e)

is some special vertex of e (and e− v(e) is the set e \ {v(e)}). Note that we will need to describe

a rule to choose the special vertex v(e) that we ignore.

Now let us see when this approach provides a colouring satisfying the conditions. Observe

that a copy of K
(4)
5 receives at least 4 colours if and only if there is at most one colour repetition,

i.e., at most one pair of edges of the K
(4)
5 share the same colour. Assume instead that in our

colouring we have two pairs of edges e, e′ and f, f ′ in some K
(4)
5 sharing the same colour. Since

any edge misses exactly one vertex of this K
(4)
5 , there is a vertex p contained in the intersection

e∩ e′∩ f ∩ f ′. If we can make sure that p is the special vertex that we ignore in each of e, e′, f, f ′,

then we get a contradiction from c(e − p) = c(e′ − p) and c(f − p) = c(f ′ − p) by the definition

of c.

To choose the special vertex v(e), one simple method is to take an ordering of all of the

vertices, and pick v(e) to be the largest element of e. Of course, the point p ∈ e∩ e′ ∩ f ∩ f ′ does
not in general have to be the largest element of e, e′, f, f ′. So, instead of taking just one ordering,

we will take many total orders, and our final colouring will be the product of the colourings

corresponding to each of these total orders. We will have to pick our list of total orders in a

special way; we will make use of the following result of Hajnal (see [134]).

Theorem 7.4.1 ([134]). Let k be a fixed positive integer. For any positive integer n and any

set V of size n, we can find M = O(log log n) total orders <1, . . . , <M on V such that whenever

a1, . . . , ak are distinct elements of V , then there is some j (with 1 ≤ j ≤ M) such that ai <j a1

for i = 2, . . . , k. In other words, a1 is maximal among a1, . . . , ak in at least one of our total

orders.

We are now ready to prove Theorem 7.1.16.

Proof of Theorem 7.1.16. We show the statement by induction on r. The r = 3 case is exactly

Theorem 7.1.14, so assume that r ≥ 4 and the statement holds for smaller values of r. Let V be

our set of n vertices. By the induction hypothesis, we can pick a colouring c of the (r−1)-element

subsets of V such that at least r−1 colours appear among any r vertices and c uses e(logn)
2/5+o(1)

colours. Furthermore, by Theorem 7.4.1 applied for k = r + 1, we can pick M = O(log log n)

total orders <1, . . . , <M on V such that for any distinct vertices a1, . . . , ar+1 ∈ V , a1 is maximal

among these r + 1 vertices in one of the total orders <j . Given a (non-empty) set W ⊆ V , let

us write maxj W for the element of W which is maximal in W in the ordering <j . We define a

colouring c′ of r-element subsets of V by setting

c′(e) = (c(e−max1(e)), c(e−max2(e)), . . . , c(e−maxM (e))).

In other words, cj is the product of all the colourings c′j(e) = c(e−maxj(e)) formed by using

the colouring c after ignoring the largest element of e in the ordering <j . Note that the number
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of colours used is at most (
e(logn)

2/5+o(1)
)O(log logn)

= e(logn)
2/5+o(1)

.

We claim that in any K
(r)
r+1, at least r colours appear under the colouring c′. Assume, for

contradiction, that this is not the case. Then there exist a set W of r + 1 vertices and subsets

e, e′, f, f ′ ⊆ W of size r (with e ̸= e′, f ̸= f ′) such that c′(e) = c′(e′), c′(f) = c′(f ′) and

{e, e′} ̸= {f, f ′}. Since any r-edge inside W misses exactly one element of W , we have |e ∩ e′ ∩
f ∩ f ′| ≥ (r + 1) − 4 ≥ 1. Pick any element p ∈ e ∩ e′ ∩ f ∩ f ′, and let j ∈ {1, . . . ,M} be such

that p = maxj(W ).

Since c′(e) = c′(e′), we have (by taking jth coordinates) c(e − p) = c(e′ − p). Similarly,

c(f − p) = c(f ′ − p). But this means that, under the colouring c, at most r − 2 different colours

appear in theK
(r−1)
r induced byW−p. This contradicts our choice of c and finishes the proof.

7.4.2 Connections to Problem 7.1.1

Recall that lower bounds on g(n, P3) also imply the same lower bounds for Problem 7.1.1. How-

ever, we have seen (Theorem 7.1.7) that g(n, P3) is subpolynomial, so this method cannot give a

polynomial lower bound for the problem of Karchmer and Wigderson.

It is very natural to try to give lower bounds to Problem 7.1.1 by considering only specific

forms of triples x, y, z; in particular, it is natural to take (x∪y∪z)\(x∩y∩z) to be small to make

sure that only a few conditions need to be satisfied. Thus, instead of taking x, y, z to be edges of a

P3, we could add to each of them the same set of vertices, i.e., take x = x0∪S, y = y0∪S, z = z0∪S,
where x0, y0, z0 are sets of size 2 forming a P3.

However, Theorem 7.1.16 implies that this cannot work for sets S of some given bounded size

ℓ. Indeed, we can proceed similarly as for P3s. Let γ be a colouring coming from Theorem 7.1.16

for r = ℓ+3, and define fv(x) to be γ({v}∪x) if v ̸∈ x and some arbitrary different colour if v ∈ x.

Then, similarly to the proof of Theorem 7.1.7, we find that whenever x = x0 ∪ S, y = y0 ∪ S and

z = z0 ∪ S such that |S| = ℓ and x0, y0, z0 form a P3 abcd (disjoint from S), then x, y, z receive

distinct colours in either fa or fd.

More generally, similar arguments can be used to construct colourings fv for each v ∈ V (Kn)

using a subpolynomial number of colours such that whenever x, y, z are distinct subsets of V (Kn)

of bounded size, then there exists some v ∈ (x ∪ y ∪ z) \ (x ∩ y ∩ z) for which fv(x), fv(y) and

fv(z) are distinct.

Note, however, that the argument above does not work when |S| is large (say, at least loga-

rithmic in n); perhaps considering such S might give better bounds.
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7.5 Concluding remarks

In this chapter we have determined, for each graph H other than the disjoint union of P3 and

P1 with an arbitrary number of isolated vertices, whether the growth of g(n,H) is polynomial.

The natural question left open by our investigations is whether g(n,H) is polynomial when H is

P3 ∪ P1.

Problem 7.1.1 also remains open, with the best known lower bound coming from the result

g(n, P3) = Ω(( logn
log logn)

1/4) due to Alon and Ben-Eliezer [3]. Our Theorem 7.1.7 shows that this

approach cannot give a polynomial lower bound. Indeed, as we mentioned in Subsection 7.4.2,

one cannot obtain a polynomial lower bound by considering only vectors of bounded Hamming

weight. On the other hand, one can prove a polynomial upper bound using the asymmetric Lovász

Local Lemma. It remains an interesting open question whether the answer to Problem 7.1.1 is

polynomial.
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Chapter 8

Long running times for hypergraph

bootstrap percolation

8.1 Introduction

The hypergraph bootstrap percolation process is an infection process on hypergraphs which was

introduced by Bollobás [23] in 1968 under the name of weak saturation. For an integer r ≥ 2 and

a set S, denote by
(
S
r

)
the set of all subsets of S of size r. Given an r-uniform hypergraph H

and a positive integer n, the H-bootstrap percolation process is a deterministic process defined as

follows. We start with a given r-uniform hypergraph G0 on vertex set [n] = {1, . . . , n}. For each
time step t ≥ 1, we define the hypergraph Gt on the same vertex set [n] by letting

E(Gt) = E(Gt−1) ∪
{
e ∈

(
[n]

r

)
: ∃ an H-copy H ′ s.t. e ∈ E(H ′) ⊆ E(Gt−1) ∪ {e}

}
,

that is, Gt is an r-uniform hypergraph on [n] defined by including all edges of Gt−1 together with

all edges e ∈
(
[n]
r

)
which create a new copy of H with the edges of Gt−1. The hypergraph G0

is called the initial infection, and the edges E(Gt) \ E(Gt−1) are said to be infected at time t.

If there exists some T ≥ 0 such that GT = K
(r)
n , we say that G0 percolates under this process.

In the weak saturation interpretation, we say that the hypergraph G0 is weakly H-saturated if

G0 is H-free and percolates under H-bootstrap percolation, that is, if there exists an ordering of

E(K
(r)
n ) \ E(G0) = {e1, . . . , et} such that the addition of ei to G0 ∪ {e1, . . . , ei−1} will create a

new copy of H, for every i ∈ [t].

Given a fixed hypergraph H, one of the most studied extremal problems in this setting is

establishing the minimum size of an n-vertex hypergraph which is weakly H-saturated. For

the most basic case, where r = 2 and H = Kk, it was conjectured by Bollobás [23] that the

minimum size of a weakly Kk-saturated n-vertex graph is (k−2)n−
(
k−1
2

)
. About a decade later,

Lovász [113] was the first to confirm this conjecture (using a generalisation of the Bollobás Two
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Families Theorem [22]). This was later independently reproved by Alon [2], Frankl [66] and Kalai

[101, 102] – all using methods from linear algebra. For the hypergraph case, the work of Frankl

[66] also settles this problem for K
(r)
k with r ≥ 3. This problem has also been studied for other

graphs H, and for host graphs other than the complete graph, and other related settings; see,

e.g., [2, 35, 110, 115, 121, 122, 128].

Even though the initial infection graphs which are solutions to the weak saturation problem

have the smallest possible number of edges, it is interesting to note that, in many of the known

examples, they require only very few steps until the infection process stabilises. For example,

the standard construction of a weakly Kk-saturated graph achieving the minimum size is given

by removing the edges of a clique of size n − k + 2 from Kn, which means that only one step is

needed in order to complete the infection process. In this direction, Bollobás raised the problem

of finding the initial infection for which the running time of the H-bootstrap percolation process

is maximised. This was then also studied in the related setting of neighbourhood percolation by

Benevides and Przykucki [17, 18, 123], and for a random initial infection by Gunderson, Koch

and Przykucki [78].

Here we consider this problem in the hypergraph bootstrap percolation setting. Given a fixed

r-uniform hypergraph H and an r-uniform initial infection G0, we define the running time of the

H-bootstrap percolation process on G0 to be

MH(G0) = min{t ≥ 0 : Gt = Gt+1}.

We denote the maximum running time over all r-uniform hypergraphs G0 on n vertices asMH(n).

We shall simplify these notations toM r
k (G0) andM

r
k (n) whenH = K

(r)
k is the complete r-uniform

hypergraph on k vertices, and drop the superscript to Mk(n) in the graph setting (r = 2). Note

that a trivial upper bound for MH(n) is given by
(
n
r

)
, the total number of edges of K

(r)
n .

The simplest setting to consider is for graph bootstrap percolation and H = Kk. For k = 3,

it is not hard to see that M3(n) = ⌈log2(n− 1)⌉, where an extremal example is given by a path

of length n− 1 (see, e.g., [28] for details). Bollobás, Przykucki, Riordan, and Sahasrabudhe [28]

and independently Matzke [114] considered this problem for higher values of k. By carefully

analysing the growth of cliques during the percolation process, both groups of authors showed

that M4(n) = n− 3. Moreover, for k ≥ 5, Bollobás, Przykucki, Riordan, and Sahasrabudhe [28]

obtained the lower boundMk(n) ≥ n2−αk−o(1), where αk = (k − 2)/(
(
k
2

)
− 2), using a probabilistic

argument. The authors of [28] conjectured that Mk(n) = o(n2) for all k ≥ 5. However, in a

subsequent paper, Balogh, Kronenberg, Pokrovskiy, and Szabó [15] disproved this conjecture for

k ≥ 6, showing that the natural upper bound is tight up to a constant factor. The authors of [15]

also improved the lower bound for k = 5 to M5(n) ≥ n2−O(1/
√
logn), using Behrend’s construction

of ‘dense’ 3-AP-free sets [16], and conjectured that M5(n) = o(n2). It remains an open problem

to determine whether this is the case.
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In this chapter we consider the question of the maximum running time when H is an r-

uniform hypergraph with r ≥ 3. This was recently investigated by Noel and Ranganathan [119].

By providing an explicit construction to establish the lower bound (noting the trivial upper bound

of
(
n
r

)
), they proved the following theorem for the case k ≥ r + 2.

Theorem 8.1.1 (Noel and Ranganathan [119]). Let r ≥ 3. If k ≥ r + 2, then M r
k (n) = Θ(nr).

For the case k = r + 1, they established the following lower bound.

Theorem 8.1.2 (Noel and Ranganathan [119]). Let r ≥ 3. If k = r+1, then M r
k (n) = Ω(nr−1).

This theorem leaves a gap between the lower bound and the trivial upper bound M r
r+1(n) =

O(nr). Noel and Ranganathan conjectured that M3
4 (n) = O(n2) [119, Conjecture 5.1], but

suggested that, for sufficiently large r, it is indeed true that the maximum running time achieves

M r
r+1(n) = Θ(nr) [119, Question 5.2].

In this chapter, we show the conjecture to be false and prove that the trivial upper bound

is in fact tight, up to a constant factor, for all r ≥ 3. This also gives a positive answer to their

question, in a strong sense.

Theorem 8.1.3. For any fixed integer r ≥ 3, we have M r
r+1(n) = Θ(nr).

Another proof for Theorem 8.1.3 was independently obtained by Hartarsky and Lichev [82].

We note that Theorem 8.1.3 establishes a clear difference with respect to the graph case r = 2,

where Mk(n) = o(nr) for k ∈ {r+ 1, r+ 2} (and possibly also r+ 3). It may therefore seem that

the behaviour of hypergraph bootstrap percolation is less rich than its graph counterpart. We

propose a modification of the problem above that shows this is not the case, and that different

(and very interesting) asymptotic running times may still occur in the hypergraph setting.

Indeed, recall that we may think of H-bootstrap percolation as an infection process where

the infection spreads to a new copy of H if only one edge of said copy was not infected in the

previous step. It is reasonable then to consider models where the infection is more powerful, in

the sense that it will extend to copies of H which are missing at most m edges, for some fixed

integer m. We consider here in particular the case m = 2. Note that if m = 2 and H is a complete

hypergraph (which is the case we will focus on), then this modified model is equivalent to the

original hypergraph percolation process for the hypergraph H ′ obtained by deleting an arbitrary

edge from H.

Formally, let H be a given r-uniform hypergraph, and let G be an r-uniform hypergraph on

[n]. For each copy H ′ of H on [n], if |E(H ′) \ E(G)| ≤ m, we say that H ′ is m-completable in

G. We define the (H,m)-bootstrap percolation process on an initial infection G0 on [n] to be the

sequence of hypergraphs G0, G1, . . . on [n] given by setting, for each t ≥ 1,

E(Gt) = E(Gt−1) ∪
⋃

H′ copy of H on [n]
H′ m-completable in Gt−1

E(H ′).
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Note that the (H, 1)-bootstrap percolation process simply corresponds to the usual H-bootstrap

percolation process. Let us denote the running time of this hypergraph percolation process as

M(H,m)(G0) = min{t ≥ 0 : Gt = Gt+1}, and the maximum running time over all r-uniform n-

vertex hypergraphs G0 asM(H,m)(n). The next result shows that we get interesting new behaviour

when m = 2 and H = K
(3)
4 (which is probably the most natural first case to consider).

Theorem 8.1.4. For all n ≥ 4, we have M
(K

(3)
4 ,2)

(n) = 2n− ⌊log2(n− 2)⌋ − 6.

It is worth remarking here that this is the first nontrivial exact result about running times of

hypergraph bootstrap percolation. The only nontrivial exact results in graph bootstrap percola-

tion were those for K3- and K4-bootstrap percolation [28], until very recently Fabian, Morris, and

Szabó [61] determined the maximal possible running time for all cycles Ck (when n is sufficiently

large).

We also prove that in the next case, H = K
(3)
5 , the running time can once again be cubic

(i.e., as large as possible).

Theorem 8.1.5. We have M
(K

(3)
5 ,2)

(n) = Θ(n3).

Let K
(r)
s − e denote the hypergraph obtained by deleting an edge from K

(r)
s . As mentioned

above, the (K
(r)
s , 2)-process is the same as the usual bootstrap percolation process for K

(r)
s − e,

so the results above can be reformulated as follows.

Theorem 8.1.4’. For all n ≥ 4, we have M
K

(3)
4 −e

(n) = 2n− ⌊log2(n− 2)⌋ − 6.

Theorem 8.1.5’. We have M
K

(3)
5 −e

(n) = Θ(n3).

We present our proof of Theorem 8.1.3 in Section 8.2. We defer the proofs of Theorems 8.1.4

and 8.1.5 to Section 8.3. We also propose some open problems in our concluding remarks.

8.2 Long running times for simple infections

In order to prove Theorem 8.1.3, we will use a result of Noel and Ranganathan [119] that allows

us to focus on the case r = 3. To state their result, we need to recall some definitions from [119].

Let G0 be an r-uniform hypergraph, let Gt be the hypergraph at time t for the K
(r)
r+1-bootstrap

process starting with G0 as initial infection, and let T = M r
r+1(G0) be the time the process

stabilises. We say that G0 is K
(r)
r+1-civilised if the following conditions are satisfied for some edge

e0 of G0.

1. For each t ∈ [T ], Gt contains only one more edge et than Gt−1, and one more copy Ht of

K
(r)
r+1.

2. For all t ∈ [T ] we have E(Ht) ∩ {e0, e1, . . . , eT } = {et−1, et}.
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3. The K
(r)
r+1-bootstrap percolation process starting with G0 − e0 infects no edge.

Lemma 8.2.1 (Noel and Ranganathan [119, Lemma 2.11]). If for all n there exists a K
(3)
4 -

civilised hypergraph G0 on Θ(n) vertices such that M3
4 (G0) = Θ(n3), then for all r ≥ 3 we have

M r
r+1(n) = Θ(nr).

Before we give the formal proof of Theorem 8.1.3, let us give an informal description of the

construction that gives a lower bound for the number of steps of the percolation process. As noted

above, by Lemma 8.2.1 it is enough to consider the case r = 3. The main part of the construction

consists of three layers of vertices: ‘top’ vertices labelled ti, ‘bottom’ vertices labelled bj , and

‘middle’ vertices labelled mℓ. In each time step, just one new edge will become infected. That

infection will happen because one copy of K
(3)
4 , which had only two edges present in the initial

infection, has a third edge infected in the previous step of the process.

The process will consist mainly of chains of infections, where we move from one chain to

another by using special gadgets. The chains will have the format of the so-called ‘beachball

hypergraph’. The vertex set of this hypergraph consists of one top and one bottom vertex, and

some ordered vertices in the middle; the edges are the triples consisting of two consecutive middle

vertices, and either the top or the bottom vertex. See Figure 8.1 for an illustration.

It will be convenient to think of the process as having n phases, each phase having Θ(n)

stages, and each stage having Θ(n) infection steps. A phase will represent the infection process

that occurs when we fix a top vertex ti. In each phase, we have Θ(n) stages, where each stage is

the process that occurs when we fix bj (for the fixed ti of this phase). At a specified phase and

stage, the initial infected set will be the above mentioned beachball hypergraph, and the infection

will spread through the middle vertices. This gives Θ(n) infection steps for each stage.

The challenge will then be to move to another top or bottom vertex without infecting more

than one edge in each step of the process. For this purpose, we will introduce, at the end of each

stage, a new middle vertex and a special ‘switching’ gadget. Each stage of the process will be

represented by a tuple of a top vertex ti, a bottom vertex bj , and consecutive middle vertices

starting from ms and ending in mℓ, where −(n−1) ≤ s ≤ 0 and n ≤ ℓ ≤ 2n. For moving between

phases, we will introduce a different type of gadget.

Let us first describe the first few stages of the process to give a better intuition. The first n

infection steps will come from a ‘path’ on the middle layer. The edges t1mℓmℓ+1 and b1mℓmℓ+1

will be present at time zero for all 0 ≤ ℓ ≤ n − 1, as well as the edge t1b1m0. Once the edge

t1b1mℓ becomes infected, it propagates the infection in the next step to t1b1mℓ+1. See Figure 8.1

for an illustration.

After Θ(n) such infections, we want to swap out b1 to another bottom vertex (labelled b−1).

We do this by making sure that the last infected edge using b1 (namely, the edge t1b1mn) makes

the middle path longer, that is, it makes the edge t1mnmn+1 infected in the next step. To achieve

this, we will have b1mnmn+1 and t1b1mn+1 present in the original hypergraph G0; see Figure 8.2.
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m0 m1 m2 mn−1
mn

t1

b1

m2nm−(n−1)

Figure 8.1: Initial infection G0 showing only the first top and bottom vertices, t1 and b1. Each red
or blue triangle represents an edge of G0, and together they form the first beachball hypergraph
in our process. The green arc represents an edge containing the vertices it passes through. To

form G1, the edge t1m1b1 is added, as this completes a copy of K
(3)
4 on {t1,m0,m1, b1}. It is

clear to see that subsequently all edges of the form t1mℓb1 for ℓ increasing from 2 to n are added
in turn.

Once t1mnmn+1 is infected, it can start a chain of infections using the new bottom vertex

b−1. However, this time the chain of infections will go in the opposite direction on the middle

path: we will first infect t1b−1mn (for this we will need the edges t1b−1mn+1 and b−1mnmn+1 to

be present initially, as in Figure 8.2), then we infect t1b−1mn−1, and so on, until t1b−1m0.

At this point we again swap out the bottom vertex to a different one (labelled b2) — we do

this using the same trick as above, i.e., making the middle path one longer, and then changing

the direction we traverse the path. We keep repeating the steps above for Θ(n) bottom vertices

to get Θ(n2) infections which all use the same top vertex t1.

Once we have the Θ(n2) infections using t1, we wish to swap out the top vertex t1 to a

different one (labelled t2). We could do this similarly to how we swapped the bj ’s, but it is more

convenient to simply introduce a gadget using three ‘dummy’ vertices d1, d2, d3 to do this swap.

The last infection using t1 (namely, t1m2n−1m2n) will start a short chain of infections using the

K
(3)
4 ’s given by t1m2n−1m2nd1, m2n−1m2nd1d2, m2nd1d2d3, d1d2d3t2, d2d3t2m0, and d3t2m0m1.

The last one of these allows us to start a repeat of the previous infection process, using t2 instead

of t1. We will use three such dummy vertices di for each of the n− 1 swaps at the top — so only

3n− 3 = Θ(n) dummy vertices in total. See Figure 8.3 for an illustration.
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m0
mn

t1

b1

b−1

mn+1 m2nm−(n−1)

Figure 8.2: Switching gadget to change from K
(3)
4 copies containing b1 to those containing

b−1. The edges b1mnmn+1 and b−1mnmn+1 are present in the initial infection G0. After the

edge t1mnb1 is created by the percolation process, the copy of K
(3)
4 induced by the vertices

{t1,mn,mn+1, b1} is present, except for the missing edge t1mnmn+1 shown in the dotted blue
line. Thus this edge is added, followed by t1mnb−1. This triggers the process to run backwards
and create all edges of form t1mib−1, for i decreasing from i = n− 1 to i = 0, in turn.

Let us now turn to the formal proof of our theorem.

Proof of Theorem 8.1.3. By Lemma 8.2.1, it suffices to consider the case r = 3 and show that

there are K
(3)
4 -civilised 3-uniform hypergraphs on Θ(n) vertices such that the K

(3)
4 -bootstrap

process takes Θ(n3) steps to stabilise. We now describe a construction achieving this.

The initial infection hypergraph G0 has 9n− 4 = Θ(n) vertices, which are labelled as follows:

t1, . . . , tn, b1, . . . , bn, b−1, . . . , b−(n−1), m−(n−1),m−(n−2) . . . ,m2n, and di,1, di,2, di,3 for i ∈ [n− 1].

The edges of G0 are given below:

(a) t1m0m1;

(b) timℓmℓ+1 for all i ∈ [n] and ℓ ∈ [n− 1];

(c) bjmℓmℓ+1 for all j ∈ [n] and ℓ ∈ [−(j − 1), n+ j − 1];

(d) b−jmℓmℓ+1 for all j ∈ [n− 1] and ℓ ∈ [−j, n+ j − 1];

(e) tibjm−(j−1) and tibjmn+j for all i, j ∈ [n];
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m2n−1 m2n d1,1 d1,2 d1,3 m0 m1

t1 t2

b1

Figure 8.3: Switching gadget for changing the top vertex t1 to t2. Edges present in the initial
infectionG0 are omitted for clarity. When the dotted blue edge t1m2n−1m2n is infected, this causes
the edges along the chain to become infected, ending in t2m0m1. This triggers the infection of
t2m1b1, and in turn the process from the stage as shown in Figure 8.1, with t1 replaced with t2.

(f) tib−jmn+j and tib−jm−j for all i ∈ [n] and j ∈ [n− 1];

(g) tim2n−1di,1, tim2ndi,1, m2n−1m2ndi,2, m2n−1di,1di,2, m2ndi,1di,3, m2ndi,2di,3, di,1di,2ti+1,

di,1di,3ti+1, di,2di,3m0, di,2ti+1m0, di,3ti+1m1, and di,3m0m1, for all i ∈ [n− 1].

As mentioned in the informal discussion, it will be easier to think about the initial infected

hypergraph as a set of beachball hypergraphs, and gadgets connecting between them. For this

purpose, we note the following.

� The edges from (b) and (c), as well as those from (b) and (d), (nearly) form beachball

hypergraphs. For the beachballs with edges from (b) and (c) the infection process increases

with the indices of the middle vertices, whereas for those from (b) and (d) it decreases with

the indices of the middle vertices. These hypergraphs are used as the main ingredients of

the infection process.

� The second type of edges from (e) together with the first type of edges from (f) form

the gadgets that help us swap from bj to b−j , where ti is fixed; that is, they help us

move between the beachball with ti, bj as top and bottom and the beachball with ti, b−j .

Figure 8.2 illustrates the gadget swapping from b1 to b−1.

� The first type of edges from (e) and second type of edges from (f) create the gadgets that
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help us swap from b−j to bj+1, where ti is fixed; that is, these help us move from the

beachball with ti, b−j as top and bottom to the beachball with ti, bj+1.

� The edges in (g) form the gadgets swapping between top vertices, from ti to ti+1, using the

dummy vertices di,s. In other words, these gadgets move us from the beachball with ti, bn

as top and bottom to the beachball with ti+1, b1. Figure 8.3 illustrates the gadget swapping

from t1 to t2.

We will show that there are three types of edges that are being infected during the process:

(I) missing edges of the beachballs, that is, edges of the form tibjmℓ;

(II) edges from the gadgets swapping bottom vertices, of the form timℓmℓ+1, and

(III) edges from the gadgets swapping top vertices (these have several different forms).

We will now name the edges being infected during the process. For each i, j ∈ [n], let Ai,j

denote the following sequence of edges:

Ai,j = (tibjm−(j−2), tibjm−(j−3), . . . , tibjmn+j−1, timn+j−1mn+j). (8.1)

These will be the edges infected in the stage of phase i corresponding to the bottom vertex bj .

Similarly, for each i ∈ [n] and j ∈ [n− 1], let

Ai,−j = (tib−jmn+j−1, tib−jmn+j−2, . . . , tib−jm−(j−1), tim−(j−1)m−j). (8.2)

These will correspond to the stage with b−j as bottom vertex. Concatenating these, we get the

sequence Ai of edges corresponding to phase i (these are edges of types (I) and (II) above):

Ai = Ai,1Ai,−1Ai,2Ai,−2 . . . Ai,n−1Ai,−(n−1)Ai,n.

For the phase change using the dummy vertices di,j , let us write, for each i ∈ [n− 1],

Di = (m2n−1m2ndi,1, m2ndi,1di,2, di,1di,2di,3, di,2di,3ti+1, di,3ti+1m0, ti+1m0m1). (8.3)

These are the edges of type (III). Finally, let us write A for the concatenation

A = A1D1A2D2 . . . An−1Dn−1An.

We will show that during the infection process, edges become infected one-by-one, according to

the sequence A.

Let T be the number of triples in A, and let A = (e1, e2, . . . , eT ). Note that T = Θ(n3). Let

us also write e0 for the edge t1m0m1, and for all a ∈ [T − 1] let Ha be the copy of K
(3)
4 with
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vertex set ea−1 ∪ ea (note that |ea−1 ∩ ea| = 2 for all a). For each s ∈ [T ], let us write Gs for

the hypergraph with edge set E(G0)∪ {e1, e2, . . . , es}. (Note that we do not yet know that these

coincide with the hypergraphs obtained during the K
(3)
4 -bootstrap process, but we will see that

they do.) Let us also write G−1 = G0 − e0.

Claim 8.2.2. Assume that s ∈ [−1, T ] is an integer and e = x1x2x3 is a triple not contained in

E(Gs). Suppose that adding e to Gs completes a copy of K
(3)
4 whose fourth vertex is x4. Then,

s ∈ [0, T − 1], e = es+1 and {x1, x2, x3, x4} = V (Hs+1).

We note here that the case s = −1 is needed to formally justify that G0 is K
(3)
4 -civilised

below.

Proof. We consider the following two cases.

Case 1: a vertex di,c appears among x1, . . . , x4 (for some i ∈ [n] and c ∈ [3]). Let us

temporarily write di,−2 = ti, di,−1 = m2n−1, di,0 = m2n, di,4 = ti+1, di,5 = m0 and di,6 = m1,

so the edges di,adi,a+1di,a+3 and di,adi,a+2di,a+3 are present in G0 for all −2 ≤ a ≤ 3. Observe

that the only vertices appearing in an edge of Gs together with di,c (recall 1 ≤ c ≤ 3) are of

the form di,a with |c − a| ≤ 3 (see (g) as well as (8.3)). Hence, x1, . . . , x4 are all of the form

di,a for some −2 ≤ a ≤ 6. Observe furthermore that every edge of Gs of the form di,pdi,qdi,r

(−2 ≤ p < q < r ≤ 6) satisfies |r − p| ≤ 3, or (p, q, r) = (−2, 5, 6) or (p, q, r) = (−1, 0, 4).

It is easy to deduce that the only possible quadruples of vertices di,a forming a K
(3)
4 minus

an edge are of the form {x1, x2, x3, x4} = {di,a, di,a+1, di,a+2, di,a+3} (for some −2 ≤ a ≤ 3).

So exactly one of di,adi,a+1di,a+2 and di,a+1di,a+2di,a+3 appears in Gs, as the other two triples

appear in G0 (recall (g)). Since these are the edges eN and eN+1, respectively, for some N ∈
[T − 1], we must have e = eN+1 and eN ∈ Gs. So N = s, e = es+1, and {x1, x2, x3, x4} =

{di,a, di,a+1, di,a+2, di,a+3} = es ∪ es+1 = V (Hs+1), as claimed.

Case 2: no vertex of the form di,c (c ∈ [3]) appears among x1, . . . , x4. Then, x1, . . . , x4 are

all of the form ti, bj or mℓ. Observe that no pair of the form titi′ or bjbj′ appears simultaneously

in an edge of Gs (i ̸= i′, j ̸= j′), so X = {x1, . . . , x4} contains at most one vertex of the form

ti and at most one vertex of the form bj . So it must contain at least two vertices of the form

mℓ. But mℓ and mℓ′ appear simultaneously in an edge only if |ℓ − ℓ′| ≤ 1. It follows that X

must be of the form {ti, bj ,mℓ,mℓ+1} for some i, j, ℓ. Assume that j > 0 (the case j < 0 is

similar). If ℓ ≤ −j, then neither tibjmℓ nor bjmℓmℓ+1 appear in Gs (see (c), (e) and (8.1)), giving

a contradiction. Similarly, if ℓ ≥ n+ j, then neither tibjmℓ+1 nor bjmℓmℓ+1 appear in Gs, again

giving a contradiction. Hence, we have −(j − 1) ≤ ℓ ≤ n+ j − 1. It follows that bjmℓmℓ+1 is an

edge of G0 − e0. So e is one of tibjmℓ, tibjmℓ+1 and timℓmℓ+1.

First, consider the case e = tibjmℓ. Since tibjmℓ+1 is already present, we must have ℓ = n+j−1

(see (e)). But if timℓmℓ+1 = timn+j−1mn+j = eN appears in Gs, then so does its preceding edge

eN−1 = tibjmn+j−1 = tibjmℓ (see (8.1)), giving a contradiction.
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If the new edge is e = tibjmℓ+1, then −(j − 1) ≤ ℓ ≤ n+ j − 2. So we have e = eN for some

N ∈ [T ], and the edge eN−1 is either tibjmℓ (if ℓ ̸= −(j − 1)) or tim−(j−2)m−(j−1) = timℓmℓ+1

(if ℓ = −(j − 1)). In either case, we have eN−1 ∈ E(Gs) and eN ̸∈ E(Gs), giving s = N − 1,

e = es+1, {x1, x2, x3, x4} = es ∪ es+1 = V (Hs+1), as claimed.

Finally, consider the case when the new edge is e = timℓmℓ+1. So tibjmℓ and tibjmℓ+1 are

edges of Gs. Note that tibjmℓ or tibjmℓ+1 is of the form eN for some N ∈ [T ]. It follows

that all edges eN ′ with N ′ < N appear in Gs, so, in particular, timℓ′mℓ′+1 is in Gs for all

−(j − 1) ≤ ℓ′ ≤ n + j − 2. Hence ℓ = n + j − 1. But then there is some M ∈ [T ] such that

eM = timℓmℓ+1, and we have eM−1 = tibjmn+j−1 = tibjmℓ, which appears in Gs. If follows that

s =M − 1, e = es+1 and {x1, x2, x3, x4} = es ∪ es+1 = V (Hs+1), as claimed.

It is straightforward to check that for all s ∈ [T ] we have E(Hs) \ E(Gs−1) = {es} and

E(Hs)∩{e0, e1, . . . , es} = {es−1, es}. Using these observations and the claim above, we see that all

conditions of beingK
(3)
4 -civilised are satisfied for G0, and the result follows from Lemma 8.2.1.

Remark 8.2.3. It immediately follows from the construction and the proof above that our

proposed initial infection has 9n+O(1) vertices and that the infection process takes 4n3+O(n2)

steps. It therefore follows that M3
4 (n) ≥ 4n3/93 + O(n2). We note that we have made no effort

to optimise the leading constant.

8.3 Long running times for double infections

8.3.1 Double infections for K
(3)
4

We now move on to the proof of our results about the variant where we allow two edges to be

infected at the same time if they together complete a copy of H. We begin with Theorem 8.1.4,

giving tight bounds in the case H = K
(3)
4 . Our approach is motivated by the proof of Bollobás,

Przykucki, Riordan, and Sahasrabudhe [28] of the fact that M4(3) = n − 3, but both the con-

struction and the proof of the upper bound are significantly more complicated here. We start

with an informal description of the infection process for the extremal construction.

We will construct the initially infected hypergraph inductively. Assume that for some n we

have already constructed a hypergraphG0 on n vertices {x1, . . . , xn} for which the process runs for

T steps. Furthermore, assume that GT is complete, but there exist two vertices u, v ∈ {x1, . . . , xn}
such that no edge of GT−1 contains u and v simultaneously. (These conditions might at first

seem arbitrary, but they are satisfied in the obvious construction when n = 4.) Then, we can

add another vertex xn+1 and another edge xn+1uv to G0 without changing the first T steps of

the infection process. (Indeed, the process will only be altered if we create a new 2-completable

copy of K
(3)
4 , and this requires having two edges sharing two vertices.) Moreover, at time T + 1,

the new edges that become infected are all those of the form xn+1ws with w ∈ W1 = {u, v} and
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s ∈ {x1, . . . , xn} \ W1. Finally, at time T + 2, the vertices x1, . . . , xn+1 will form a complete

hypergraph. This gives a construction on n+ 1 vertices with running time T + 2.

To obtain our construction for n+2 vertices, notice that if we pick some u2 ∈ {x1, . . . , xn}\W1,

then no edge of GT contains both xn+1 and u2. So if we add a new vertex xn+2 and a new edge

xn+2xn+1u2, then the first T + 1 steps of the infection will remain unaffected by this change.

Furthermore, one can check that at time T +2 the edges containing xn+2 are given as xn+2xn+1w

and xn+2u2w with w ∈ W1. Moreover, at time T + 3 the edges xn+2ws with w ∈ W2 =

W1 ∪ {u2, xn+1} and s ∈ {x1, . . . , xn+1} \W2 will become infected, and at time T + 4 we get a

complete hypergraph.

We can keep repeating these steps: take some uj ∈ {x1, . . . , xn} \Wj−1, add a new vertex

xn+j and a new edge xn+jxn+j−1uj . This will extend the process by 2 steps, and at time

T + 2j − 1 the edges containing the new vertex xn+j will be of the form xn+jws with w ∈Wj =

Wj−1 ∪ {uj , xn+j−1} and s ∈ {x1, . . . , xn+j−1}. Moreover, at time T + 2j our hypergraph will

contain all edges on {x1, . . . , xn+j}. This means that we can keep adding a vertex and extending

the process by 2 steps each time. However, the set Wj is growing, and at some point it will

contain all of our vertices. When this happens, we will no longer be able to pick an appropriate

uj , and we will ‘lose’ 1 step of the infection process (i.e., by adding a new vertex we can only

extend the process by 1 step at this point). So ‘usually’ adding a vertex extends the infection

by 2 steps, giving the leading term 2n for the running time, but sometimes (when W becomes

everything) we only gain one extra step, and this will contribute the term −⌊log2(n− 2)⌋.

Let us now start the formal construction. Let G0 be any 3-uniform hypergraph on some vertex

set V , and let G0, G1, . . . be the corresponding (K
(3)
4 , 2)-process. Let T be the running time of

this process. We say that G0 is nice if T ̸= 0, GT is complete, and there exist distinct vertices

u, v ∈ V such that no edge of GT−1 contains both u and v. The following lemma will be used to

obtain the lower bound.

Lemma 8.3.1. Suppose that there is a nice hypergraph on k ≥ 4 vertices such that the corre-

sponding (K
(3)
4 , 2)-process has running time T . Then, for all ℓ ∈ [k + 1, 2k − 3] we have

M
(K

(3)
4 ,2)

(ℓ) ≥ T + 2(ℓ− k).

Furthermore,

M
(K

(3)
4 ,2)

(2k − 2) ≥ T + 2k − 5,

and there exists a nice hypergraph on 2k − 2 vertices whose corresponding (K
(3)
4 , 2)-process has

running time T + 2k − 5.

Proof. Let G0 be a nice 3-uniform hypergraph on k vertices x1, . . . , xk such that the correspond-

ing (K
(3)
4 , 2)-process G0, G1, . . . has running time T , GT is complete, and x1, xk do not appear
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in any edge of GT−1 simultaneously. Let ℓ ∈ [k+1, 2k− 2] be arbitrary. We define a hypergraph

G′
0 on a vertex set {x1, . . . , xℓ} of size ℓ as follows. For any i ∈ [ℓ− k], let

ei = xk+ixk+i−1xi,

and let E = {ei : i ∈ [ℓ− k]}. Then, set

E(G′
0) = E(G0) ∪ E .

Let G′
0, G

′
1, . . . be the corresponding (K

(3)
4 , 2)-bootstrap percolation process with initial infection

G′
0, and let us write Wj = {x1, . . . , xj , xk, xk+1, . . . , xk+j−1} for all j ∈ [ℓ− k].

Claim 8.3.2. We have

E(G′
t) =



E(Gt) ∪ E if t ∈ [T ],(
{x1, . . . , xk+j−1}

3

)
∪ E ∪ F odd

j if t = T + 2j − 1 with j ∈ [ℓ− k],(
{x1, . . . , xk+j}

3

)
∪ E ∪ F even

j if t = T + 2j with j ∈ [ℓ− k],

where

F odd
j = {xk+jwxa : w ∈Wj , a ∈ [k + j − 1], xa ̸= w}

and

F even
j = {xk+j+1wxa : w ∈Wj , a ∈ {j + 1, k + j}},

unless j = ℓ− k, in which case F even
ℓ−k = ∅.

Proof. We show this statement by induction on t. The case t ∈ [T ] is straightforward. Indeed,

note that |ei ∩ ej | < 2 for all distinct i, j ∈ [ℓ − k], and |ei ∩ f | < 2 whenever f ∈ E(GT−1) (by

our assumption that GT−1 does not contain any triple containing both x1 and xk). Recall that,

if a copy H of K
(3)
4 is 2-completable in a hypergraph G, then G contains two edges of H, which

must share two vertices. Thus, in the first T steps of the process, the addition of the edges in

E does not result in any infections that did not occur for G0. Now assume that t > T and the

statement above holds for t − 1. For notational purposes, set F even
0 = ∅. We split the analysis

into two cases.

Case 1. Consider first the case t = T +2j−1 (with j ∈ [ℓ−k]). By the induction hypothesis,

E(G′
t−1) =

(
{x1, . . . , xk+j−1}

3

)
∪ E ∪ F even

j−1 .

We first verify that F odd
j ⊆ E(G′

t). Let w ∈ Wj and a ∈ [k + j − 1] with xa ̸= w, so that

xk+jwxa ∈ F odd
j . Then, there exists some w′ ∈Wj with xk+jww

′ ∈ E(G′
t−1). (Indeed, if we pick
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w′ such that w′ ∈ {xj , xk+j−1} and w′ ̸= w, then xk+jww
′ ∈ F even

j−1 ∪ {ej}.) If xa = w′, then

trivially xk+jwxa ∈ E(G′
t). If xa ̸= w′, then we also have ww′xa ∈ E(G′

t−1). It follows that the

copy of K
(3)
4 with vertex set {xk+j , w, w

′, xa} is 2-completable in G′
t−1, and so xk+jwxa ∈ E(G′

t).

We next show that any edge infected at time t must belong to F odd
j . Indeed, if h ∈ [j+1, ℓ−k]

then |eh ∩ f | < 2 for all f ∈ E(G′
t−1) \ {eh}, so eh cannot appear in a copy of K

(3)
4 completed in

this step. It follows that any added edge must be of the form e = xk+jxaxb with a, b ∈ [k+ j− 1]

distinct. Furthermore, either xa or xb must appear together with xk+j in an edge of E(G′
t−1)\{ei :

i ∈ [j +1, ℓ− k]}, so one of xa, xb must belong to Wj−1 ∪ {xj , xk+j−1} =Wj . But then e ∈ F odd
j ,

as claimed.

Case 2. Consider now the case t = T + 2j (with j ∈ [ℓ− k]). By induction, we know

E(G′
t−1) =

(
{x1, . . . , xk+j−1}

3

)
∪ E ∪ F odd

j .

Observe first that, whenever a ∈ [k + j − 2], we have xk+jxk+j−1xa ∈ F odd
j ⊆ E(G′

t−1).

It follows that, whenever a, b ∈ [k + j − 2] are distinct, the copy of K
(3)
4 with vertex set

{xk+j , xk+j−1, xa, xb} is 2-completable in G′
t−1. Hence, xk+jxcxd ∈ E(G′

t) whenever c, d ∈ [k +

j−1] (distinct). Thus,
({x1,...,xk+j}

3

)
⊆ E(G′

t). Furthermore, assume that j ̸= ℓ−k and e ∈ F even
j ,

so e = xk+j+1wxa with w ∈Wj and a ∈ {j + 1, k+ j}. Then, ej+1 = xk+j+1xk+jxj+1 ∈ E(G′
t−1)

and xk+jwxj+1 ∈ F odd
j ⊆ E(G′

t−1), so the copy of K
(3)
4 with vertex set {xk+j+1, xk+j , xj+1, w} is

2-completable in G′
t−1, which implies xk+j+1wxa ∈ E(G′

t). So F
even
j ⊆ E(G′

t).

It remains to show that any edge added in this step must belong to
({x1,...,xk+j}

3

)
∪ F even

j .

Indeed, as in the previous case, we see that any copy of K
(3)
4 which is 2-completable in G′

t−1 must

have vertex set {xa, xb, xc, xd} with a, b, c, d ∈ [k+ j+1] (distinct). So any edge which is infected

at time t is of the form e = xaxbxc with a, b, c ∈ [k + j + 1]. If a, b, c ∈ [k + j], the containment

holds trivially, so we may assume that c = k+ j + 1. In order for e to become infected at time t,

we must have that xk+j+1xaxd or xk+j+1xbxd appears in E(G′
t−1); we may assume that it is the

former. But this edge must be ej+1 = xk+j+1xk+jxj+1, and hence {a, d} = {j + 1, k+ j}. It also
follows that xk+j+1xbxd ̸∈ E(G′

t−1), and hence xaxbxd ∈ E(G′
t−1), i.e., xk+jxbxj+1 ∈ E(G′

t−1).

This implies xk+jxbxj+1 ∈ F odd
j and, therefore, xb ∈Wj . So c = k+ j +1, a ∈ {j +1, k+ j} and

xb ∈Wj , hence xaxbxc ∈ F even
j , as claimed.

By the claim above, G′
T+2(ℓ−k) is complete, but G′

T+2(ℓ−k)−1 is not unless ℓ = 2k− 2 (indeed,

if ℓ ̸= 2k − 2, then xk−2xk−1xℓ /∈ E(G′
T+2(ℓ−k)−1)). Moreover, if ℓ = 2k − 2, then G′

T+2(ℓ−k−1) =

G′
T+2k−6 does not contain an edge in which both x2k−2 and xk−1 appear. The statement of the

lemma follows.

We are ready to deduce the lower bound.

Lemma 8.3.3. For all n ≥ 4 we have M
(K

(3)
4 ,2)

(n) ≥ 2n− ⌊log2(n− 2)⌋ − 6.
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Proof. Observe first that there is a nice 3-uniform hypergraph G0 on 4 vertices {x1, x2, x3, x4},
given by E(G0) = {x1x2x3, x2x3x4}, for which the running time of the (K

(3)
4 , 2)-process is T = 1.

A straightforward induction using Lemma 8.3.1 shows that for all m ≥ 1 there exists a nice

hypergraph on 2m+2 vertices for which the running time of the (K
(3)
4 , 2)-process is 2m+1−(m+2).

Furthermore, also by Lemma 8.3.1, whenever 2m + 2 ≤ n < 2m+1 + 2 we have

M
(K

(3)
4 ,2)

(n) ≥ 2m+1 − (m+ 2) + 2(n− 2m − 2) = 2n−m− 6 = 2n− ⌊log2(n− 2)⌋ − 6,

as claimed.

We now turn to the proof of the upper bound. For any t ≥ 1, let m = m(t) denote the unique

positive integer which satisfies

2m+1 − (m+ 2) ≤ t < 2m+2 − (m+ 3).

The following key lemma essentially shows that the infections must contain a substructure similar

to the one in our construction.

Lemma 8.3.4. Let G0 be a 3-uniform hypergraph on n ≥ 4 vertices, and consider the (K
(3)
4 , 2)-

process G0, G1, . . . with G0 as initial infection. Assume that a ≥ 1 and e ∈ E(Ga) \ E(Ga−1).

Then, there exist some te ≥ a, Se ⊆ V (G0), ve ∈ Se and We ⊆ Se\{ve} such that, for m = m(te),

(P1) e ⊆ Se,

(P2) |Se| = (te +m+ 6)/2,

(P3) |We| = te − (2m+1 − (m+ 2)),

(P4) Gte [Se] is complete, and

(P5)
(
Se\{ve}

3

)
∪ {vews : w ∈We, s ∈ Se \ {ve, w}} ⊆ E(Gte−1).

Proof. We prove the statement by induction on a. If a = 1, then we know e is in some copy H of

K
(3)
4 in G1. We can set te = 1 (som = 1), Se = V (H), ve ∈ V (H) such that V (H)\{ve} ∈ E(G0),

and We = ∅; the properties (P1)–(P5) are then satisfied.

Now assume that a ≥ 2 and the statement holds for smaller values of a. We know there is

some copy H of K
(3)
4 in Ga such that e ∈ E(H), |E(H)∩E(Ga−1)| ≥ 2 and |E(H)∩E(Ga−2)| < 2.

It follows that there is some f ∈ E(H) such that f ∈ E(Ga−1) \ E(Ga−2), i.e., f is infected at

time a− 1. Furthermore, there is another edge f ′ ∈ E(H)∩E(Ga−1) (with f
′ ̸= f). Let us write

t = tf , S = Sf , W = Wf and v = vf , and let m = m(t). We consider several cases according to

how e, f and f ′ overlap with S (and v, W ). Note that, if e ̸⊆ S, then there is some p ∈ V (G0)

such that e \ f = e \ S = {p} and p ∈ f ′.
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Case 1: e ⊆ S. Since e ̸∈ E(Ga−1) and Gt[S] is complete, we have t ≥ a. It follows that

te = t, Se = S, ve = v, We =W satisfy properties (P1)–(P5).

Case 2: e ̸⊆ S, f ′ ∈ E(Gt−1), and f
′ = pss′ for some s, s′ ∈ S \W (recall {p} = e \ S). By

(P5) for f , we know that, whenever w ∈ W , we have wss′ ∈ E(Gt−1). This, together with the

fact that f ′ = pss′ ∈ E(Gt−1), guarantees that

pws, pws′ ∈ E(Gt). (8.4)

Let u ∈W ∪{s, s′} and u′ ∈ {s, s′} with u′ ̸= u, and let z ∈ S \{s, s′} with z ̸= u. Then, (8.4) and

our assumption on f ′ tell us that puu′ ∈ E(Gt), and by (P4) for f we have that uu′z ∈ E(Gt).

This implies puz ∈ E(Gt+1). That is, for all u ∈ W ∪ {s, s′} and all z ∈ S \ {u} we have

puz ∈ E(Gt+1). This in turn implies that Gt+2[S ∪ {p}] is complete (as psz, psz′ ∈ E(Gt+1)

implies pzz′ ∈ E(Gt+2)).

If t = 2m+2−(m+4), then |W | = 2m+1−2 and |S| = 2m+1+1, so we have |W∪{s, s′}| = |S|−1

and hence Gt+1[S ∪ {p}] is complete by the observation above. Hence, te = t+ 1, Se = S ∪ {p},
ve = p, We = ∅ satisfy properties (P1)–(P5) (note that in this case m(te) = m+ 1).

On the other hand, if t ̸= 2m+2−(m+4), then t ≤ 2m+2−(m+6) (since t+m = 2|S|−6 is even

by (P2)). So m(t+ 2) = m(t). It follows that te = t+ 2, Se = S ∪ {p}, ve = p, We =W ∪ {s, s′}
satisfy the properties.

Case 3: e ̸⊆ S, f ′ ∈ E(Gt−1), and f ′ = pws for some w ∈ W , s ∈ S, {p} = e \ S. Then,

by (P5) for f , whenever z ∈ S \ {w, s} we have wsz ∈ E(Gt−1). Since f ′ = pws ∈ E(Gt−1), it

follows that pwz ∈ E(Gt) for all z ∈ S \ {w}. Therefore, whenever z, z′ ∈ S \ {w} are distinct,

we have pwz, pwz′ ∈ E(Gt), and hence pzz′ ∈ E(Gt+1). Thus, Gt+1[S ∪ {p}] is complete.

If t = 2m+2 − (m + 4), then te = t + 1, Se = S ∪ {p}, ve = p, We = ∅ satisfy properties

(P1)–(P5).

On the other hand, assume that t < 2m+2−(m+4) (as in case 2, we then havem(t+2) = m(t)).

Then, (P2) and (P3) imply that |W | < |S|−3. LetW ′ be an arbitrary subset of S of size |W |+2.

Then, te = t+ 2, Se = S ∪ {p}, ve = p, We =W ′ satisfy properties (P1)–(P5).

Case 4: e ̸⊆ S, f ′ ̸∈ E(Gt−1). Then, we must have t = a− 1 and f ′ ∈ E(Gt) \ E(Gt−1). We

may assume that tf ′ = t, since otherwise we can swap the roles of f and f ′ and we are done by

the previous cases. Let us write S′ for Sf ′ . Note that |S| = |S′|, and S ∩ S′ ⊇ f ∩ f ′ has size at

least 2.

Assume first that S′ \ S = {p} for some p ∈ V (G0) (where necessarily {p} = e \ f). Then,

S\S′ = {q} for some q ∈ V (G0) (with {q} = e\f ′). Observe that, by (P4), whenever s, s′ ∈ S∩S′

are distinct, we have pss′ ∈ E(Gt) and qss
′ ∈ E(Gt). This implies that pqs ∈ E(Gt+1) for every

s ∈ S ∩S′. Hence, Gt+1[S ∪S′] is complete, where |S ∪S′| = |S|+1. If t = 2m+2 − (m+4), then

properties (P1)–(P5) are satisfied for te = t + 1, Se = S ∪ S′, ve = p and We = ∅. Otherwise,

t ≤ 2m+2 − (m + 6) (as t +m is even), so (P1)–(P5) are satisfied for te = t + 2, Se = S ∪ S′,
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ve = p, and We an arbitrary subset of S of size |W |+ 2.

Observe that, whenever x, y ∈ S ∩ S′ (distinct), s ∈ S \ S′ and s′ ∈ S′ \ S, by (P4) we

know xys, xys′ ∈ E(Gt), and therefore xss′ ∈ E(Gt+1). By the same argument, if s̄′ ∈ S′ \ S
(with s̄′ ̸= s′), then xss̄′ ∈ E(Gt+1). This then implies that ss′s̄′ ∈ E(Gt+2). Similarly, if

s′ ∈ S′ \ S and s, s̄ ∈ S \ S′ (distinct), then ss̄s′ ∈ E(Gt+2). Hence, Gt+2[S ∪ S′] is complete,

where |S ∪ S′| ≥ |S| + 2. Now pick any two vertices p, p′ ∈ S′ \ S with e ⊆ S ∪ {p, p′}. If

t = 2m+2−(m+6), then let te = t+3, Se = S∪{p, p′}, ve = p andWe = ∅. If t = 2m+2−(m+4),

then let te = t+3, Se = S ∪{p, p′}, ve = p and We an arbitrary subset of S ∩S′ of size 2. Finally,

assume t < 2m+2− (m+6). Since t+m is even, we have t ≤ 2m+2− (m+8). Then, let te = t+4,

Se = S ∪ {p, p′}, ve = p and We an arbitrary subset of S of size |W | + 4. These choices satisfy

properties (P1)–(P5). This finishes the proof of the lemma.

Proof of Theorem 8.1.4. The lower bound follows from Lemma 8.3.3. For the upper bound,

given an arbitrary hypergraph G0 on a vertex set V of size n ≥ 4, consider the (K
(3)
4 , 2)-process

G0, G1, . . . with G0 as initial infection. Let T =M
(K

(3)
4 ,2)

(G0) be the running time of the process,

and let e ∈ E(GT ) \ E(GT−1) be arbitrary. By Lemma 8.3.4, there is some t ≥ T such that Gt

contains a clique of size t+m(t)+6
2 ≥ T+m(T )+6

2 . Hence,

T +m(T ) + 6

2
≤ n.

It follows that

T ≤ 2n− ⌊log2(n− 2)⌋ − 6,

as we wanted to prove. Indeed, if ⌊log2(n − 2)⌋ = α, then 2α + 2 ≤ n ≤ 2α+1 + 1 and hence

2α+1−(α+2) ≤ 2n−α−6 < 2α+2−(α+3), givingm(2n−α−6) = α and (2n−α−6)+m(2n−α−6)+6
2 =

n.

8.3.2 Double infections for K
(3)
5

We now turn our attention to Theorem 8.1.5. In order to prove it, observe that, for an r-uniform

hypergraph H, the trivial upper boundM(H,k)(n) ≤
(
n
r

)
still holds, so it suffices to provide a lower

bound. We will proceed by constructing an initial infection for which the (K
(3)
5 , 2)-bootstrap

percolation process runs for a cubic number of steps. At most two edges will become infected in

each step of the infection process, which will make it easier to analyse the number of steps. Our

construction is intuitively similar to the one we constructed for the proof of Theorem 8.1.3, albeit

a bit more convoluted. Let us begin with an intuitive description.

Our vertex set will again be split into three layers, with vertices ti playing the role of ‘top’

vertices, vertices bj playing the role of ‘bottom’ vertices, and vertices mℓ conforming the ‘middle’

layer. We will also have a number of ‘dummy’ vertices. For fixed top and bottom vertices, the

vertices in the middle layer will allow us to infect two edges at a time, while traversing this layer,
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for a linear total number of steps. For each fixed bottom vertex, there will be some extra edges

at the end of the middle layer which will allow us to swap the bottom vertex for the next one

and continue the process. Finally, the dummy vertices will allow us to swap the top vertex and

start the process anew.

To be more precise, let us describe the first few stages of the infection process. For each

0 ≤ ℓ ≤ 2n − 2, our initial infection will contain all edges of the copy of K
(3)
5 with vertex set

t1, b1,mℓ,mℓ+1,mℓ+2 except for t1mℓb1, t1mℓ+1b1, and t1mℓ+2b1. It will also contain t1m0b1. This

edge will trigger the infection of t1m1b1 and t1m2b1 in the first step of the process, then of t1m3b1

and t1m4b1, and the infection will keep propagating towards higher values of ℓ, until finally, after

n steps, the edges t1m2n−1b1 and t1m2nb1 become infected.

At this point, we will swap out b1 to b−1. This can be achieved in two steps of the infection

process. Our initial infection will already contain all edges of the copy of K
(3)
5 with vertex set

t1, b1,m2n,m2n+1,m2n+2 except for t1m2nm2n+1, t1m2n+1m2n+2, and the edge t1m2nb1 which was

just added in the previous step; t1m2nm2n+1 and t1m2n+1m2n+2 will therefore become infected in

the next step. The initial infection also contains all the edges of the copy of K
(3)
5 with vertex set

t1, b−1,m2n,m2n+1,m2n+2 except for t1m2nb−1, t1m2n+1b−1, and the two that were just added.

These two edges now become infected as well, and start a new infection process where now the

indices decrease through the middle layer.

Finally, suppose we have reached a point where the copy of K
(3)
5 defined on the vertices t1,

bn, m4n−4, m4n−3, m4n−2 has been completely infected, with the edges infected in the last step

of the process being t1m4n−3bn and t1m4n−2bn. We now want to swap out the top vertex to t2,

using for this purpose four dummy vertices. Similarly as in the proof of Theorem 8.1.3, these will

simply create a short chain of infections that allows us to restart the process.

We now give a formal proof.

Proof of Theorem 8.1.5. Consider an initial infection hypergraph G0 whose vertex set consists

of 12n − 5 vertices, labelled as t1, . . . , tn, b1, . . . , bn, b−1, . . . , b−(n−1), m−2(n−1), . . . ,m4n, and

di,1, di,2, di,3 for i ∈ [n − 1]. For notational purposes, for each i ∈ [n] let di,−2 = ti, di,−1 = bn,

di,0 = m4n−2, di,4 = m0, di,5 = b1, and di,6 = ti+1. The edges of G0 appear in the following list:

(a) t1m0b1;

(b) mℓmℓ+1mℓ+2, for all −2(n− 1) ≤ ℓ ≤ 4n− 4;

(c) timℓmℓ+2, for all i ∈ [n] and −2(n− 1) ≤ ℓ ≤ 4n− 4;

(d) bjmℓmℓ+2, for all j ∈ [n] and −2(j − 1) ≤ ℓ ≤ 2(n+ j − 1);

(e) b−jmℓmℓ+2, for all j ∈ [n− 1] and −2j ≤ ℓ ≤ 2(n+ j − 1);

(f) timℓmℓ+1, for all i ∈ [n] and 0 ≤ ℓ ≤ 2n− 1;
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(g) bjmℓmℓ+1, for all j ∈ [n] and −2(j − 1) ≤ ℓ ≤ 2(n+ j)− 1;

(h) b−jmℓmℓ+1, for all j ∈ [n− 1] and −2j ≤ ℓ ≤ 2(n+ j)− 1;

(i) tim2(n+j)−1bj , tim2(n+j)bj and tim2(n+j)b−j , for all i ∈ [n] and j ∈ [n− 1];

(j) tim−2j+1b−j , tim−2jb−j and tim−2jbj+1, for all i ∈ [n] and j ∈ [n− 1];

(k) di,jdi,j+1di,j+3, di,jdi,j+1di,j+4, di,jdi,j+2di,j+3, di,jdi,j+2di,j+4, di,jdi,j+3di,j+4,

di,j+1di,j+2di,j+3, and di,j+1di,j+3di,j+4, for all i ∈ [n− 1] and j ∈ {−2, 0, 2}.

To compare this with the construction hinted at before the proof, consider the following. The

edge in (a) is an edge e0 which starts the whole infection process. The edges in (b)–(h) are there

to ensure the correct propagation of the infection through the middle layer, where the edges in

(d) and (g) will be used to propagate the infection towards larger values of ℓ, using some bottom

vertex of the form bj , and those in (e) and (h) will be used to propagate the infection towards

smaller values of ℓ, using some bottom vertex of the form b−j . The edges in (i) and (j) are needed

for swapping the bottom vertices. Finally, the edges which appear in (k) are used to swap the

top vertices.

For each pair (i, j) with i, j ∈ [n], let Ai,j be the sequence of edges

Ai,j = (tim−2(j−1)+ℓbj)
2n+4(j−1)
ℓ=1 . (8.5)

Similarly, for each pair (i, j) with i ∈ [n] and j ∈ [n− 1], we define

Ai,−j = (tim2(n+j)−ℓb−j)
2n+4(j−1)+2
ℓ=1 . (8.6)

Note that each of these has an even number of elements. Using× to denote concatenation, for

each phase i ∈ [n] we define the sequence

Ai = Ai,1

n−1

×
j=1

(tim2(n+j−1)m2(n+j)−1, tim2(n+j)−1m2(n+j))Ai,−j(tim−2(j−1)m−2j+1, tim−2j+1m−2j)Ai,j+1.

(8.7)

Finally, we set

A = A1

n−1

×
i=1

(di,−1di,0di,2, di,0di,1di,2, di,1di,2di,4, di,2di,3di,4, di,3di,4di,6, di,4di,5di,6)Ai+1

= A1

n−1

×
i=1

(bnm4n−2di,2,m4n−2di,1di,2, di,1di,2m0, di,2di,3m0, di,3m0ti+1,m0b1ti+1)Ai+1. (8.8)

We will sometimes abuse notation and treat each of the above sequences as sets. Observe that A

has an even number of elements and that none appear repeatedly. We may label these elements
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as (e1, e
′
1, e2, e

′
2, . . . , eT , e

′
T ), for some T > 0. Note that T = 4n3 +O(n2) by construction. Note,

moreover, that by construction we are guaranteed that |{et, e′t} ∩ Ai,j | ∈ {0, 2} for all i and j.

Additionally, any two consecutive triples in A share exactly two vertices, thus, it is easy to check

that any three consecutive triples span five vertices.

Let e′0 = t1m0b1. For each t ∈ [T − 1], let Ht denote the copy of K
(3)
5 with vertex set

e′t−1 ∪ et ∪ e′t, and let H ′
t denote the copy of K

(3)
5 with vertex set et−1 ∪ e′t−1 ∪ et (if t > 1). For

each t ∈ [T ], let Gt be the hypergraph with edge-set E(Gt−1) ∪ {et, e′t}. We will show that these

hypergraphs indeed coincide with those obtained by the K
(3)
5 -bootstrap percolation process with

initial infection G0.

Claim 8.3.5. LetH be a copy of K
(3)
5 on the vertex set of G0. Assume that, for some t ∈ [0, T−1],

we have that H ⊈ Gt but H is 2-completable in Gt. Then, the following hold.

� If H is 1-completable in Gt, suppose that adding e to Gt completesH. Then, t ≥ 1, e = et+1

and H = H ′
t+1.

� If H is not 1-completable in Gt, suppose that adding e and e′ to Gt completes H. Then,

{e, e′} = {et+1, e
′
t+1} and H = Ht+1.

Proof. Consider any copy H of K
(3)
5 on V (G0). If H contains two vertices of the form ti and ti′

with 1 ≤ i < i′ ≤ n, since GT does not contain any edge with two ‘top’ vertices (see (a)–(k) as

well as (8.5)–(8.8)), H must be missing at least three edges in GT . As G0 ⊆ G1 ⊆ . . . ⊆ GT , it

follows that H is not 2-completable in Gt for any t ∈ [0, T − 1]. The same argument holds if H

contains two vertices of the form bj and bj′ . Hence, we may assume that H contains at most one

vertex ti and one vertex bj . Similarly, if H contains two vertices mℓ and mℓ′ with |ℓ − ℓ′| ≥ 3,

then GT does not contain any edge containing both mℓ and mℓ′ , so H is not 2-completable in GT .

Therefore, H contains at most three vertices of the form mℓ, and their indices must be within

distance two of each other.

Assume first that H contains some vertex of the form di,c with i ∈ [n − 1] and c ∈ [3]. All

triples in GT containing one such vertex are of the form di,rdi,pdi,q with −2 ≤ r < p < q ≤ 6 and

q − r ≤ 4 (see (k) and (8.8)). It follows easily that, if V (H) does not consist of five consecutive

vertices di,p, di,p+1, . . . , di,p+4 with −2 ≤ p ≤ 2, thenH cannot be 2-completable in GT . Moreover,

if we assume V (H) = {di,p+h : 0 ≤ h ≤ 4} for some i ∈ [n−1] and p ∈ {−1, 1}, then we also know

that the triples di,pdi,p+1di,p+4, di,pdi,p+2di,p+4 and di,pdi,p+3di,p+4 do not appear in GT , so again

H cannot be 2-completable. So we must have V (H) = {di,p+h : 0 ≤ h ≤ 4} with p ∈ {−2, 0, 2}.
But then, by (k) and (8.8), the only three edges missing from H in G0 are e′N−1, eN and e′N , for

some N ∈ [T ]. Let t ∈ [0, T − 1] be such that H is 2-completable in Gt but E(H) ̸⊆ E(Gt). It is

easy to see that we must have t = N − 1; furthermore, H = Ht+1, H is not 1-completable in Gt,

and E(Gt+1) \ E(H) = {eN , e′N}, as desired.
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Assume next that H does not contain any vertex of the form di,c with i ∈ [n− 1] and c ∈ [3],

so it must contain one top vertex ti, one bottom vertex bj , and three consecutive middle vertices

mℓ, mℓ+1 and mℓ+2. Assume j > 0 (the other case can be argued analogously). If ℓ ≥ 2(n+j)−1,

then GT is missing the edges timℓ+2bj , bjmℓ+1mℓ+2 and bjmℓmℓ+2 (see (d), (g), (i), (8.5) and

(8.7)), so H cannot be 2-completable at any stage of the process. Similarly, if ℓ < −2(j − 1),

then GT is missing the edges timℓbj , bjmℓmℓ+1 and bjmℓmℓ+2 (see (d), (g), (j), (8.5) and (8.7)),

hence H is not 2-completable. Thus, we must have −2(j − 1) ≤ ℓ ≤ 2(n + j − 1). However, for

the case when j = n and ℓ ∈ {4n − 3, 4n − 2}, it follows from (b), (c), (f) and (8.7) that GT is

missing the triples mℓmℓ+1mℓ+2, timℓmℓ+2 and timℓ+1mℓ+2, hence H cannot be 2-completable.

So we must have −2(j − 1) ≤ ℓ ≤ 2(n+ j − 1) when j ∈ [n− 1] and −2(j − 1) ≤ ℓ ≤ 2(n+ j − 2)

when j = n. Let t ∈ [0, T − 1] be such that H is 2-completable in Gt but E(Ht) ̸⊆ E(Gt). We

now split the analysis into further cases.

Assume first that j < n and ℓ = 2(n+ j−1). It follows from (b)–(j) that the only triples of H

missing from G0 are timℓbj , timℓmℓ+1 and timℓ+1mℓ+2. These three are added throughout the

sequence of edges defined above, as follows from (8.5) and (8.7), as e′N−1, eN and e′N , respectively,

for some N ∈ [T ]. Then, in order for H to be 2-completable in Gt, we must have e′N−1 ∈ E(Gt),

and hence t = N , H=Ht+1, H is not 1-completable, and E(Gt+1) \E(H) = {eN , e′N}, as desired.
Consider next the case that j < n and ℓ = 2(n+ j− 1)− 1. The triples of H missing from G0

are timℓbj , timℓ+1bj and timℓ+1mℓ+2 (see (b)–(j)), which are eN−1, e
′
N−1 and eN , respectively,

for some N ∈ [T ] (see (8.5) and (8.7)). Thus, in order for H to be 2-completable in Gt, this

hypergraph must contain at least one of the missing triples; however, since eN−1 and e′N−1 are

added simultaneously in the sequence of hypergraphs, we must have eN−1, e
′
N−1 ∈ E(Gt), and so

H is 1-completable. Then, the only edge that can complete H is e = eN , and so it follows that

N = t+ 1 and H = H ′
t+1.

Assume now that ℓ = −2(j − 1). Here we have two further subcases. If j = 1, then the only

triples of H missing in G0 are precisely e1 and e′1 (see (a)–(j) as well as (8.5)). Therefore, we

have {e, e′} = {e1, e′1} and H = H1. So suppose that j ≥ 2. Then, the triples of H missing in G0

are timℓmℓ+1, timℓ+1mℓ+2, timℓ+1bj and timℓ+2bj (see (b)–(j)). But then it follows from (8.5)

and (8.7) that these triples take the form eN−1, e
′
N−1, eN , e′N , for some N ∈ [T ]. In order for H

to be 2-completable in Gt, we must have eN−1, e
′
N−1 ∈ E(Gt). Then, it follows that t = N − 1,

H = Ht+1, H is not 1-completable, and E(Gt+1) \ E(H) = {eN , e′N}.
Suppose now that ℓ = −2(j−1)+1. Again, we must consider two subcases. If j = 1, the edges

of H missing in G0 are timℓbj , timℓ+1bj and timℓ+2bj , which correspond to e1, e
′
1 and e2 (see (b)–

(j) as well as (8.5)). Thus, in order for H to be 2-completable in Gt we must have e1, e
′
1 ∈ E(Gt),

so t = 1 and H is 1-completable in G1. It then follows that e = e2, and H = H ′
2. So suppose

j ≥ 2. Then, the triples of H missing in G0 are timℓmℓ+1, timℓbj , timℓ+1bj and timℓ+2bj (see (b)–

(j)). By (8.5) and (8.7), these triples take the form e′N−2, eN−1, e
′
N−1, eN , for some N ∈ [2, T ].

In order for H to be 2-completable in Gt, at least two of these edges must be added. But eN−1
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and e′N−1 are added simultaneously, so we conclude that e′N−2, eN−1, e
′
N−1 ∈ E(Gt) and H is

1-completable in Gt. Therefore, E(Gt+1) \ E(H) = {eN}, N = t+ 1 and H = H ′
t+1.

Suppose finally that −2(j − 2) ≤ ℓ ≤ 2(n+ j − 2). Then, the only edges of H missing in G0

are timℓbj , timℓ+1bj and timℓ+2bj (see (b)–(j)). If ℓ is even, it follows from (8.5) that these edges

take the form e′N−1, eN and e′N , respectively, for some N ∈ [T ]; on the contrary, if ℓ is odd, then

they take the form eN−1, e
′
N−1 and eN . In the former case, in order for H to be 2-completable in

Gt, we must have e′N−1 ∈ E(Gt), and it follows that E(Gt+1) \E(H) = {eN , e′N}, N = t+ 1 and

H = Ht+1. In the latter case, we must have eN−1, e
′
N−1 ∈ E(Gt), so H is 1-completable, and it

follows that E(Gt+1) \ E(H) = {eN}, N = t+ 1 and H = H ′
t+1.

By applying Claim 8.3.5 iteratively, we conclude that the (K
(3)
5 , 2)-bootstrap percolation

process with initial infection G0 indeed generates the sequence of hypergraphs G0, G1, . . . , GT , . . .,

so its running time is at least T = 4n3 + O(n2). By taking into account the number of vertices

of the hypergraphs we are considering, we conclude that M
(K

(3)
5 ,2)

(n) ≥ 4n3/123 +O(n2).

8.4 Concluding remarks

Graph and hypergraph bootstrap percolation have seen a lot of research in recent years, with

many intriguing questions remaining open and many possible avenues for further research. We

have focused particularly on understanding the maximum running time of these processes. Our

first main result, Theorem 8.1.3, building on the previous work of Noel and Ranganathan [119],

has allowed us to conclude that the maximum running time of K
(r)
k -bootstrap percolation is of

order Θ(nr) for any k > r ≥ 3. A first very natural (although possibly very difficult) problem is

to determine the leading constant in this asymptotic behaviour.

Problem 8.4.1. For each k > r ≥ 2, determine the limit of M r
k (n)/n

r (if it exists).

In particular, all results in this hypergraph context have relied on the trivial upper bound

that M r
H(n) ≤

(
n
r

)
; obtaining better upper bounds should be the first step towards this problem.

We also note that the lower bound arising from our construction (see Remark 8.2.3) is not tight.

Another very natural direction is to study the asymptotic growth of MH(n) when H is an

r-uniform hypergraph which is not complete. We have made the first progress in this direction

by addressing two particular cases, see Theorems 8.1.4’ and 8.1.5’. A more general study of this

problem for different instances of H is crucial towards a unified understanding of hypergraph

bootstrap percolation.

More generally, the notion of more ‘powerful’ infections that we proposed when considering

(H,m)-bootstrap percolation leads to many new open problems. Here we have only addressed

two particular instances to showcase that this notion leads to interesting results. In the case of

(K
(3)
5 , 2)-bootstrap percolation, Theorem 8.1.5 shows that the maximum running time is cubic,
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that is, as large as it could possibly be (up to constant factors). In the case of (K
(3)
4 , 2)-bootstrap

percolation, however, the maximum running time is only linear, and in Theorem 8.1.4 we have

determined the exact value of this maximum running time for all values of n. Remarkably,

this is the only nontrivial exact result in the area other than those for K3- and K4-bootstrap

percolation [28] and Ck-bootstrap percolation [61]. It would certainly be desirable to understand

the behaviour of the maximum running time of (H,m)-bootstrap percolation more generally. To

begin, we propose the following problem.

Problem 8.4.2. Given k > r ≥ 2 and m ∈ [
(
k
r

)
], determine the asymptotic behaviour of the

maximum running time of the (K
(r)
k ,m)-bootstrap percolation process.

It would also be interesting to consider this more general (H,m)-bootstrap percolation process

in other contexts where (hyper)graph bootstrap percolation has been studied. In particular, one

may consider the extremal problem, i.e., what is the minimum number of edges an initial r-uniform

infection G0 on n vertices can have if we know the (H,m)-percolation process G0, . . . , GT satisfies

GT = K
(r)
n ?
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Chapter 9

Partial shuffles by lazy swaps

9.1 Introduction

Let Sn denote the symmetric group on n elements, i.e., the set of bijections [n] → [n]. A lazy

transposition with parameters (a, b, p) is a random permutation T such that T = (a, b) with

probability p and T is the identity with probability 1− p, where (a, b) denotes the transposition

swapping a and b. We say that the independent lazy transpositions T1, . . . , Tℓ form a transposition

shuffle (of order n and length ℓ) if their product T1 . . . Tℓ, which is a random permutation of Sn,

is uniformly distributed among all the n! elements of Sn. What is the shortest possible length

U(n) of a transposition shuffle of order n? This problem was first raised by Fitzsimons [64], and

also independently studied by Angel and Holroyd [12].

It is not difficult to show that U(n) ≤
(
n
2

)
– there are many constructions achieving this. One

example is obtained as follows. We may inductively take
(
n−1
2

)
lazy transpositions T1, . . . , T(n−1

2 ),

only permuting {1, . . . , n − 1}, which form a transposition shuffle of order n − 1. We may also

construct lazy transpositions T ′
1, . . . , T

′
n−1 such that T ′

1 . . . T
′
n−1 maps the element n to each of

1, 2, . . . , n with probability 1/n. Then the random permutation T ′
1 . . . T

′
n−1T1 . . . T(n−1

2 ) is easily

seen to be uniform. Fitzsimons [64] and Angel and Holroyd [12] asked whether the upper bound(
n
2

)
is tight. Very recently, Groenland, Johnston, Radcliffe and Scott [76] proved the following

theorem, answering this question in the negative.

Theorem 9.1.1 (Groenland, Johnston, Radcliffe and Scott [76]). For all n ≥ 6 we have U(n) <(
n
2

)
. In fact,

U(n) ≤ 2

3

(
n

2

)
+O(n log n).

A simple lower bound for U(n) can be obtained from the observation that the product of ℓ

lazy transpositions takes at most 2ℓ possible values in Sn, giving U(n) ≥ log2(n!) = Θ(n log n).

Surprisingly, this is the best known lower bound, even though the argument above ignores unifor-

mity and only uses that each permutation can be reached with positive probability. In fact, if we
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only want to achieve that the final permutation is ‘close’ to uniform, but not necessarily exactly

uniform, then it is enough to take O(n log n) lazy transpositions, as shown by Czumaj [44].

While the result of Groenland, Johnston, Radcliffe and Scott [76] answered the question of

Fitzsimons [64] and Angel and Holroyd [12], and showed that the natural upper bound
(
n
2

)
is not

tight, there is still a large gap between the best known upper and lower bounds for U(n). The

authors of [76] conjectured that in fact U(n) = o(n2), and also asked about improving the lower

bound Ω(n log n).

A natural approach to better understand the numbers U(n) is to consider, for some integer

k ≤ n, the smallest possible number of (independent) lazy transpositions T1, . . . , Tℓ such that the

product T1 . . . Tℓ maps the elements 1, . . . , k uniformly to the n(n − 1) . . . (n − k + 1) possible

ordered k-tuples. Such a sequence is called a (k, n)-shuffle, and the shortest possible length of a

(k, n)-shuffle is denoted Uk(n).

Note that we have U1(n) = n − 1 for all n. Applying this fact repeatedly (similarly to how

we derived the bound U(n) ≤
(
n
2

)
), we easily get

Uk(n) ≤ kn−
(
k + 1

2

)
. (9.1)

Moreover, any improvement on this upper bound for Uk(n) gives an upper bound better than
(
n
2

)
for U(n). Groenland, Johnston, Radcliffe and Scott [76] managed to improve (9.1) for all k ≥ 3

(and used this to obtain their upper bound for U(n) in Theorem 9.1.1). For the case k = 2, they

conjectured that (9.1) cannot be improved.

Conjecture 9.1.2 (Groenland, Johnston, Radcliffe and Scott [76, 77]). For all n ≥ 2 we have

U2(n) = 2n− 3.

Towards Conjecture 9.1.2, Groenland, Johnston, Radcliffe and Scott [77] proved that if we

only use lazy transpositions of the form (1, b, p), then we need at least 1.6n − O(1). Moreover,

they proved that if instead of uniformity we only ask for reachability, i.e., if we only want to

achieve that the elements 1, 2 may end up at any other pair (i, j), then the minimal number of

lazy transpositions required is ⌈3n/2⌉−2 – demonstrating a gap between the reachability problem

and the uniformity problem for pairs.

Our first result in this chapter is a proof of Conjecture 9.1.2.

Theorem 9.1.3. For all n ≥ 2 we have

U2(n) = 2n− 3.

Perhaps an even more natural question than determining Uk(n) is as follows: rather than

asking that one fixed k-tuple is mapped to each k-tuple with the same probability, we ask that
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this should be true for every k-tuple. More precisely, given 1 ≤ k ≤ n, let Uall
k (n) denote the

shortest possible sequence of (independent) lazy transpositions T1, . . . , Tℓ such that whenever

1 ≤ x1 < x2 < · · · < xk ≤ n, then the image of the k-tuple (x1, . . . , xk) under T1 . . . Tℓ is

uniformly distributed among the n(n − 1) . . . (n − k + 1) possible values. If T1, . . . , Tℓ are as

above, let us say that they form a strong (k, n)-shuffle. It is clear that Uk(n) ≤ Uall
k (n) ≤ U(n)

and Uall
n (n) = U(n).

We start with the case k = 1: thus we want to ensure that, for each i and j, the probability

that i maps to j is 1/n. Our next result gives an essentially tight bound for Uall
1 (n). Note that

this bound, being Θ(n log n), already matches the order of magnitude of the best known lower

bound for U(n).

Theorem 9.1.4. For any positive integer n, we have

1

2
n log2 n ≤ Uall

1 (n) ≤ 1

2
n log2 n+ 2n.

Moreover, if n is a power of 2, then

Uall
1 (n) =

1

2
n log2 n.

We digress to mention an appealing geometric reformulation of this result. For the problem

above, the natural ‘matrix of probabilities’ has i, j entry given by P(i maps to j). If we consider

the columns of this matrix as vectors in Rn, then it is easy to see that the problem is equivalent

to the following. We start with n independent vectors in Rn, and at any step we replace two of

the vectors, say u and v, with the convex combinations tu+(1− t)v and (1− t)u+ tv respectively.

How many such steps are needed before we have mapped all the vectors to their centroid? The

above theorem shows that the answer is about 1
2n log2 n. Interestingly, we do not see any ‘directly

geometric’ argument to establish this result, even approximately.

It is interesting to compare Theorem 9.1.4 with the corresponding reachability problem, i.e.,

the minimal number of lazy transpositions required so that their product maps any i to any j

with positive probability. This is equivalent to a well-known problem, sometimes called ‘gossiping

dons’ (see, e.g., [24, 36]), and the minimal number of lazy transpositions required is 2n − 4 for

n ≥ 4.

The next case is k = 2: thus we are asking that every ordered pair maps to every other

ordered pair with probability 1
n(n−1) . Here one might expect that a quadratic number of lazy

transpositions is needed. We prove that, surprisingly, n(log n)O(1) swaps still suffice.

Theorem 9.1.5. We have

Uall
2 (n) = O(n log2 n).

Note that we clearly have Uall
2 (n) ≥ Uall

1 (n) for all n, so Theorem 9.1.4 implies a lower bound
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Uall
2 (n) ≥ 1

2n log2 n. We have not managed to obtain any non-trivial improvement on this lower

bound.

We can once again contrast Theorem 9.1.5 with the corresponding reachability problem. As

mentioned before, there exist lazy transpositions T1, . . . , Tℓ such that ℓ = 3
2n+O(1) and T1 . . . Tℓ

maps (1, 2) to any pair (i, j) (where j ̸= i) with positive probability. Thus TℓTℓ−1 . . . T1 maps

each (i, j) to (1, 2) with positive probability. So if we take an independent copy T ′
1, . . . , T

′
ℓ of our

sequence of lazy transpositions, we get that T1T2 . . . TℓT
′
ℓT

′
ℓ−1 . . . T

′
1 maps each (i, j) to each (i′, j′)

with positive probability, giving an upper bound of 3n + O(1) for the reachability problem. It

would be interesting to know what the asymptotic behaviour is.

9.2 Tight bounds for (2, n)-shuffles

In this section we prove Theorem 9.1.3 concerning lazy transpositions mapping the pair (1, 2)

uniformly to all pairs. Our proof is motivated by a new proof of the lower bound for the corre-

sponding reachability problem – our short proof is different from the proof of Groenland, Johnston,

Radcliffe and Scott [77], so we find it helpful to include it here. Let R2(n) denote the minimal

number ℓ of transpositions T1, . . . , Tℓ such that for any i and j (distinct), there is a subsequence

of T1, . . . , Tℓ whose product maps (1, 2) to (i, j). (Equivalently, it is the minimal number of lazy

transpositions such that their product maps (1, 2) to any (i, j) with positive probability.)

Theorem 9.2.1 (Groenland, Johnston, Radcliffe and Scott [77]). For all n ≥ 2 we have

R2(n) = ⌈3n/2⌉ − 2.

For reasons that will soon become clear, our proof of the lower bound below is somewhat

simpler and more intuitive if we assume that the first possible swap Tℓ is (1, 2) – equivalently, if

we work with the modified problem where we consider unordered pairs {i, j} instead of ordered

ones. We recommend that the reader focuses on this case.

Let T1, . . . , Tℓ be a sequence of transpositions such that for any (i, j), the pair (1, 2) is mapped

to (i, j) under some subsequence. Observe that all the relevant information about the first t

possible swaps Tℓ−t+1, Tℓ−t+2, . . . , Tℓ is carried by a directed graph Gt on vertex set [n] with

edges

E(Gt) = {(i, j) : there is a subsequence of Tℓ−t+1, . . . , Tℓ mapping (1, 2) to (i, j)}.

(In the simplified setting, this becomes an undirected graph.) We can describe the result of

adding an additional transposition Tℓ−t = (a, b) (to the beginning of this sequence) in terms of

these graphs. Indeed, E(Gt+1) consists of the following edges.

� All edges in E(Gt);
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� All pairs (a, j) such that (b, j) ∈ E(Gt), j ̸= a;

� All pairs (j, a) such that (j, b) ∈ E(Gt), j ̸= a;

� All pairs (b, j) such that (a, j) ∈ E(Gt), j ̸= b;

� All pairs (j, b) such that (j, a) ∈ E(Gt), j ̸= b;

� The edges (a, b) and (b, a), provided that at least one of them appear in Gt.

Our proof relies on finding an appropriate invariant based on these digraphs. For any digraph

G, let f1(G) denote the number of vertices in G that appear in an edge (i.e., have positive in-

degree or positive out-degree). Also, let us say that X ⊆ V (G) is a nice clique if for all x, x′ ∈ X

(with x′ ̸= x), at least one of (x, x′) and (x′, x) appear in E(G), and furthermore every x ∈ X has

both positive in-degree and positive out-degree in G (but not necessarily in X). (In the simplified

setting, this is just the usual notion of a clique in a simple graph.) Let us write f2(G) for the

maximal size of a nice clique in G. The next lemma shows that F (t) = f1(Gt)+
1
2f2(Gt) increases

by at most 1 in each step. Note that this immediately gives the tight lower bound ⌈3n/2⌉− 2, as

G0 is a single directed edge, and Gℓ is a complete directed graph on n vertices.

Lemma 9.2.2. For all 0 ≤ t ≤ ℓ− 1, we have

F (t+ 1) ≤ F (t) + 1.

Proof. Let Tℓ−t be the transposition (a, b). For all i, let Si denote the set of vertices in Gi

appearing in an edge. Observe that

St+1 =


St if a, b are both elements or both non-elements of St

St ∪ {a} if a ̸∈ St, b ∈ St

St ∪ {b} if b ̸∈ St, a ∈ St.

In particular, f1(Gt+1) ≤ f1(Gt)+1. Let us take a nice clique X ⊆ [n] of maximal possible size

f2(Gt+1) in Gt+1.

Assume first that f1(Gt+1) = f1(Gt) + 1. Then, without loss of generality, a ̸∈ St and b ∈ St.

Hence (a, b), (b, a) ̸∈ E(Gt+1) and so {a, b} ̸⊆ X. If a ̸∈ X, then X is a nice clique in Gt, thus

f2(Gt) = f2(Gt+1), giving the result. However, if a ∈ X, then (X \ {a}) ∪ {b} is a nice clique in

Gt, once again giving f2(Gt) = f2(Gt+1) and hence F2(t+ 1) = F2(t) + 1.

Now assume that f1(Gt+1) = f1(Gt). Observe that X \ {a, b} is a nice clique in Gt, so we

immediately get f2(Gt) ≥ f2(Gt+1)− 2 and the result follows.

Proof of Theorem 9.2.1. The lower bound R2(n) ≥ ⌈3n/2⌉ − 2 follows immediately from

Lemma 9.2.2, since F (0) = 2 and F (ℓ) = 3n/2.
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For the upper bound, it is easy to see that R2(n + 1) ≤ R2(n) + 2 for all n, so it suffices to

show that R2(n) ≤ 3n/2− 2 when n is even. Let X = {x1, . . . , xn/2−1} and Y = {y1, . . . , yn/2−1}
partition [n]\{1, 2}. Let T be the swap (1, 2), furthermore, let Ti denote the transposition (1, xi),

and similarly let T ′
i denote (2, yi). Finally, let Wi denote (xi, yi). It is easy to check that

W1,W2, . . .Wn/2−1, T
′
1, T

′
2, . . . T

′
n/2−1, T1, T2, . . . Tn/2−1, T

has a subsequence mapping (1, 2) to (i, j), for any pair (i, j). The result follows.

Let us now turn to the proof of Theorem 9.1.3, showing U2(n) = 2n − 3. For this problem,

the random permutation obtained after t swaps can be described by a weighted directed graph –

i.e., a matrix (with zeros on the diagonal). It turns out that a similar proof works if we replace

the invariant f2(t) by the rank of this matrix.

Proof of Theorem 9.1.3. The upper bound follows from (9.1), so it is enough to prove the

lower bound U2(n) ≥ 2n− 3. Assume that T1, . . . , Tℓ is a (2, n)-shuffle. For each 1 ≤ t ≤ ℓ, let us

write σt = Tℓ−t+1Tℓ−t+2 . . . Tℓ for the random permutation obtained from the first t lazy swaps,

and let σ0 be the identity. So we know that (σℓ(1), σℓ(2)) is uniformly distributed in Sn. For each

t, we form a matrix M (t) with entries

M
(t)
i,j = P(σt(1) = i, σt(2) = j).

Note that the matrix M (t) carries all the relevant information coming from the first t lazy trans-

positions. Moreover, we have

M (0) =


0 1 0 . . . 0

0 0 0 . . . 0

0 0 0 . . . 0

. . .

0 0 0 . . . 0

 ,

and

M (ℓ) =


0 x x . . . x

x 0 x . . . x

x x 0 . . . x

. . .

x x x . . . 0

 ,

where x = 1
n(n−1) .

For each t, let S(t) ⊆ [n] be the set of all i ∈ [n] such that the ith row or the ith column of

M (t) contains a non-zero element. In other words, S(t) consists of elements in [n] that can be
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reached by 1 or 2 after t lazy swaps. Let us also write

f(t) = |S(t)|+ rank(M (t)).

It is easy to see that f(0) = 3 and f(ℓ) = 2n. So the result follows immediately from the following

claim.

Claim. For each 0 ≤ t ≤ ℓ− 1, we have

f(t+ 1) ≤ f(t) + 1.

Proof. Fix some t with 0 ≤ t ≤ ℓ − 1, and let us write M = M (t), M ′ = M (t+1). Let Tℓ−t

have parameters (a, b, p) (where a ̸= b). Observe that we have

M ′
i,j =



Mi,j if i ̸∈ {a, b} and j ̸∈ {a, b},

(1− p)Mi,j + pMī,j if i ∈ {a, b}, j ̸∈ {a, b} and {a, b} = {i, ī},

(1− p)Mi,j + pMi,j̄ if i ̸∈ {a, b}, j ∈ {a, b} and {a, b} = {j, j̄},

0 if i = j ∈ {a, b},

(1− p)Mi,j + pMj,i if {i, j} = {a, b}.

Let P be the following n× n matrix:

Pi,j =



1 if i = j ̸∈ {a, b},

0 if i ̸= j and |{i, j} ∩ {a, b}| ≤ 1,

1− p if i = j ∈ {a, b},

p if {i, j} = {a, b}.

For example, if a = 1 and b = 2, then P is given by

P =


1− p p 0 0 . . . 0

p 1− p 0 0 . . . 0

0 0 1 0 . . . 0

0 0 0 1 . . . 0

0 0 0 0 . . . 1

 .

Using that Ma,a =Mb,b = 0, we see that the matrix PMP has entries given by
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(PMP )i,j =



Mi,j if i ̸∈ {a, b} and j ̸∈ {a, b},

(1− p)Mi,j + pMī,j if i ∈ {a, b}, j ̸∈ {a, b} and {a, b} = {i, ī},

(1− p)Mi,j + pMi,j̄ if i ̸∈ {a, b}, j ∈ {a, b} and {a, b} = {j, j̄},

p(1− p)(Ma,b +Mb,a) if i = j ∈ {a, b},

(1− p)2Mi,j + p2Mj,i if {i, j} = {a, b}.

So we have M ′ = PMP +X, where

Xi,j =


−p(1− p)(Ma,b +Mb,a) if i = j ∈ {a, b},

p(1− p)(Ma,b +Mb,a) if {i, j} = {a, b},

0 otherwise.

Observe that rank(X) ≤ 1, and if rank(X) = 1 then Ma,b ̸= 0 or Mb,a ̸= 0. Since M ′ =

PMP +X, it follows that rank(M ′) ≤ rank(M) + 1, with equality only if Ma,b ̸= 0 or Mb,a ̸= 0.

On the other hand, it is easy to see that for each i ̸∈ {a, b}, we have i ∈ S(t+ 1) if and only

if i ∈ S(t). Furthermore, a ∈ S(t+1) only if a ∈ S(t) or b ∈ S(t), and similarly b ∈ S(t+1) only

if a ∈ S(t) or b ∈ S(t). It follows that |S(t+ 1)| ≤ |S(t)|+ 1, with equality only if exactly one of

a and b belong to S(t). In particular, we need Ma,b =Mb,a = 0 for equality.

It follows that |S(t+1)|+rank(M ′) ≤ |S(t)|+rank(M)+ 1, proving the claim and hence the

theorem.

9.3 Strong shuffles

In this section we prove Theorems 9.1.4 and 9.1.5 about strong (k, n)-shuffles, i.e., when we want

all k-tuples to have uniformly random image. We will begin with the case k = 1.

9.3.1 Strong (1, n)-shuffles

Let us start by giving a construction of a strong (1, n)-shuffle of length 1
2n log2 n for the case when

n is a power of 2. That is, we show that 1
2n log2 n lazy swaps suffice to make the image of every

element uniform. We arrange the n = 2t elements of [n] along the vertices of a t-dimensional

hypercube {0, 1}t. Then our lazy swaps come in t phases, each of length 2t−1, with the ith phase

consisting of all possible swaps in direction i. That is, if ei denotes the t-dimensional unit vector

with ith coordinate 1, then in the ith phase we perform all the lazy swaps (v, v + ei, 1/2) (with

v ∈ {0, 1}t satisfying vi = 0), in an arbitrary order. It is easy to check that after these 2t−1t lazy

transpositions, every point can end up everywhere else with probability exactly 1/2t, giving the
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upper bound

Uall
1 (2t) ≤ 2t−1t.

This is in fact the exact value of Uall
1 (2t). To prove this, we establish the corresponding lower

bound.

Lemma 9.3.1. For any positive integer n, we have Uall
1 (n) ≥ 1

2n log2 n.

The proof uses a rather unusual invariant: we consider the ‘heaviest transversal’ in the matrix

Ai,j = P(i maps to j).

Proof. Assume that T1, . . . , Tℓ form a strong (1, n)-shuffle. For each 1 ≤ i ≤ ℓ, let us write

σi = Tℓ−i+1Tℓ−i+2 . . . Tℓ for the random permutation obtained from the first i lazy swaps, and let

σ0 be the identity.

For each 0 ≤ i ≤ ℓ and each α ∈ Sn, let

g(i, α) =
n∏

x=1

P(σi(x) = α(x)),

and let

g(i) = max
α∈Sn

g(i, α).

Observe that g(0) = 1 and g(ℓ) = 1
nn . So the lower bound

Uall
1 (n) ≥ 1

2
n log2 n

follows immediately from the following claim.

Claim. For all 0 ≤ i ≤ ℓ− 1, we have

g(i+ 1) ≥ 1

4
g(i).

Proof. Let α ∈ Sn be such that g(i) = g(i, α), and let Tℓ−i have parameters (a, b, p). Let
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β = (a, b)α, σ = σi and α
−1(a) = c, α−1(b) = d. Then

g(i+ 1, α) =

n∏
x=1

P(σi+1(x) = α(x))

=

 ∏
x ̸=c,d

P(σ(x) = α(x))


× [(1− p)P(σ(c) = a) + pP(σ(c) = b)][(1− p)P(σ(d) = b) + pP(σ(d) = a)]

≥

 ∏
x ̸=c,d

P(σ(x) = α(x))

 [(1− p)P(σ(c) = a)][(1− p)P(σ(d) = b)]

= (1− p)2g(i, α),

and similarly

g(i+ 1, β) =
n∏

x=1

P(σi+1(x) = β(x))

=

 ∏
x ̸=c,d

P(σ(x) = α(x))


× [pP(σ(c) = a) + (1− p)P(σ(c) = b)][pP(σ(d) = b) + (1− p)P(σ(d) = a)]

≥

 ∏
x ̸=c,d

P(σ(x) = α(x))

 [pP(σ(c) = a)][pP(σ(d) = b)]

= p2g(i, α).

But either p2 ≥ 1/4 or (1 − p)2 ≥ 1/4, giving max{g(i + 1, α), g(i + 1, β)} ≥ 1
4g(i, α) = 1

4g(i),

proving the claim and hence the lemma.

Curiously, giving an upper bound in the case when n is not a power of 2 is considerably more

difficult that the construction in the power of 2 case. We will need the following lemma.

Lemma 9.3.2. For any positive integers n and r, we have

Uall
1 (n+ r) ≤ Uall

1 (n) + Uall
1 (r) + n+ r − 1.

Proof. We can take Uall
1 (n) lazy transpositions permuting {1, . . . , n} only such that their product

σ satisfies P(σ(i) = j) = 1/n for all i, j ∈ [n], and similarly, we can take Uall
1 (r) lazy transpositions

permuting n + 1, . . . , n + r only such that their product ρ satisfies P(ρ(i) = j) = 1/r for all

i, j ∈ [n + 1, n + r]. We claim that there exist lazy transpositions T1, . . . , Tℓ with ℓ ≤ n + r − 1

such that τ = TℓTℓ−1 . . . T1ρσ satisfies P(τ(i) = j) = 1/(n+ r) for all i, j ∈ [n+ r].
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We recursively construct the lazy transpositions T1, . . . , Tℓ such that for all 0 ≤ t ≤ ℓ, writing

ft for the random permutation TtTt−1 . . . T1, there is some j ∈ [n+1] and j′ ∈ {n+1, . . . , n+r+1}
with the following properties.

� If 1 ≤ i < j or n+ 1 ≤ i < j′, then P(f−1
t (i) ∈ [n]) = n

n+r .

� If j < i ≤ n or j′ < i ≤ n+ r, then T1, . . . , Tt all fix i.

� Either j = n+1 and j′ = n+ r+1; or j ̸= n+1, j′ ̸= n+ r+1, P(f−1
t (j) ∈ [n]) > n

n+r and

P(f−1
t (j′) ∈ [n]) < n

n+r .

� We have j + (j′ − n) ≥ t+ 2.

When t = 0, these are satisfied for j = 1, j′ = n + 1. Now assume that T1, . . . , Tt are already

constructed and satisfy the conditions above. If we have j = n + 1 and j′ = n + r + 1, the

process terminates (and we set ℓ = t). Otherwise we construct Tt+1 as follows. Let us write

q = P(f−1
t (j) ∈ [n]) and q′ = P(f−1

t (j′) ∈ [n]), so we know q > n/(n+ r) > q′.

If q + q′ > 2n/(n + r), let p = n/(n+r)−q′

q−q′ . Note that 0 < p < 1, (1 − p)q′ + pq = n/(n + r),

and (1 − p)q + pq′ = q + q′ − ((1 − p)q′ + pq) > n/(n + r). So if we define Tt+1 to be the

lazy transposition with parameters (j, j′, p), then the conditions above will be satisfied when

(t, j, j′) is replaced by (t+ 1, j, j′ + 1). (Note that we cannot have j′ + 1 = n+ r + 1, otherwise

n =
∑

i∈[n+r] P(f
−1
t+1(i) ∈ [n]) > n · n/(n+ r) + r · n/(n+ r) = n, giving a contradiction.)

Similarly, if q+ q′ < 2n/(n+ r), then let p = q−n/(n+r)
q−q′ , so we have 0 < p < 1, (1−p)q+pq′ =

n/(n+ r) and (1− p)q′ + pq < n/(n+ r). So if Tt+1 has parameters (j, j′, p), then the conditions

are satisfied when (t, j, j′) is replaced by (t+ 1, j + 1, j′).

Finally, if q+q′ = 2n/(n+r), then let Tt+1 have parameters (j, j′, 1/2), so then the conditions

are satisfied for (t+ 1, j + 1, j′ + 1). This finishes the recursive construction.

So let us take T1, . . . , Tℓ as above. Note that for t = ℓ− 1 we have j ≤ n and j′ ≤ n+ r. By

the last property, we get ℓ ≤ n + r − 1. Furthermore, by the first property (for t = ℓ), we have

P(f−1
ℓ (i) ∈ [n]) = n

n+r for all i. It follows that P(fℓρσ(x) = y) = 1/(n + r) for all x, y ∈ [n + r],

proving the claim.

Proof of Theorem 9.1.4. The lower bound follows from Lemma 9.3.1, and we have seen that

we get the corresponding upper bound Uall
1 (n) ≤ 1

2n log2 n when n is a power of 2. So we have

Uall
1 (2t) = 2t−1t.

We now prove the upper bound in the case when n is not a power of 2. Let n have binomial

expansion

n =

⌊log2 n⌋∑
i=0

2iϵi
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(where ϵi ∈ {0, 1} for all i). By Lemma 9.3.2, we have

Uall
1 (s+ 2i) ≤ Uall

1 (s) + Uall
1 (2i) + 2i + s− 1

for all s. Using this several times with s =
∑

j<i 2
jϵj , we get

Uall
1 (n) ≤

∑
i:ϵi=1

(Uall
1 (2i) +

∑
j≤i

2jϵj − 1)

≤
∑
i:ϵi=1

(Uall
1 (2i) + 2i+1)

=
∑
i:ϵi=1

(2i−1i+ 2i+1)

≤
∑
i:ϵi=1

(2i−1 log2 n+ 2i+1)

=
1

2
n log2 n+ 2n,

as claimed.

9.3.2 Strong (2, n)-shuffles

We now turn to the proof of Theorem 9.1.5. Our first step is to introduce the notion of a ‘division

shuffle’; this will be crucial for our construction. Given a positive integer n with n even, let us

say that the lazy transpositions T1, . . . , Tℓ form a division (2, n)-shuffle (of length ℓ) if whenever

i, j ∈ [n] are distinct, then

P(T1 . . . Tℓ(i) ∈ [n/2] and T1 . . . Tℓ(j) ∈ [n/2]) =
(n/2)(n/2− 1)

n(n− 1)
=

1

4
− 1

4(n− 1)
,

P(T1 . . . Tℓ(i) ̸∈ [n/2] and T1 . . . Tℓ(j) ∈ [n/2]) =
(n/2)2

n(n− 1)
=

1

4
+

1

4(n− 1)
,

P(T1 . . . Tℓ(i) ̸∈ [n/2] and T1 . . . Tℓ(j) ̸∈ [n/2]) =
(n/2)(n/2− 1)

n(n− 1)
=

1

4
− 1

4(n− 1)
.

In other words, whenever we pick two elements i, j in [n], then the image under T1 . . . Tℓ of the

pair (i, j) is distributed between {1, . . . , n/2} and {n/2 + 1, . . . , n} in the same way as a random

pair coming from [n]. Let h0(n) denote the shortest possible length of a division (2, n)-shuffle. It

is not difficult to see that

Uall
2 (2n) ≤ h0(2n) + 2Uall

2 (n),

so it suffices to bound h0(n). We will do this by an inductive argument, but it will be convenient

to use a slightly stronger property.
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If a division (2, n)-shuffle T1, . . . , Tℓ is also a strong (1, n)-shuffle, i.e., for all i, j ∈ [n] we have

P(T1 . . . Tℓ(i) = j) = 1/n,

let us say that T1, . . . , Tℓ is a nice division (2, n)-shuffle. Let h(n) be the shortest possible length

of a nice division (2, n)-shuffle. We will prove the following result.

Lemma 9.3.3. If n is even, then

h(2n) ≤ 2h(n) + 2n.

Before we prove this lemma, we informally describe our construction. We divide the elements

of [2n] into two (equal sized) groups: ‘top’ and ‘bottom’ points. Furthermore, we further divide

each of the top and bottom groups into ‘left’ and ‘right’. We start with h(n) lazy transpositions

on the bottom points so that the image of any pair coming from the bottom will be divided

between left and right in the same way as a random pair. We do the same thing for top vertices.

Then, for some q ∈ (0, 1), we will swap top-bottom pairs on the left with probability q, and

top-bottom pairs on the right with probability 1− q, see Figure 9.1. It can be shown that there

is some q such that we end up with a division (2, 2n)-shuffle. Indeed, if q = 1/2, then any two

points which start in the same part of the top-bottom division are too likely to end up in the same

group, whereas they are too likely to end up in opposite groups if q = 0, so by continuity we can

pick an appropriate value of q. The construction finishes with n additional lazy transpositions

guaranteeing that our division (2, 2n)-shuffle is also a strong (1, 2n)-shuffle.

n
2

. . .
21 n

2 + 1 n
2 + 2

. . . n

3n
2. . .n+ 2n+ 1

3n
2 + 1 3n

2 + 2 . . . 2n

qqqq 1− q 1− q 1− q 1− q

Figure 9.1: To obtain our division (2, 2n)-shuffle, we divide the points into top/bottom and
left/right. We perform nice division (2, n)-shuffles at the top and at the bottom, and then take
the lazy transpositions shown on this figure, for some appropriately chosen value of q.

Proof. Let T1, . . . , Tℓ be a nice division (2, n)-shuffle of length ℓ = h(n). If Ti has parameters

(a, b, p) (with a, b ∈ [n]), let T ′
i be the lazy transposition with parameters (n + a, n + b, p). So

T ′
1, . . . , T

′
ℓ form a nice division (2, n)-shuffle on ground set [n + 1, 2n]. Let us write σ for the

random permutation T1 . . . Tℓ, and similarly let σ′ = T ′
1 . . . T

′
ℓ.
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Let q be some number in (0, 1) (specified later). For each 1 ≤ i ≤ n/2, let Si be the lazy

transposition with parameters (i, n+ i, q), and for each n/2 + 1 ≤ i ≤ n, let Si have parameters

(i, n+ i, 1− q). Let ρ = S1 . . . Sn.

Observe that if i, j are distinct elements of [2n] such that either i, j ∈ [n] or i, j ∈ [n+ 1, 2n],

then

P(ρσ′σ(i) ∈ [n] and ρσ′σ(j) ∈ [n]) =

(
1

4
− 1

4(n− 1)

)
(q2 + (1− q)2) +

(
1

4
+

1

4(n− 1)

)
2q(1− q)

=
1

4
− 1

4(n− 1)
(1− 4q(1− q)),

P(ρσ′σ(i) ̸∈ [n] and ρσ′σ(j) ∈ [n]) =

(
1

4
− 1

4(n− 1)

)
2q(1− q) +

(
1

4
+

1

4(n− 1)

)
(q2 + (1− q)2)

=
1

4
+

1

4(n− 1)
(1− 4q(1− q)),

P(ρσ′σ(i) ̸∈ [n] and ρσ′σ(j) ̸∈ [n]) =
1

4
− 1

4(n− 1)
(1− 4q(1− q)).

Similarly, if i ∈ [n] and j ∈ [n+ 1, 2n] or vice versa, then

P(ρσ′σ(i) ∈ [n] and ρσ′σ(j) ∈ [n]) =
1

2
q

( n
2 − 1

n
(1− q) +

1

2
q

)
+

1

2
(1− q)

( n
2 − 1

n
q +

1

2
(1− q)

)
=

1

4
− 1

n
q(1− q),

P(ρσ′σ(i) ̸∈ [n] and ρσ′σ(j) ∈ [n]) =
1

2
q

(
1

n
+
n/2− 1

n
q +

1

2
(1− q)

)
+

1

2
(1− q)

(
1

n
+
n/2− 1

n
(1− q) +

1

2
q

)
=

1

4
+

1

n
q(1− q),

P(ρσ′σ(i) ̸∈ [n] and ρσ′σ(j) ̸∈ [n]) =
1

4
− 1

n
q(1− q).

Observe that n
4(2n−1) ∈ (0, 1/4), so we can pick q ∈ (0, 1/2) such that

q(1− q) =
n

4(2n− 1)
.

It follows from the equations above that for this particular choice of q, we have, for all i, j ∈ [2n]
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(distinct),

P(ρσ′σ(i) ∈ [n] and ρσ′σ(j) ∈ [n]) =
1

4
− 1

4(2n− 1)
,

P(ρσ′σ(i) ̸∈ [n] and ρσ′σ(j) ∈ [n]) =
1

4
+

1

4(2n− 1)
,

P(ρσ′σ(i) ̸∈ [n] and ρσ′σ(j) ̸∈ [n]) =
1

4
− 1

4(2n− 1)
.

So S1, . . . Sn, T
′
1, . . . , T

′
ℓ, T1, . . . , Tℓ form a division (2, 2n)-shuffle.

Let Wi be the lazy transposition (i, n/2 + i, 1/2) for i ∈ [n/2] ∪ [n+ 1, n+ n/2]. It is easy to

check that

W1, . . . ,Wn/2,Wn+1,Wn+2, . . . ,Wn+n/2, S1, . . . Sn, T
′
1, . . . , T

′
ℓ, T1, . . . , Tℓ

is both a strong (1, 2n)-shuffle and a division (2, 2n)-shuffle. The result follows.

Proof of Theorem 9.1.5. Observe that whenever n ≥ 2 is even, then

h(n+ 2) ≤ h(n) + 2n+ 1. (9.2)

Indeed, assume that T1, . . . , Tℓ is a nice division (2, n)-shuffle (fixing n + 1 and n + 2), and let

S1, . . . , S2n+1 be lazy transpositions such that S1 . . . S2n+1 maps (n + 1, n + 2) uniformly to the

pairs from [n+2]. Then σ = S2n+1 . . . S1 satisfies P(σ−1(n+1) = i, σ−1(n+2) = j) = 1
(n+2)(n+1)

for all i, j ∈ [n+2] distinct. Conditioning on whether or not σ(i) and σ(j) belong to {n+1, n+2},
we see that for ρ = T1 . . . Tℓσ we have

P(ρ(i) ∈ [n/2] ∪ {n+ 1} and ρ(j) ∈ [n/2] ∪ {n+ 1}) = 2
n

(n+ 2)(n+ 1)

1

2

+
n(n− 1)

(n+ 2)(n+ 1)

(
1

4
− 1

4(n− 1)

)
=

1

4
− 1

4(n+ 1)
,

P(ρ(i) ̸∈ [n/2] ∪ {n+ 1} and ρ(j) ∈ [n/2] ∪ {n+ 1}) = 1

4
+

1

4(n+ 1)
,

P(ρ(i) ̸∈ [n/2] ∪ {n+ 1} and ρ(j) ̸∈ [n/2] ∪ {n+ 1}) = 1

4
− 1

4(n+ 1)
.

Furthermore, T1, . . . , Tℓ, S2n+1, S2n, . . . , S1 is easily seen to be a strong (1, n + 2)-shuffle. The

bound (9.2) follows easily.

We also know from Lemma 9.3.3 that

h(2n) ≤ 2h(n) + 2n (9.3)
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and hence

h(2n+ 2) ≤ 2h(n) + 6n+ 1. (9.4)

Clearly h(2) = 1, so it follows from (9.3) and (9.4) that whenever n is even, we have

h(n) ≤ 3n log2 n. (9.5)

Observe that if n is even, then we have

Uall
2 (n) ≤ h(n) + 2Uall

2 (n/2). (9.6)

Indeed, assume that T1, . . . , Tℓ form a division (2, n)-shuffle, let T ′
1, . . . , T

′
u be a strong (2, n/2)-

shuffle (fixing n/2 + 1, . . . , 2n), and let T ′′
1 , . . . , T

′′
v be another strong (2, n/2)-shuffle on ground

set n/2 + 1, . . . , n (in particular, it fixes 1, . . . , n/2). Then

T ′′
1 , . . . , T

′′
v , T

′
1, . . . , T

′
u, T1, . . . , Tℓ

is easily seen to be a strong (2, n)-shuffle, giving (9.6).

Furthermore, for all n we have

Uall
2 (n+ 1) ≤ Uall

2 (n) + n. (9.7)

Indeed, if T1, . . . , Tℓ form a strong (2, n)-shuffle (fixing n+1) and S1, . . . , Sn satisfy P(S1 . . . Sn(i) =
n+1) = 1/(n+1) for all i, then T1, . . . , Tℓ, S1, . . . , Sn is easily seen to be a strong (2, n+1)-shuffle.

It follows from (9.5), (9.6) and (9.7) that

Uall
2 (n) ≤ 2Uall

2 (n/2) + 3n log2 n

if n is even, and

Uall
2 (n) ≤ 2Uall

2 ((n− 1)/2) + 3n log2 n+ n

if n is odd. Since Uall
2 (1) = 0 (and Uall

2 (2) = 1), we get by induction that

Uall
2 (n) ≤ 4n(log2 n)

2

for all n, giving the result.
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9.4 Open problems

We finish this chapter with some open problems. Despite the important recent progress by

Groenland, Johnston, Radcliffe and Scott [76], there is still a large gap between the upper and

lower bounds for the problem raised by Fitzsimons [64] and Angel and Holroyd [12], and it would

be very interesting to close this gap.

Question 9.4.1 ([12, 64]). What is the asymptotic behaviour of U(n)?

One of the main topics considered in this chapter was determining the shortest possible length

Uall
k (n) of strong (k, n)-shuffles. We gave essentially tight bounds in the case k = 1, and in the

next case k = 2 we gave an upper bound of O(n log2 n). It would be interesting to decide whether

or not Uall
k (n) is ‘small’ for all fixed values of k.

Question 9.4.2. Given a fixed positive integer k, do we have Uall
k (n) = O(n1+ϵ) for all ϵ > 0?

We believe that the answer to Question 9.4.2 should be positive. However, a negative answer

would also be very interesting, as it would necessarily give a significantly improved lower bound

for U(n).

Another related problem is to fully close the gap between the bounds for Uall
2 (n). Theo-

rem 9.1.4 gives a lower bound Uall
2 (n) ≥ Uall

1 (n) = Θ(n log n), whereas by Theorem 9.1.5 we have

Uall
2 (n) = O(n log2 n).

Question 9.4.3. Do we have Uall
2 (n) = Θ(n log n)?

Finally, as mentioned in the introduction, it would be interesting to consider the reachability

problem that is analogous to strong shuffles. Given some k and n, let Rall
k (n) denote the minimal

number of lazy transpositions T1, . . . , Tℓ such that T1 . . . Tℓ maps each k-tuple from [n] to any

other k-tuple with positive probability. As mentioned before, the case k = 1 is the well-known

‘gossiping dons’ problem, and for general k we get a generalisation of that question. As noted in

the introduction (in the special case k = 2), we have Rall
k (n) ≤ 2Uk(n) for all k, n, and therefore

Rall
k (n) = Θ(n) for all k.

Question 9.4.4. What is the value of Rall
k (n), exactly or asymptotically?

Even the case k = 2 seems to be a difficult problem. Farzan Byramji (personal communi-

cation, 2023) proved an upper bound of ⌈5n/2⌉ − 4, giving an improvement on the 3n noted

in the introduction, and also showed that this upper bound is optimal if we only consider star

transpositions (i.e., all swaps are of the form (1, i) for some i).
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Chapter 10

A new upper bound for cancellative

pairs

10.1 Introduction

The notion of a cancellative pair was introduced by Holzman and Körner [85]. We say that a

pair (A,B) of families of subsets of an n-element set S is cancellative if

whenever A,A′ ∈ A and B ∈ B satisfy A ∪B = A′ ∪B then A = A′

and whenever A ∈ A and B,B′ ∈ B satisfy A ∪B = A ∪B′ then B = B′;
(10.1)

or, equivalently,

whenever A,A′ ∈ A and B ∈ B satisfy A \B = A′ \B then A = A′

and whenever A ∈ A and B,B′ ∈ B satisfy B \A = B′ \A then B = B′.
(10.2)

We will usually take S = [n] = {1, . . . , n} and will call a cancellative pair with A = B a symmetric

cancellative pair. Note that the assumption that (A,A) is a symmetric cancellative pair is slightly

stronger than the assumption that A is a cancellative family [67], meaning no three distinct sets

A,B,C ∈ A satisfy A∪B = A∪C. We mention that the concept of cancellative pairs corresponds

to the information theoretic concept of uniquely decodable code pairs for the binary multiplying

channel without feedback (see, e.g., Tolhuizen [136]).

In the case when n is a multiple of 3, we can obtain an example of a symmetric cancellative

pair the following way. Partition S into n/3 classes of size 3, and take A (and B) to be the

collection of subsets of S containing exactly one element from each class. It is not hard to verify

that we get a cancellative pair. Here we have |A||B| = 32n/3, where 32/3 ≈ 2.08. In the symmetric

case, Erdős and Katona [105] conjectured this to be the maximal size for cancellative families.
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A counterexample was found by Shearer [129]. Tolhuizen [136] gave a beautiful construction to

show that we can achieve (|A||B|)1/n → 9/4 = 2.25, even by symmetric pairs. This construction

is (asymptotically) optimal in the symmetric case by a result of Frankl and Füredi [67].

In the general (non-symmetric) case, the exact value of α = sup(|A||B|)1/n is not known. The

best known upper bound is due to Holzman and Körner [85], who showed that |A||B| < θn where

θ ≈ 2.3264. No lower bound better than Tolhuizen’s (symmetric) 2.25 is known. Our main aim

in this chapter is to improve the upper bound to 2.2682n. Our proof requires some numerical

calculations by a computer.

A related concept is that of a recovering pair. A pair (A,B) of collections of subsets of an

n-element set S is called recovering [1, 85] if for all A,A′ ∈ A and B,B′ ∈ B we have

A \B = A′ \B′ =⇒ A = A′ and B \A = B′ \A′ =⇒ B = B′. (10.3)

So every recovering pair is also cancellative (cf. (10.2)). A conjecture of Simonyi [1] states that

|A||B| ≤ 2n for every recovering pair. (The value of 2n may be obtained by taking A = P(S1),

B = P(S \ S1) for any S1 ⊆ S. This conjecture is a special case of the more general ‘sandglass

conjecture’, due to Ahlswede and Simonyi [1].) In fact, the main motivation for introducing

cancellative pairs in [85] was this conjecture of Simonyi. Our upper bound of 2.2682n was an

improvement on the previously best known bounds of about 2.28n for recovering pairs (Etkin

and Ordentlich [60], using the terminology of information theory, and Soltész [132]). After the

results in this chapter were published, the upper bound for recovering pairs was further improved

to 2.2663n by Nair and Yazdanpanah [118].

10.2 Proof of the upper bound

Let h(x) = −x log2 x − (1 − x) log2 (1− x) be the binary entropy function (with the convention

0 log2 0 = 0). Define Ai = {A ∈ A | i /∈ A} and pi = |Ai|/|A|; qi is defined similarly for B. We

quote the following result of Holzman and Körner [85]. (We will ignore the case when A or B is

empty.)

Proposition 10.2.1 (Holzman and Körner [85]). For a cancellative pair (A,B), we have

log2 [|A||B|] ≤
n∑

i=1

f(pi, qi) (10.4)

where f(p, q) = ph(q) + qh(p).

The result above can be established by considering the entropies of each of the random

variables of the form ξB = A \ B, where B ∈ B is fixed and A ∈ A is chosen uniformly at
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random (and doing the same with A, B interchanged). Holzman and Körner [85] used (10.4) and

induction to establish their upper bound of |A||B| < θn (θ ≈ 2.3264).

However, this argument can be improved. We call a cancellative pair k-uniform if |A| = |B| =
k for all A ∈ A, B ∈ B. As we will see, bounding |A||B| for k-uniform families enables us to give

bounds for general (non-uniform) pairs. For n/k small it is easy to give efficient bounds, and for

n/k large we will use that the growth speed of the maximum of |A||B| (with k fixed, n increasing)

can be bounded.

If (A,B) and (A′,B′) are cancellative pairs over disjoint ground sets S and S′, define their

product (A′′,B′′) by

A′′ = {A ∪A′ | A ∈ A, A′ ∈ A′}

B′′ = {B ∪B′ | B ∈ B, B′ ∈ B′}

giving a cancellative pair over S ∪ S′ with |A′′||B′′| = |A||B||A′||B′|.
(Note that the cancellative pair in the Introduction is just the product of cancellative pairs of the

form n = 3, A = B = {{1}, {2}, {3}}.) Let c(n) be the maximum of |A||B| for a cancellative pair

over an n-element set, and let ck(n) be the maximum considering only k-uniform pairs. Similarly

to Soltész [132], we prove the following lemma.

Lemma 10.2.2. Let M be a fixed positive integer, and suppose that β > 0 is such that ck(n) ≤ βn

for all k divisible by M and for all n ≥ k. Then c(n) ≤ βn for all n.

Proof. Suppose the conditions above are satisfied but |A||B| = ωn for some ω > β. Take the

product of (A,B) with (a copy of) (B,A) to get a cancellative pair
(
A(1),B(1)

)
over some set S

with
∣∣A(1)

∣∣ = ∣∣B(1)

∣∣ = ω|S|/2 and A(1) and B(1) containing the same number of sets of size t for any

t. Also, we can take the product of
(
A(1),B(1)

)
with (copies of) itself several times to get a pair

with similar properties, so we may assume that |S| is large enough so that ω|S|/(|S|+1)2 > β|S|.

Take k0 ∈ {0, 1, . . . , |S|} such that A(1),B(1) each contain at least ω|S|/2/(|S|+ 1) sets of size k0,

let
(
A(2),B(2)

)
contain only these k0-sets. So

∣∣A(2)

∣∣ ∣∣B(2)

∣∣ > β|S| and
(
A(2),B(2)

)
is k0-uniform

cancellative. Take the product of
(
A(2),B(2)

)
with itself several times to obtain

(
AM

(2),B
M
(2)

)
, an

(Mk0)-uniform cancellative family contradicting our assumptions.

We also need a simple observation.

Lemma 10.2.3. If k and n ≥ k are positive integers, then ck(n) ≤ 22(n−k). In particular,

ck(n) ≤ 2n for n ≤ 2k.

Proof. Given A ∈ A, all B ∈ B have to differ on the complement of A, hence |B| ≤ 2n−k.

Similarly |A| ≤ 2n−k.

We note that we have equality for k ≤ n ≤ 2k (i.e., ck(n) = 22(n−k)), even in the symmetric

case [67]. Also, we could deduce Lemma 10.2.3 from (10.4), observing that
∑
pi =

∑
qi = n− k.
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In order to state our key proposition, we need a definition. For γ, x ≥ 2, consider the following

optimisation problem:

maximize
1

n

n∑
i=1

f(pi, qi)

subject to piqi ≤ 1/γ for i = 1, . . . , n
n∑

i=1

pi =
n∑

i=1

qi ≥ n(1− 1/x)

0 ≤ pi, qi ≤ 1 for i = 1, . . . , n

n ∈ N

(10.5)

(Note that the positive integer n is not fixed.) We write φ(γ, x) for the solution (i.e., the supre-

mum) of (10.5).

Proposition 10.2.4. Suppose k is a positive integer, 2 ≤ λ such that λk is an integer, and

2 ≤ r1 ≤ γ. Suppose that ck(λk) ≤ rλk1 and

r1 ≥ 2φ(γ,λ). (10.6)

Then, for λk ≤ n,

ck(n) ≤ rλk1 γn−λk.

In particular, if µ > λ, µk is an integer and r2 = r
λ/µ
1 γ1−λ/µ, then ck(n) ≤ rn2 for λk ≤ n ≤ µk.

Proof. Notice that γ ≥ r2 ≥ r1. We know the given inequality holds for n = λk. Suppose it is

false for some n, λk + 1 ≤ n, n minimal.

Then ck(n)/ck(n− 1) > γ. So we must have piqi < 1/γ (or else |Ai||Bi| > ck(n− 1) and (Ai,Bi)

is cancellative over S \ {i}).
We also have

∑
pi =

∑
qi = n− k = n(1− k/n) ≥ n(1− 1/λ). Hence

∑
f(pi, qi) ≤ nφ(γ, λ) (by

the definition of φ). So then, by (10.4), we get

|A||B| ≤ 2nφ(γ,λ) ≤ rn1 ≤ rλk1 γn−λk,

contradiction.

For λk ≤ n ≤ µk, we have ck(n)
1/n ≤ (r1/γ)

λk/nγ ≤ (r1/γ)
λ/µγ = r2.

Proposition 10.2.4 enables us to implement the following method. Let 2 = λ0 < λ1 < · · · <
λN , and let ρ0 = 2. Using a computer program, we find some ρ1 ≥ ρ0, then ρ2 ≥ ρ1, and

so on, finally ρN , such that the conditions of Proposition 10.2.4 hold for λ = λi, µ = λi+1,

r1 = ρi, r2 = ρi+1 and the corresponding value of γ (i = 0, 1, . . . , N − 1). So then ck(n) ≤ ρnN for

n/k ≤ λN . (Note that the values ρi, λi do not depend on k.)

To be able to apply this method, we make the following observations.
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1. If λi is rational for all i, then we are allowed to assume that λik is an integer (since we may

assume M divides k for any fixed M positive integer).

2. We do not need to consider n/k > 3.6. Indeed, for n/k > 3.6 we have pi+qi > 2(1−1/3.6) =

13/9 for some i, so then piqi > 1 · 4/9 = 1/2.25. Hence ck(n) < 2.25ck(n− 1), as (Ai,Bi) is

cancellative.

3. We need to find an upper bound on φ(γ, x). Details on how this is done are given in the

Appendix at the end of this chapter, however, we note the following simple result (see

Lemma 10.4.4). Let γ ≥ 2.25, x ≥ 2 and let (p0, q0) satisfy p0 + q0 = 2(1 − 1/x) and

p0q0 = 1/γ. If 0 ≤ p0, q0 ≤ 1, p0 ̸= q0, then φ(γ, x) = f(p0, q0).

Now we are ready to prove our result using the method described above. Choose, for example,

N = 100000 and λi = 2 + i(3.6 − 2)/N . Then find appropriate values of ρ1, . . . , ρN using a

computer program. Details about our implementation are given in the Appendix at the end of

this chapter. Our program gives ρN = 2.268166 . . . , whence ck(n) ≤ 2.2682n for all n (and k a

multiple of an appropriate M). By Lemma 10.2.2, we get our main result.

Theorem 10.2.5. For a cancellative pair (A,B) over an n-element set, we have |A||B| ≤ 2.2682n.

10.3 Remarks

Recovering pairs Since any recovering pair is also cancellative, the result above immediately

gives the following corollary.

Corollary 10.3.1. For a recovering pair (A,B) over an n-element set, we have |A||B| ≤ 2.2682n.

We remark that a bound stronger than 22k for k-uniform recovering pairs over a 2k-element

set would give a stronger bound on the maximal value of |A||B| using the argument above (we

could choose ρ0 to be smaller). Note that the product of recovering families is recovering [132],

so our arguments would still be valid.

Uniform constructions We now discuss how our upper bound on ck(n) is related to the best

known k-uniform constructions as n/k varies. Tolhuizen [136] gave a family of symmetric k-

uniform pairs for all values of k and n having |A| ≥ ν
(
n
k

)
2−k, where ν is a constant. It follows

that for n/k = x > 2, we have

ck(n)
1/n ≥ 22(h(1/x)−1/x)+o(1).

This construction is known to be asymptotically optimal in the symmetric k-uniform case [67, 136].

(As pointed out after Lemma 10.2.3, the exact value of ck(n) is known for n/k ≤ 2.)
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Figure 10.1: Graphical representation of the lower and upper bounds for uniform pairs.

Figure 10.1 shows the upper bound we obtain by the argument above for ck(n)
1/n, together

with the lower bound from Tolhuizen’s construction (n/k fixed, n large). We note that, with

a slight modification of Proposition 10.2.4, our upper bound could be decreased for n/k large

(instead of becoming constant at the maximum value). However, this would not improve our

constant of 2.2682, and it requires more care to find bounds for the optimization problem (10.5)

when γ is small.

The symmetric case In the case A = B, an argument similar to the one considered above

gives the best possible bound of 2.25n. In fact, our argument is equivalent to that of Frankl

and Füredi [67]. For convenience, we consider Gk(n), the largest possible size of A if (A,A) is

k-uniform cancellative. (So then ck(n) ≥ Gk(n)
2.) In this case, we have pi = qi for each i. If

Gk(n)/Gk(n−1) = γ, then pi ≤ 1/γ for all i. But
∑
pi = n−k, hence γ ≤ n

n−k . As Gk(2k) ≤ 2k,

induction gives (for n ≥ 2k)

Gk(n) ≤ 2k
(
n

k

)/(
2k

k

)

This is exactly the formula obtained by Frankl and Füredi [67]. This is not surprising: their ar-

gument is essentially the same, but instead of removing elements one-by-one (i.e., inducting from
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n − 1 to n), they consider a random set of size 2k. (It is not hard to deduce the bound (3/2)2n

for symmetric pairs from here, noticing that subexponential factors can be ignored by a prod-

uct argument. The asymptotic optimality of Tolhuizen’s construction for k-uniform symmetric

cancellative pairs (n→ ∞, n/k → x > 2) also follows [136].)

The choice of N Increasing N over 100000 does not seem to change the first 5 digits after the

decimal point in our upper bound 2.268166 . . . , e.g. N = 5·106 gives about 2.268164. We mention

that using N = 5 already improves the previously best known upper bound for cancellative pairs

(it gives about 2.3235n).

10.4 Appendix

This appendix contains two main parts. In the first part, we give bounds for φ(γ, x). In the

second part, we briefly describe how we implement our argument using a computer program.

Bounding the optimisation problem

Lemma 10.4.1. Suppose γ ≥ 2.25 and κ ≥ 0. Then the maximizer (p, q) of Lκ(p, q) = f(p, q) +

κ(p+ q) in the range 0 ≤ p, q ≤ 1, pq ≤ 1/γ satisfies pq = 1/γ.

Proof. Consider the maximizer. We may assume p ≤ q. We show that if pq < 1/γ then

∂Lκ/∂p > 0. We have

∂Lκ/∂p = h(q) + qh′(p) + κ ≥ h(q) + qh′(p).

If p < 1/2 then this is positive. If p ≥ 1/2, then

∂Lκ/∂p ≥ h

(
1

2.25p

)
+
h′(p)

2.25p

which is positive on [1/2, 2/3].

Lemma 10.4.2. Suppose κ ≥ 0, γ ≥ 2.25, x ≥ 2 and assume that for 0 ≤ p, q ≤ 1, pq = 1/γ the

maximum of Lκ(p, q) = f(p, q) + κ(p+ q) is ψ(γ, κ). Then φ(γ, x) ≤ ψ(γ, κ)− 2κ(1− 1/x).

Proof. If (pi)
n
i=1, (qi)

n
i=1 satisfy the constraints of (10.5), then

1

n

n∑
i=1

f(pi, qi) ≤
1

n

n∑
i=1

(f(pi, qi) + κ(pi + qi))−
1

n
κ · 2n(1− 1/x).

Using Lemma 10.4.1 and our assumptions above, the result follows.
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Lemma 10.4.3. Suppose κ ≥ 0, q = q(p) = 1/(γp), and (p0, q0) satisfy p0q0 = 1/γ, 0 ≤ p0, q0 ≤ 1

and

κ =
p0q0
log 2

g(p0)− g(q0)

q0 − p0

where g(x) = log(1−x)
x . Then Lκ(p, q(p)) is maximal at (p0, q0).

Proof. We may assume q > p. As dq/dp = −q/p, we have (see [85] for more details)

d

dp

[
f(p, q(p)) + κ(p+ q(p))

]
= q

[
1

p
log2 (1− p)− 1

q
log2 (1− q)

]
+ κ(1− q/p).

This has the same sign as
pq

log 2

g(p)− g(q)

q − p
− κ

where g(x) = log(1−x)
x . As pq is constant, it suffices to show that in the range 1

γ ≤ p < 1√
γ , the

function

σ(p) =
g(p)− g(q(p))

q(p)− p

is strictly decreasing. We have

σ′(p) =
(g′(p)− g′(q)(−q/p))(q − p)− (g(p)− g(q))(−q/p− 1)

(q − p)2
.

Since g′(x) = − 1
x(1−x) − g(x)/x, we obtain

p(q − p)2σ′(p) = (q − p)(pg′(p) + qg′(q)) + (p+ q)(g(p)− g(q))

= (q − p)

(
− 1

1− p
− g(p)− 1

1− q
− g(q)

)
+ (p+ q)(g(p)− g(q)) =

= −(q − p)

(
1

1− p
+

1

1− q

)
+ 2pg(p)− 2qg(q).

Using the substitutions 1− p = x, 1− q = y, a = x/y > 1, we get

p(q − p)2σ′(p) = −(x− y)

(
1

x
+

1

y

)
+ 2(log x− log y)

= −a+ 1

a
+ 2 log a.

But this is negative for a > 1, since it is 0 at a = 1 and its derivative is

−1− 1

a2
+

2

a
= −(1− a)2

a2
.

So σ is strictly decreasing.
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Lemma 10.4.4. Let γ ≥ 2.25, x ≥ 2 and let (p0, q0) satisfy p0+ q0 = 2(1−1/x) and p0q0 = 1/γ.

If 0 ≤ p0, q0 ≤ 1, p0 ̸= q0, then

φ(γ, x) = f(p0, q0).

Proof. Choose

κ =
p0q0
log 2

g(p0)− g(q0)

q0 − p0

(this is positive, since g′(x) < 0, see [85].) By Lemma 10.4.3, ψ(γ, κ) = Lκ(p0, q0). By Lemma

10.4.2, φ(γ, x) ≤ f(p0, q0). Equality can be achieved by choosing n = 2, p1 = q2 = p0, p2 = q1 =

q0.

Lemma 10.4.5. Let γ ≥ 2.25, x ≥ 2, and assume that γ ≤ 1/(1− 1/x)2. Then

φ(γ, x) = f(1/
√
γ, 1/

√
γ).

Proof. It was proved in [85] that f(p, q) ≤ f(
√
pq,

√
pq), and furthermore, that f(t, t) is increas-

ing on [0, t0], where t0 ≈ 0.7. If γ ≥ 2.25 and piqi ≤ 1/γ, then
√
piqi ≤ 1/

√
γ ≤ 2/3 < t0,

and hence f(pi, qi) ≤ f(
√
piqi,

√
piqi) ≤ f(1/

√
γ, 1/

√
γ). This gives the required upper bound for

φ(γ, x). For the lower bound, we can choose n = 1 and p1 = q1 = 1/
√
γ.

Implementation using a computer

The algorithm finding our final bound proceeds as follows. We choose λi (i = 0, . . . , N) to

be equally spaced between 2 and 3.6 and set ρ0 = 2. In the ith step, we find the smallest

possible value of γ = γi (with γi ≥ 2.25, γi ≥ ρi−1) such that Proposition 10.2.4 applies, i.e.,

ρi−1 ≥ 2φ(γi,λi−1). Note that we can calculate φ(γ, x) (for ‘most’ values of γ, x) using Lemma 10.4.4

and Lemma 10.4.5 (the former dealing with the cases where γ > 1/(1−1/x)2, and the latter with

the cases γ ≤ 1/(1 − 1/x)2. In practice, it is sufficient to use only Lemma 10.4.4 except in the

first few steps.) We then set ρi = ρ
λi−1/λi

i−1 γ
1−λi−1/λi

i . Initially we have λ0 = 2, ρ0 = 2, γ0 = 4. As

i and λi increase, we have that ρi increases and γi decreases. The process stops when γi and ρi

become equal. This happens at λi ≈ 3.12 with ρi ≈ γi ≈ 2.2682.
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Chapter 11

Antichains in the continuous cube

11.1 Introduction

We can partially order the continuous cube [0, 1]n by writing x ≤ y if xi ≤ yi for each i = 1, . . . , n.

A subset A ⊆ [0, 1]n is called an antichain if it contains no two distinct elements x,y with x ≤ y.

It is natural to ask for continuous generalisations of Sperner’s theorem (which describes the

largest possible size of an antichain in the discrete cube {0, 1}n, see e.g. [25] for background). It

is well-known that any antichain in [0, 1]n must have Lebesgue measure zero. However, as shown

by Engel, Mitsis, Pelekis and Reiher [51], we can make interesting statements about the sizes

of the antichains if we consider their Hausdorff measure. The definition and some properties of

the Hausdorff measure are recalled, following [51], in the Appendix at the end of this chapter, to

make the chapter self-contained.

Engel, Mitsis, Pelekis and Reiher [51] proved the following result.

Theorem 11.1.1 (Engel, Mitsis, Pelekis and Reiher [51]). Every antichain in [0, 1]n has Haus-

dorff dimension at most n− 1 and (n− 1)-dimensional Hausdorff measure at most n. Moreover,

these bounds cannot be improved (that is, there are antichains with (n−1)-dimensional Hausdorff

measure arbitrarily close to n).

They also conjectured that there are antichains in [0, 1]n of (n − 1)-dimensional Hausdorff

measure exactly n. In this chapter, we construct such an antichain for each n.

Theorem 11.1.2. For every n there is an antichain in [0, 1]n of (n− 1)-dimensional Hausdorff

measure n.

11.2 The construction

Proof of Theorem 11.1.2. Let f be a strictly increasing singular function from [0, 1] onto

[0, 1], that is, a strictly increasing continuous surjective function [0, 1] → [0, 1] for which there is

143



a set S ⊆ (0, 1) of measure 1 such that f is differentiable with derivative zero at all points of

S. (See, e.g., [127] for the construction of such a function.) As noted by Engel, Mitsis, Pelekis

and Reiher [51], the graph of 1− f has Hausdorff measure 2 (see [65]), giving an example of an

antichain with the required properties when n = 2. We will generalise this construction for any

n ≥ 2. (The case n = 1 is trivial.)

First, we construct a continuous function p : (0, 1)n−1 → (0, 1) with the following properties.

1. The function p is differentiable at every point in (0, 1)n−1 except maybe when two of the

coordinates are equal.

2. Whenever n− 2 coordinates are fixed, then the resulting function (0, 1) → (0, 1) is strictly

increasing and surjective. In particular, if x < y for some x,y ∈ (0, 1)n−1, then p(x) < p(y).

(We write x < y if x ≤ y and x ̸= y.)

If n = 2 then p(x) = x works. For n ≥ 3, we define p as follows. Given (x1, . . . , xn−1) ∈
(0, 1)n−1, let σ be a permutation of {1, . . . , n− 1} such that xσ(1) ≤ · · · ≤ xσ(n−1), and set

p(x1, . . . , xn−1) =

∏n−2
i=1 xσ(i)

1− xσ(n−1) +
∏n−2

i=1 xσ(i)
.

It is clear that this satisfies the conditions above.

Define F : (0, 1)n−1 → (0, 1) by

F (x1, . . . , xn−1) = 1− p(f(x1), f(x2), . . . , f(xn−1)),

and write A for the graph of F . Note that, since f is strictly increasing, Property 2 above shows

that if x < y then F (x) > F (y) and so A is an antichain. We show that A has (n−1)-dimensional

Hausdorff measure at least n. (The measure is then exactly n by Theorem 11.1.1.)

Write πi : Rn → Rn−1 for the projection π(x1, . . . , xn) = (x1, . . . , xi−1, xi+1, . . . , xn). We find

n disjoint subsets A1, . . . , An of A such that πi(Ai) has measure 1 for each i. This is sufficient,

since the projections πi cannot increase the Hausdorff measure, so each Ai must then have measure

at least 1.

Recall that there is a subset S ⊆ (0, 1) of measure 1 such that f is differentiable with derivative

zero at each point of S. We set

Bn = Sn−1

and, for i = 1, . . . , n− 1,

Bi = {x ∈ (0, 1)n−1 : xj ∈ S for j ̸= i and xi ̸∈ S}.

Let Ai be the piece of the graph of F corresponding to domain Bi. Note that the Ai are
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disjoint. It is clear that πn(An) = Bn has measure 1. To show that πi(Ai) has measure 1 for

i = 1, . . . , n− 1, it suffices to consider the case i = n− 1.

Let x = (x1, . . . , xn−2) ∈ Sn−2 be a point with all coordinates distinct, we show that the

set {xn ∈ (0, 1) : (x1, . . . , xn−2, xn) ∈ πn−1(An−1)} has measure 1. (Since the set of such points

x ∈ Sn−2 has measure 1, this then gives the result.) Write T = {x1, . . . , xn−2}. Consider

the function gx : (0, 1) → (0, 1) given by gx(t) = F (x1, . . . , xn−2, t). Note that gx is strictly

decreasing and surjective by the properties of p and f . Moreover, whenever t ∈ S \ T , then
the chain rule gives that gx is differentiable at t with derivative zero. It follows that gx(S \ T )
has measure 0 (for example, using [125, Corollary 21.5]). Hence, using that T is finite and gx

is surjective onto (0, 1), we get that gx((0, 1) \ S) has measure 1. But this says exactly that

{xn ∈ (0, 1) : (x1, . . . , xn−2, xn) ∈ πn−1(An−1)} has measure 1, giving the result.

We remark that when n = 3, the function p : (0, 1)2 → (0, 1) has a nice geometric in-

terpretation: p(x) is given by the (first) coordinate of the projection of x onto the diagonal

{(t, t) : t ∈ (0, 1)} from the point (1, 0) if x is below the diagonal and from (0, 1) if it is above.

11.3 Appendix: The Hausdorff measure

Following [51], we recall the definition and some properties of the Hausdorff measure.

For a non-empty subset U of Rn, let diamU denote its diameter. For any real number s ≥ 0,

write αs for the volume of the s-dimensional sphere of radius 1/2. For s ≥ 0, δ > 0 and A ⊆ Rn,

write

Hs
δ(A) = αs inf

{ ∞∑
i=1

diam(Ui)
s : A ⊆

∞⋃
i=1

Ui and diam(Ui) ≤ δ for each i

}
.

Note that as δ decreases, the value of Hs
δ(A) increases, so we may set

Hs(A) = lim
δ→0+

Hs
δ(A).

It can be shown that Hs restricts to a measure, called the s-dimensional Hausdorff measure, on

a σ-algebra containing all the Borel measurable sets. Note that the scaling by αs guarantees that

the Hausdorff measure and the Lebesgue measure agree when s = n. Furthermore, it can be

shown that

dimH (A) = inf{s ≥ 0 : Hs(A) = 0}

has the property that if s > dimH(A) then Hs(A) = 0 and if s < dimH(A) then Hs(A) = ∞, so

the only ‘interesting’ value of Hs(A) occurs when s = dimH(A). The value dimH(A) is called the

Hausdorff dimension of A. See [51] for references on the topic.
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Chapter 12

Projections of antichains

12.1 Introduction

In this chapter we study another problem related to the result of Engel, Mitsis, Pelekis, and Reiher

[51] mentioned in the previous chapter. A subset of Zn is called a weak antichain if it contains no

elements x and y such that for all i we have xi < yi. Let us denote by πi the projection along the ith

coordinate, that is, πi : Zn → Zn−1 is given by (x1, . . . , xn) 7→ (x1, . . . , xi−1, xi+1, . . . , xn). Engel,

Mitsis, Pelekis and Reiher [51] proved the following projection inequality for weak antichains

(which they used to prove an analogous result about weak antichains in the continuous cube

[0, 1]n, as well as the result about the Hausdorff measure of antichains mentioned in the previous

chapter).

Theorem 12.1.1 (Engel, Mitsis, Pelekis and Reiher [51]). For every finite weak antichain A in

Zn, we have

|A| ≤
n∑

i=1

|πi(A)|.

The same authors asked the following question.

Question 12.1.2. What is the smallest possible value g(n,m) of gap(A) =
∑n

i=1 |πi(A)|− |A| as
A varies over weak antichains in Zn of size m?

Note that the question is uninteresting for (strong) antichains A in Zn, as we trivially have

|πi(A)| = |A| for all i in this case. Furthermore, a weak antichain in {0, 1}n is just a subset of

{0, 1}n not containing both the zero vector and the vector with all entries equal to 1. So classical

results about set systems (such as Sperner’s theorem, see, e.g., [25]) are not particularly relevant

here.

In this chapter we answer Question 12.1.2. To state the result, we need some definitions.

Let Z≥0 denote the set of non-negative integers, and let Xn be the subset of Zn
≥0 consisting of
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elements that have at least one coordinate which is zero. Note that any subset of Xn is a weak

antichain. For given x, y ∈ Xn, let T = {i : xi ̸= yi}, let x′ = (xi)i∈T , y
′ = (yi)i∈T . Write x < y

if maxx′ < max y′ or (maxx′ = max y′ and max{i : x′i = maxx′} < max{i : y′i = max y′}). Then
< defines a total order on Xn. We will call this the balanced order on Xn.

For example, the first few elements of the balanced order on X2 are

(0, 0), (1, 0), (0, 1), (2, 0), (0, 2), (3, 0), (0, 3), (4, 0), (0, 4),

and the first few elements of the balanced order on X3 are

(0, 0, 0), (1, 0, 0), (0, 1, 0), (1, 1, 0), (0, 0, 1), (1, 0, 1), (0, 1, 1), (2, 0, 0), (2, 1, 0), (2, 0, 1),

(0, 2, 0), (1, 2, 0), (0, 2, 1), (2, 2, 0), (0, 0, 2), (1, 0, 2), (0, 1, 2), (2, 0, 2), (0, 2, 2), (3, 0, 0).

Theorem 12.1.3. For every n ≥ 2 and m ≥ 0, the initial segment of size m of the balanced

order on Xn minimises the gap among weak antichains in Zn of size m. In particular, for every

positive integer N , the set

AN = {x ∈ Zn
≥0 : 0 ≤ xi ≤ N − 1 for all i, and xj = 0 for some j}

minimises the gap among weak antichains of size |AN | = Nn − (N − 1)n.

In terms of asymptotic lower bounds on the gap, this gives the following result.

Theorem 12.1.4. For every n ≥ 2 and m ≥ 1, we have

g(n,m) ≥ cnm
1−1/(n−1),

where cn = 1
2(n− 1)n1/(n−1). Moreover, for every n ≥ 2, we have

g(n,m) ∼ cnm
1−1/(n−1) as m→ ∞.

Our proofs have the following structure. Starting with any weak antichain, we modify it into

a subset of Xn. This modification will be made step-by-step, and at some points our set will not

be a weak antichain. However, it will always satisfy a certain weaker property, which we will

call ‘layer-decomposability’. Studying subsets of Xn is much simpler than studying general weak

antichains, and we will finish the proof of Theorem 12.1.3 using induction on n and codimension-1

compressions. For our proof to work we will need to show that initial segments of the balanced

order are extremal for another property as well. Instead of deducing the asymptotic result from

Theorem 12.1.3, we will prove it directly and before Theorem 12.1.3, because its proof is simpler

and motivates some of the steps in the proof of Theorem 12.1.3.
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12.2 Compressing to a down-set in Xn

Recall that we denote Xn = {x ∈ Zn
≥0 : xi = 0 for some i}. In this section our aim is to prove

the following lemma.

Lemma 12.2.1. If A is a finite weak antichain in Zn, then there is a weak antichain A′ ⊆ Xn of

the same size having |πi(A′)| ≤ |πi(A)| for each i which is a down-set, i.e., if x, y ∈ Zn
≥0, xi ≤ yi

for all i and y ∈ A′ then x ∈ A′.

We start by recalling the proof of Engel, Mitsis, Pelekis and Reiher [51] that gap(A) ≥ 0 for

every finite weak antichain. For any finite set A ⊆ Zn, define the ith bottom layer Bi(A) to be

the set of elements with minimal ith coordinate, i.e.,

Bi(A) = {x ∈ A : whenever y ∈ A with yj = xj for all j ̸= i then yi ≥ xi}.

Furthermore, define A1, . . . , An inductively by setting (A1 = B1(A) and)

Ai = Bi (A \ (A1 ∪ · · · ∪Ai−1)) .

Observe that for a weak antichain we have A = A1 ∪ · · · ∪An. Indeed, if x ∈ A \ (A1 ∪ · · · ∪An)

then we may inductively find x(i) ∈ An−i (for all 0 ≤ i ≤ n − 1) such that x
(i)
j < xj for all

j ≥ n− i and x
(i)
j = xj for all j < n− i. Then x(n−1) has all coordinates smaller than x, giving

a contradiction.

We will call a finite set A with A = A1 ∪ · · · ∪An layer-decomposable. Note that πi restricted

to Ai is injective, hence
∑n

i=1 |πi(A)| ≥
∑n

i=1 |Ai| = |A| for all layer-decomposable sets (and in

particular for all weak antichains).

Now assume A ⊆ Zn
≥0. Define the i-compression Ci(A) of A by replacing each x ∈ Bi(A) by

(x1, . . . , xi−1, 0, xi+1, . . . , xn). Note that |Ci(A)| = |A|.

Lemma 12.2.2. Let A ⊆ Zn
≥0 be any finite set. For every i ̸= j, πj(Ci(A)) ⊆ Ci(πj(A)). In

particular, |πj(Ci(A))| ≤ |πj(A)|.

(When considering Ci(πj(A)), we mean compressing along the coordinate labelled by i, not

along the ith remaining coordinate.)

Proof. Suppose (x1, . . . , xj−1, xj+1, . . . , xn) ∈ πj(Ci(A)) so that there is an x ∈ Ci(A) with k
th

coordinate xk for all k.

� If xi = 0 then there is a y ∈ Bi(A) with xk = yk for all k ̸= i. This implies that we

have (y1, . . . , yj−1, yj+1, . . . , yn) ∈ πj(A). But this vector and (x1, . . . , xj−1, xj+1, . . . , xn)

agree in all entries except maybe the one labelled by i. Therefore, (since xi = 0) we have

(x1, . . . , xj−1, xj+1, . . . , xn) ∈ Ci(πj(A)).
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� If xi ̸= 0 then x ∈ A \ Bi(A) and there is a y ∈ Bi(A) with yk = xk for all k ̸= i and

yi < xi. But then πj(y) and πj(x) agree in all coordinates except the ith one, which shows

πj(x) ̸∈ Bi(πj(A)) and hence πj(x) ∈ Ci(πj(A)), as claimed.

Say that A is i-compressed if Ci(A) = A, i.e., Bi(A) = {x ∈ A : xi = 0}.

Lemma 12.2.3. Suppose that A ⊆ Zn
≥0 is finite, layer-decomposable (i.e., A = A1 ∪ · · · ∪ An),

and k-compressed for all k < i. Then A′ = Ci(A) satisfies the following.

(i) A′ is k-compressed for all k ≤ i.

(ii) A′ is layer-decomposable.

Proof. Let j < i. By Lemma 12.2.2, |πj(A′)| ≤ |πj(A)|. But, since Bj(A) = {x ∈ A : xj = 0},
Ci(Bj(A)) is a subset of A′ having jth coordinate constant zero and jth projection of size |πj(A)|.
It follows that Bj(A

′) = Ci(Bj(A)) = {x ∈ A′ : xj = 0}, giving (i).

We now show (ii). Since A is k-compressed for all k < i, induction on k gives

Ak = {x ∈ A : xk = 0 but xℓ ̸= 0 for all ℓ < k} for all k < i. (12.1)

Indeed, if this holds for all k′ with k′ < k, then
⋃k−1

ℓ=1 Aℓ = {x ∈ A : xℓ = 0 for some ℓ < k},
so Ak contains the right hand side of (12.1), and every element of Ak has xℓ ̸= 0 for all ℓ < k.

Furthermore, if there is some x ∈ A with xk > 0 and xℓ ̸= 0 for all ℓ < k, then there is some

y ∈ A with yk = 0 and yj = xj for all j ̸= i (as A is k-compressed). Then y ∈ Ak, so certainly

x ̸∈ Ak, giving the claim.

Similarly,

A′
k = {x ∈ A′ : xk = 0 but xℓ ̸= 0 for all ℓ < k} for all k ≤ i. (12.2)

But then we have

Ci(A \ (A1 ∪ · · · ∪Ai−1)) = Ci({x ∈ A : xk ̸= 0 for all k < i})

= {x ∈ Ci(A) : xk ̸= 0 for all k < i}

= A′ \ (A′
1 ∪ · · · ∪A′

i−1).

(The first equality is immediate from (12.1). The second equality follows from the fact that Ci

acts independently on each set consisting of points having a fixed value of x1, . . . , xi−1. The last

equality is immediate from (12.2).)

It follows that {x ∈ Ci(A \ (A1 ∪ · · · ∪Ai−1)) : xi ̸= 0} = {x ∈ A′ \ (A′
1 ∪ · · · ∪A′

i−1) : xi ̸= 0}.
But the left hand side is A\ (A1∪· · ·∪Ai) and the right hand side is A′ \ (A′

1∪· · ·∪A′
i) by (12.2).
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Thus A\(A1∪· · ·∪Ai) = A′\(A′
1∪· · ·∪A′

i). Hence Aj = A′
j for all j > i. Using A = A1∪· · ·∪An,

we have A \ (A1 ∪ · · · ∪Ai) = Ai+1 ∪ · · · ∪An and so A′ \ (A′
1 ∪ · · · ∪A′

i) = A′
i+1 ∪ · · · ∪A′

n, giving

(ii).

Lemma 12.2.4. If A ⊆ Zn
≥0 is a finite weak antichain, then A′ = Cn(Cn−1(. . . (C1(A)) . . . ))

satisfies

(i) |πi(A′)| ≤ |πi(A)| for each i.

(ii) A′ is k-compressed for all k.

(iii) A′ = A′
1 ∪ · · · ∪A′

n.

(iv) A′
k = {x ∈ A′ : xk = 0 but xℓ ̸= 0 for all ℓ < k} for all k.

(v) A′ ⊆ Xn = {x ∈ Zn
≥0 : xi = 0 for some i}.

Proof. The claims (i), (ii), (iii) are immediate from Lemma 12.2.2 and Lemma 12.2.3. Claim

(iv) follows from (ii) exactly as in the proof of Lemma 12.2.3. Then (v) follows from (iii) and

(iv).

Note that even though some intermediate steps Ci(Ci−1(. . . (C1(A)) . . . )) need not give weak

antichains, we see that after the nth compression we end up with a set which is necessarily a weak

antichain.

For a set A ⊆ Zn
≥0, define the complete i-compression

Ccompl
i (A) = {(x1, . . . , xi−1, a, xi+1, . . . , xn) :

a ∈ Z≥0 and there are at least a+ 1 elements y of A having for all j ̸= i yj = xj}.

Note that |Ccompl
i (A)| = |A|.

Lemma 12.2.5. If A ⊆ Xn then for any j we have |πj(Ccompl
i (A))| ≤ |πj(A)|.

Proof. The proof is essentially the same as for Lemma 12.2.2. Indeed, let j ̸= i and suppose that

(x1, . . . , xj−1, xj+1, . . . , xn) ∈ πj(C
compl
i (A)). So there is an x ∈ Ccompl

i (A) with kth coordinate

xk for all k, and hence there are y(0), . . . , y(xi) ∈ A such that y
(a)
k = xk for all k ̸= i and all

0 ≤ a ≤ xi, and y
(0)
i < y

(1)
i < · · · < y

(xi)
i . But then (x1, . . . , xj−1, xj+1, . . . , xn) ∈ Ccompl

i (πj(A)).

It follows that πj(C
compl
i (A)) ⊆ Ccompl

i (πj(A)), giving the result.

[Alternatively, we can deduce Lemma 12.2.5 from Lemma 12.2.2 by applying Ci to A then

A \Bi(A) then A \ (Bi(A) ∪Bi(A \Bi(A))) and so on.]

Proof of Lemma 12.2.1. We may assume that A ⊆ Zn
≥0. By Lemma 12.2.4, we may also

assume A ⊆ Xn. Keep applying complete compressions while it changes our set. These do
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not increase any projection by Lemma 12.2.5, and keeps our set a subset of Xn. Note that if

A′ ̸= Ccompl
i (A′) then

∑
x∈Ccompl

i (A′)

∑
j xj <

∑
x∈A′

∑
j xj , so the process must terminate. So the

set A′ we end up with must have Ccompl
i (A′) = A′ for all i, so it must be a down-set.

12.3 The asymptotic result

We now show how Lemma 12.2.1 can be used to prove the asymptotic version of our theorem.

The proof of the exact version (Theorem 12.1.3) in the next section will be independent of this

section, but the proof below motivates some of the steps in the proof of Theorem 12.1.3. Recall

that g(n,m) denotes the smallest possible value of gap(A) =
∑n

i=1 |πi(A)| − |A| as A varies over

weak antichains of size m in Zn, and our aim is to prove the following result.

Theorem 12.1.4. For every n ≥ 2 and m ≥ 1, we have

g(n,m) ≥ cnm
1−1/(n−1),

where cn = 1
2(n− 1)n1/(n−1). Moreover, for every n ≥ 2, we have

g(n,m) ∼ cnm
1−1/(n−1) as m→ ∞.

Proof. By Lemma 12.2.1, it suffices to consider sets A ⊆ Xn which are down-sets. We prove the

result by induction on n. The case n = 2 is trivial, since the gap is exactly 1 for any down-set in

X2. Now assume n ≥ 3 and the result holds for n− 1.

Define, for every a ∈ Z≥0,

La = {(x1, x2, . . . , xn−1) ∈ Zn−1
≥0 : (x1, x2, . . . , xn−1, a) ∈ A and xi = 0 for some i < n}.

Let K = πn(A) \ L0. Note that A can be written as a disjoint union of K × {0} and the

La×{a}. Also, L0 ⊇ L1 ⊇ L2 ⊇ . . . , and each La is a subset of Xn−1 (and in particular is a weak

antichain). Note furthermore that |πi(A)| =
∑

a≥0 |πi(La)| for all i < n, and |πn(A)| = |K|+ |L0|.
It follows that

n∑
i=1

|πi(A)| − |A| =
n−1∑
i=1

|πi(L0)|+
∑
a≥1

(
n−1∑
i=1

|πi(La)| − |La|

)
≥ |L0|+

∑
a≥0

g(n− 1, |La|)

≥ |L0|+
∑

a≥0,La ̸=∅

cn−1|La|1−1/(n−2).
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Write |L0| = x. Since |La| ≤ x for each a, we have |La|1−1/(n−2) ≥ |La|x−1/(n−2). It follows that

n∑
i=1

|πi(A)| − |A| ≥ x+ cn−1

∑
a≥0

|La|

x−1/(n−2).

Note that
∑

a≥0 |La| = m− |K|. By the (discrete) Loomis–Whitney inequality [112] (see [27]

for a generalisation), and the inequality between the arithmetic and geometric mean,

|K|n−2 ≤
n−1∏
i=1

|πi(K)| ≤

(∑n−1
i=1 |πi(K)|
n− 1

)n−1

.

But
∑n−1

i=1 |πi(K)| ≤ |L0| since we may assign to (x1, . . . , xi−1, xi+1, . . . , xn−1) ∈ πi(K) the value

(x1, . . . , xi−1, 0, xi+1, . . . , xn−1) ∈ L0, giving an injective function from the disjoint union of the

projections to L0. It follows that

|K|n−2 ≤
(

x

n− 1

)n−1

and so

n∑
i=1

|πi(A)| − |A| ≥ x+ cn−1

(
m− 1

(n− 1)1+1/(n−2)
x1+1/(n−2)

)
x−1/(n−2)

=

(
1− cn−1

(n− 1)1+1/(n−2)

)
x+ cn−1mx

−1/(n−2).

Differentiation shows that this is minimised at

x =

 cn−1m

(n− 2)
(
1− cn−1

(n−1)1+1/(n−2)

)
1−1/(n−1)

,

giving

n∑
i=1

|πi(A)| − |A| ≥
(
1− cn−1

(n− 1)1+1/(n−2)

) 1
n−1

(n− 1)(n− 2)1/(n−1)−1(cn−1m)1−1/(n−1).

But cn−1 =
1
2(n− 2)(n− 1)1/(n−2), so

1− cn−1

(n− 1)1+1/(n−2)
=

n

2(n− 1)
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and so(
1− cn−1

(n− 1)1+1/(n−2)

)1/(n−1)

(n− 1)(n− 2)1/(n−1)−1c
1−1/(n−1)
n−1 =

1

2
(n− 1)n1/(n−1) = cn,

giving g(n,m) ≥ cnm
1−1/(n−1), as claimed.

It remains to show that for any fixed n we have g(n,m) ≤ (1 + o(1))cnm
1−1/(n−1). Let

AN = {(x1, . . . , xn) ∈ Zn
≥0 : 0 ≤ xi ≤ N − 1 for all i, and there is a j such that xj = 0}.

Note that AN has |πi(AN )| = Nn−1 for each i, so

n∑
i=1

|πi(AN )| = nNn−1.

Moreover, it has size

mN = |AN | = Nn − (N − 1)n = nNn−1 −
(
n

2

)
Nn−2 +O(Nn−3).

Now pick N such that mN ≤ m < mN+1, and consider the weak antichain given as follows.

Let B be an arbitrary subset of {0} × [N,N + ⌊(mN+1 −mN )1/(n−1)⌋]n−1 of size m−mN . Note

that B has gap at most

(n− 1)(mN+1 −mN + 1)(n−2)/(n−1) = O(N (n−2)2/(n−1))

Put A = AN ∪B. So A has size m and gap equal to the sum of gaps of AN and B, so A has gap

at most (
n

2

)
Nn−2 +O(Nn−3) +O(N (n−2)2/(n−1)) =

(
n

2

)
Nn−2(1 + o(1)).

But m = nNn−1(1 + o(1)), so the gap is cnm
1−1/(n−1)(1 + o(1)), as required.

12.4 The exact result

Recall that we defined a total order (called the balanced order) on Xn as follows. Given x, y ∈ Xn,

let T = {i : xi ̸= yi}, let x′ = (xi)i∈T , y
′ = (yi)i∈T . Write x < y if maxx′ < max y′ or

(maxx′ = max y′ and max{i : x′i = maxx′} < max{i : y′i = max y′}). To see that this really

is a total order, we need to show that if x < y and y < z, then x < z. Set Mx = maxx and

ix = max{i : xi = Mx}, and define My,Mz, iy, iz similarly. If Mx < My or My < Mz, then

Mx < Mz and so x < z. If Mx = My = Mz and either ix < iy or iy < iz, then ix < iz, so x < z

again follows. Finally, if Mx = My = Mz and ix = iy = iz then x < z follows from induction on
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n.

Recall that the result we are trying to prove is the following.

Theorem 12.1.3. For every n ≥ 2 and m ≥ 0, the initial segment of size m of the balanced

order on Xn minimises the gap among weak antichains in Zn of size m. In particular, for every

positive integer N , the set

AN = {x ∈ Zn
≥0 : 0 ≤ xi ≤ N − 1 for all i, and xj = 0 for some j}

minimises the gap among weak antichains of size |AN | = Nn − (N − 1)n.

If A ⊆ Xn, we define the balanced-i-compression C<
i (A) as follows. For each a, write

Li
a(A) = {(x1, . . . , xi−1, xi+1, . . . , xn) ∈ Xn−1 : (x1, . . . , xi−1, a, xi+1, . . . , xn) ∈ A}.

Also write

Ki(A) = {(x1, . . . , xi−1, xi+1, . . . , xn) ∈ Zn
>0 : (x1, . . . , xi−1, 0, xi+1, . . . , xn) ∈ A}.

(Here Z>0 denotes the set of positive integers.) Note that for each a > 0, Li
a(A) corresponds to all

points of A with ith coordinate equal to a, but for a = 0 such points are partitioned into Li
0(A) and

Ki(A) according to whether or not they have another zero coordinate. We define A′ = C<
i (A) to

be the set for which Li
a(A

′), Ki(A′) are given as follows. Let Li
a(A

′) be the initial segment of the

balanced order on Xn−1 of size |Li
a(A)| for each a, and let Ki(A′) be the first |Ki(A)| elements

of the ordering ≺ on Zn−1
>0 given by (x1, . . . , xi−1, xi+1, . . . , xn) ≺ (y1, . . . , yi−1, yi+1, . . . , yn) if

and only if (x1, . . . , xi−1, 0, xi+1, . . . , xn) < (y1, . . . , yi−1, 0, yi+1, . . . , yn) (in the balanced order)

on Xn. (Note that this is independent of the choice of i, and in fact the relation ≺ is given by

the same rules as the balanced order.) Observe that |A′| = |A|.
It is not immediately clear that C<

i (A) is a down-set when A is a down-set. For this we will

have to establish another extremal property of initial segments. For A ⊆ Xn, write

S(A) = {(x1, . . . , xn) ∈ Zn
>0 : for all j we have (x1, . . . , xj−1, 0, xj+1, . . . , xn) ∈ A}.

We will prove that initial segments maximise |S(A)| and minimise the gap by induction on

the dimension n. The following lemma will be essential in the induction step.

Lemma 12.4.1. Let n ≥ 3. Suppose that initial segments I of the balanced order maximise |S(I)|
among down-sets in Xn−1 of given size. Then whenever A is a down-set in Xn and i ∈ {1, . . . , n},
then A′ = C<

i (A) satisfies the following.

(i) A′ is a down-set.
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(ii) |S(A′)| ≥ |S(A)|.

(iii) If it is also true that initial segments of the balanced order minimise the gap among subsets

of Xn−1 of given size, then gap(A′) ≤ gap(A).

Proof. (i) It is clear that Li
0(A

′) ⊇ Li
1(A

′) ⊇ . . . , and that the Li
a(A

′) and Ki(A′) are down-sets

(in Xn−1 and Zn−1
>0 , respectively), since initial segments of the balanced order are down-sets. So

it remains to show that Ki(A′) ⊆ S(Li
0(A

′)). Note that we know this is true for A instead of A′

since A is a down-set.

We claim that if I is an initial segment of the balanced order on Xn−1, then S(I) is an initial

segment of the ordering ≺ of Zn−1
>0 defined earlier. To see this, suppose that x, y ∈ Zn−1

>0 , y ∈ S(I)

and x ≺ y, we want to show that x ∈ S(I). Let T = {j : xj ̸= yj} and k = min{ℓ ∈ T : yℓ =

minj∈T yj}. Then we have the following, for each j.

� If j ̸∈ T then (x1, . . . , xj−1, 0, xj+1, . . . , xn−1) < (y1, . . . , yj−1, 0, yj+1, . . . , yn−1).

� If j ∈ T then (x1, . . . , xj−1, 0, xj+1, . . . , xn−1) ≤ (y1, . . . , yk−1, 0, yk+1, . . . , yn−1). Indeed,

let us write x̄, ȳ for these vectors (respectively) and let T̄ = {ℓ : x̄ℓ ̸= ȳℓ}. Note that

T̄ = T if k ̸= j and T̄ = T \ {j} otherwise. It T̄ = ∅ then x̄ = ȳ, now assume T̄ ̸= ∅.
So maxℓ∈T̄ x̄ℓ ≤ maxℓ∈T xℓ ≤ maxℓ∈T yℓ = maxℓ∈T̄ ȳℓ and if we have equality throughout

then max{ℓ ∈ T̄ : ȳℓ = maxs∈T̄ ȳs} = max{ℓ ∈ T : yℓ = maxs∈T ys} ≥ max{ℓ ∈ T : xℓ =

maxs∈T xs} ≥ max{ℓ ∈ T̄ : x̄ℓ = maxs∈T̄ x̄s}. These imply x̄ ≤ ȳ.

Using that y ∈ S(I) and that I is an initial segment, the above shows that x ∈ S(I).

So S(Li
0(A

′)) and Ki(A′) are both initial segments. But we have |S(Li
0(A

′))| ≥ |S(Li
0(A))| ≥

|Ki(A)| = |Ki(A′)|, proving (i).

(ii) Note that for any B ⊆ Xn and a > 0 we have

{(x1, . . . , xi−1, xi+1, . . . , xn) ∈ Zn−1
>0 : (x1, . . . , xi−1, a, xi+1, . . . , xn) ∈ S(B)}

= Ki(B) ∩ S(Li
a(B)).

But for each a we have |S(Li
a(A))| ≤ |S(Li

a(A
′))|, and Ki(A′), S(Li

a(A
′)) are nested (since both

of them are initial segments of ≺). This implies that

|Ki(A) ∩ S(Li
a(A))| ≤ min(|Ki(A)|, |S(Li

a(A))|)

≤ min(|Ki(A′)|, |S(Li
a(A

′))|) = |Ki(A′) ∩ S(Li
a(A

′))|.

We get (ii) by summing over all values of a.

(iii) For any down-set B ⊆ Xn, we have |πj(B)| =
∑

a≥0 |πj(Li
a(B))| for all j ̸= i and

|πi(B)| = |Li
0(B)| + |Ki(B)|. It follows that gap(B) = |Li

0(B)| +
∑

a≥0 gap(L
i
a(B)). (Note that
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on the right hand side we have the gaps of (n−1)-dimensional sets.) But then (iii) follows trivially

from the assumption that initial segments of the balanced order minimise the gap on Xn−1.

The following lemma will be useful when considering sets satisfying C<
i (A) = A for all i.

Lemma 12.4.2. Suppose n ≥ 3 and A ⊆ Xn is a down-set having C<
i (A) = A for all i. Assume

that x < y with x ̸∈ A and y ∈ A. Then

(i) x has a unique coordinate which is zero.

(ii) if xℓ = yℓ for some ℓ, then xℓ = yℓ = 0 and y has at least one other coordinate which is

zero.

Proof. Assume first that xℓ = yℓ for some ℓ. Since C<
ℓ (A) = A, it must be the case that

xℓ = yℓ = 0 and exactly one of x, y have a zero coordinate not at the ℓth position. It follows that

if we write i = max{j : yj = max y} then yi ̸= xi. Using y > x, we get that

yi ≥ xj for all j, and (12.3)

yi > xj for all j ≥ i. (12.4)

Pick some k ̸= i, ℓ. Then the vector y′ obtained by replacing the kth coordinate of y by 0 is in

A (since A is a down-set), and we have y′ > x (by (12.3) and (12.4)). By the same argument

as above, we deduce from xℓ = y′ℓ and C<
ℓ (A) = A that xℓ = y′ℓ = 0, and – since y′k = 0 – that

it must be the case that x has no zero coordinates other than the ℓth one. Hence xℓ = yℓ = 0,

xs ̸= 0 for all s ̸= ℓ, and there is an s ̸= ℓ such that ys = 0. This proves the lemma in this case.

Now assume that xℓ ̸= yℓ for all ℓ. Writing i = max{j : yj = max y} again, (12.3) and (12.4)

still hold. We only need to show that x has at most one coordinate which is zero. Assume that

xk = xℓ = 0 with k ̸= ℓ, we may assume that ℓ ̸= i (otherwise swap k and ℓ). Let y′ be obtained

from y by replacing the ℓth coordinate by 0. Then y′ ∈ A (since A is a down-set) and y′ > x (by

(12.3) and (12.4)). But also y′ℓ = xℓ, so by the first case (applied to x and y′) we know that x

has exactly one zero coordinate, giving a contradiction.

Lemma 12.4.3. For every n ≥ 2, initial segments I of the balanced order maximise |S(I)| among

down-sets in Xn of given size.

Proof. We prove the statement by induction on n. If n = 2, then any down-set in Xn of size

m is of the form BN = {(i, 0) : i ∈ Z≥0, i ≤ N} ∪ {(0, i) : i ∈ Z≥0, i ≤ m − 1 − N} for some

0 ≤ N ≤ m − 1 integer. We have S(BN ) = {(i, j) ∈ Z2
>0 : 1 ≤ i ≤ N, 1 ≤ j ≤ m − 1 − N}, so

|S(BN )| = N(m− 1−N). Over the integers, this attains a maximum at N = ⌈(m− 1)/2⌉, which
corresponds to the initial segment of the balanced ordering.

Now assume that n ≥ 3 and the result holds for smaller values of n. Let A be any subset

of Xn, we show the initial segment I of same size has |S(I)| ≥ |S(A)|. Taking a down-set A′

156



in Xn minimising
∑

x∈A′ (position of x in the balanced order) among sets with |A′| = |A| and
|S(A′)| ≥ |S(A)|, we may assume that C<

i (A) = A for each i (by Lemma 12.4.1). Suppose that

there are x, y ∈ Xn with x < y, y ∈ A and x ̸∈ A.

Take y to be maximal (in the balanced order). Let i = max{j : yj = max y}. If there is

an x ̸∈ A with x < y and the unique zero coordinate not being at the ith position, pick the

minimal of these (in the balanced order). Otherwise pick x ̸∈ A which is minimal. Consider

A′ = A \ {y} ∪ {x}. Note that A′ is again a down-set.

We show that |S(A′)| ≥ |S(A)|. (This would give a contradiction.) If y has more than one

zero coordinates, then S(A) \ S(A′) = ∅, so the claim is clear. Otherwise y has a unique zero

coordinate yt, and we must have xℓ ̸= yℓ for all ℓ by Lemma 12.4.2. In particular, yi ̸= xi. Thus

yi > xℓ for all ℓ ≥ i and yi ≥ maxx. Observe that

S(A) \ S(A′) = {(y1, . . . , yt−1, a, yt+1, . . . , yn) :

a ∈ Z>0 and replacing any coordinate by 0 we get an element of A}.

Recall that there is a unique s such that xs = 0. We claim that S(A) \ S(A′) is empty unless

s = i. Indeed, suppose s ̸= i and S(A) \ S(A′) has an element z corresponding to a ≥ 1. Let z′

be obtained from z by setting the sth coordinate to be zero. Then z′ ∈ A, z′ > x (as z′i = yi so

z′i > xℓ for all ℓ ≥ i and z′ ≥ maxx), xs = z′s = 0 and there is a unique coordinate at which z′ is

zero. This contradicts Lemma 12.4.2.

So we may assume s = i. Note that if a ≥ xt and the corresponding vector appears in the set

above, then A has an element z with zi = yi and zt = xt ̸= 0 (using that n ≥ 3 and that A is a

down-set. Note that xt ̸= 0 since xℓ ̸= yℓ for all ℓ.) But then z > x, so this contradicts Lemma

12.4.2. It follows that |S(A) \ S(A′)| ≤ xt − 1 ≤ yi − 1.

Furthermore, since i = s,

S(A′) \ S(A) = {(x1, . . . , xi−1, a, xi+1, . . . , xn) :

a ∈ Z>0 and replacing any coordinate by 0 we get an element of A′}.

Also, by our choice of x, any z ̸∈ A with z < y has (zi = 0 and) zℓ ̸= 0 for all ℓ ̸= i. But

this easily shows that for all 1 ≤ a ≤ yi − 1, the corresponding vector lies in S(A′) \ S(A). So

|S(A′) \ S(A)| ≥ yi − 1 ≥ |S(A) \ S(A′)|.
So we get a contradiction, finishing the proof.

Lemma 12.4.4. For every n ≥ 2, initial segments I of the balanced order minimise gap(I)

among down-sets in Xn of given size.

Proof. Again we prove this by induction on n. The case n = 2 is trivial, since any down-set in

X2 has gap 1.
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Now assume that n ≥ 3 and the result holds for smaller values of n. Let A be any subset of

Xn, we show that the initial segment of same size has a gap which is not greater. Taking a down-

set A′ in Xn minimising
∑

x∈A′ (position of x in the balanced order) among sets with |A′| = |A|
and gap(A′) ≤ gap(A), we may assume that C<

i (A) = A for each i (by Lemma 12.4.1 and Lemma

12.4.3). Suppose that there are x, y ∈ Xn with x < y, y ∈ A and x ̸∈ A. Take y to be maximal

and x to be minimal (in the balanced order). Let A′ = A \ {y}∪{x}. Note that A′ is a down-set.

By Lemma 12.4.2, there is a unique s such that xs = 0. Then πj(A
′) \ πj(A) = ∅ if j ̸= s and

|πs(A′) \ πs(A)| = 1. On the other hand, if t is such that yt = 0 then |πt(A) \ πt(A′)| = 1. It

follows that gap(A′) ≤ gap(A), giving a contradiction.

Proof of Theorem 12.1.3. The result follows immediately from Lemmas 12.4.4 and 12.2.1.
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Chapter 13

Orientation covering numbers

13.1 Introduction

Given a non-empty graph G and k orientations G⃗1, . . . , G⃗k of G, we say that G⃗1, . . . , G⃗k is

an orientation covering of G if whenever x, y, z ∈ V (G) with xy, xz ∈ E(G) then there is an

orientation in which both xy and xz are oriented away from x (i.e., there is some i such that

(x, y), (x, z) ∈ E(G⃗i)). The orientation covering number σ(G) of G is the smallest positive integer

k such that there is a list of k orientations forming an orientation covering of G. Orientation

coverings were introduced by Esperet, Gimbel and King [58], who showed that there is a natural

connection between orientation coverings and the minimal number eq(H) of equivalence subgraphs

(i.e., subgraphs that are disjoint unions of cliques) needed to cover a line graph H. In particular,

they showed that if L(G) is the line graph of G then eq(L(G)) ≤ σ(G) ≤ 3 eq(L(G)), and if G is

triangle-free then eq(L(G)) = σ(G).

Esperet, Gimbel and King [58] showed that σ(G) ≤ σ
(
Kχ(G)

)
for any graph G, where χ

denotes the chromatic number. They asked whether we always have σ(G) = σ
(
Kχ(G)

)
. In this

chapter we answer this question in the positive.

Theorem 13.1.1. For any non-empty graph G, we have σ(G) = σ
(
Kχ(G)

)
.

The value of σ(Kn) has been investigated by Esperet, Gimbel and King [58], who determined

its order of magnitude and the exact values for small values of n. An observation of Gyárfás (see

[58]) shows that we have χ(DSn) ≤ σ(Kn) ≤ χ(DSn) + 2, where DSn is the double-shift graph

on n vertices. (The graph DSn is defined as follows. Its vertices are the 3-element subsets of

{1, . . . , n}, with the vertices {i, j, k} and {j, k, ℓ} joined by an edge whenever i < j < k < ℓ.)

Using the results of Füredi, Hajnal, Rödl and Trotter [70] on the chromatic number of DSn, this

gives σ(Kn) = log log n + 1
2 log log log n + O(1). (All logarithms in this chapter are base 2.) In

this chapter we will also determine the value of σ(Kn) exactly in terms of a certain sequence

of positive integers sometimes called the Hoşten–Morris numbers. As a corollary, we get the
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following improved estimate.

Theorem 13.1.2. We have σ(Kn) = ⌈log log n+ 1
2 log log log n+

1
2(log π+1)+ o(1)⌉ as n→ ∞.

Given a positive integer k, let [k] denote {1, . . . , k}, as usual, and let P([k]) denote the set

of subsets of [k]. Given a family A ⊆ P([k]) of subsets of [k], we say that A is intersecting if

whenever S, T ∈ A then S ∩ T ̸= ∅. We say that A is maximal intersecting if A is intersecting

and whenever B ⊇ A and B is intersecting then B = A. (Equivalently, if A is intersecting and

|A| = 2k−1.) The following characterisation of σ(G) is the key to our results.

Theorem 13.1.3. For any non-empty graph G, σ(G) is the smallest positive integer k such that

there are at least χ(G) maximal intersecting families over [k].

Clearly, Theorem 13.1.3 implies Theorem 13.1.1. Let λ(k) denote the number of maximal

intersecting families over [k]. The numbers λ(k) are sometimes called Hoşten–Morris numbers,

after a paper of Hoşten and Morris [84] in which they showed that the order dimension of Kn is

the smallest positive integer k with λ(k) ≥ n. (Given a partial order P , its order dimension is

the smallest integer d such that there exist total orders L1, . . . , Ld with the property that x < y

in P if and only if x < y in each Li. The complete graph Kn can be viewed as a partially ordered

set on points V (Kn) ∪E(Kn) with ordering given by inclusion, i.e., x < e whenever e is an edge

with x as an endpoint.) Using Theorem III in [48], it is easy to see that an equivalent formulation

of the result of Hoşten and Morris is that the minimal number of transitive orientations forming

an orientation covering of Kn is the smallest positive integer k with λ(k) ≥ n. Note that by

Theorem 13.1.3 this number is the same as the orientation covering number of Kn.

Although no exact or asymptotic formula is known for λ(k), it was shown by Brouwer, Mills,

Mills and Verbeek [34] that

log λ(k) ∼ 2k√
2πk

. (13.1)

Furthermore, the exact values of λ(k) are known [34] for k up to 9, with λ(9) ≈ 4× 1020.

Theorem 13.1.2 follows from Theorem 13.1.3 and (13.1). Indeed, taking logarithms in (13.1)

shows that σ(Kn) is the smallest positive integer k with log log n ≤ k− 1
2(log π+1)− 1

2 log k+o(1),

which gives σ(Kn) = ⌈log logn+ 1
2 log log log n+ 1

2(log π + 1) + o(1)⌉.

13.2 Proof of Theorem 13.1.3

The proof is based on the following observation.

Lemma 13.2.1. For any non-empty graph G, σ(G) is the smallest positive integer k with the

property that there is a collection (Av)v∈V (G) of subsets of P([k]) (i.e., Av ⊆ P([k]) for all v)

such that the following two conditions hold.
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1. If uv ∈ E(G), then there exists S ∈ Au and T ∈ Av such that S ∩ T = ∅.

2. For all v ∈ V (G) and S, T ∈ Av, we have S ∩ T ̸= ∅. (I.e., Av is intersecting.)

Proof. First assume that σ(G) = k and G⃗1, . . . , G⃗k form an orientation covering of G. For each

ordered pair (x, y) of vertices such that xy is an edge of G, let S(x,y) = {i ∈ [k] : (x, y) ∈ E(G⃗i)},
i.e., the set of indices i such that in G⃗i the edge xy is oriented from x to y. Let Av = {S(v,w) :

vw ∈ E(G)}. Clearly S(v,w) ∩ S(w,v) = ∅, so Condition 1 holds. Also, we have S(v,w) ∩ S(v,w′) ̸= ∅
whenever vw, vw′ ∈ E(G), since by assumption there is an i such that (v, w), (v, w′) ∈ E(G⃗i). So

Condition 2 holds as well.

Conversely, suppose that we have such a collection (Av)v∈V (G) with Av ⊆ P([k]) for all v.

For each uv ∈ E(G), pick S(u,v) ∈ Au and S(v,u) ∈ Av such that S(u,v) ∩ S(v,u) = ∅. Define the

orientations G⃗1, . . . , G⃗k of G by orienting the edge uv from u to v in G⃗i if i ∈ S(u,v), and from

v to u if i ∈ S(v,u), and arbitrarily otherwise. Since we picked S(u,v) and S(v,u) to be disjoint for

each uv, this gives a valid orientation for each i. Furthermore, whenever uv, uw ∈ E(G), then

S(u,v) ∩ S(u,w) ̸= ∅ (by Condition 2), so we get an orientation covering. This gives σ(G) ≤ k, as

claimed.

Proof of Theorem 13.1.3. We first show the lower bound for σ(G). Let G be any non-empty

graph, and let (Av)v∈V (G) be as in Lemma 13.2.1 for k = σ(G). For each v ∈ V (G), let Bv be a

maximal intersecting family with Bv ⊇ Av. Note that the families (Bv)v∈V (G) still satisfy both

conditions in Lemma 13.2.1. Indeed, Condition 1 holds, since given uv ∈ E(G), we can find

S ∈ Au and T ∈ Av with S ∩ T = ∅, and then the same sets S and T satisfy S ∈ Bu, T ∈ Bv and

S ∩ T = ∅. Condition 2 holds because we picked each Bv to be intersecting.

Furthermore, we can colour the vertex v with ‘colour’ Bv (i.e., vertices v and w receive the

same colour if and only if Bv = Bw). Then adjacent vertices receive distinct colours (since each

Bv is intersecting but Bv ∪ Bw is not whenever vw ∈ E(G)), and each colour comes from the set

of maximal intersecting families. It follows that the number of maximal intersecting families over

[k] is at least χ(G).

Conversely, assume that k is a positive integer such that there are at least χ(G) distinct

maximal intersecting families B1, . . . ,Bχ(G) over [k]. Let c : V (G) → [χ(G)] be a proper vertex-

colouring of G, and set Av = Bc(v) for each v. Certainly each Av is intersecting. Furthermore,

by maximality, no Av ∪ Aw can be intersecting when c(v) ̸= c(w), and hence Av ∪ Aw is not

intersecting when vw ∈ E(G). It follows that (Av)v∈V (G) satisfies both conditions in Lemma

13.2.1 and so σ(G) ≤ k.

Example. Consider the orientation covering of K4 shown on Figure 13.1. Following the proof

of Lemma 13.2.1, this corresponds to the families Aa = {{1, 3}, {1, 2}, {1}}, Ab = {{2}, {1, 2}},
Ac = {{3}},Ad = {{2, 3}, {1, 3}, {1, 2}}. As in the proof of Theorem 13.1.3, we can extend these
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to get the maximal intersecting families Ba = {S : S ⊆ [3], 1 ∈ S}, Bb = {S : S ⊆ [3], 2 ∈ S},
Bc = {S : S ⊆ [3], 3 ∈ S} and Bd = {{1, 2}, {1, 3}, {2, 3}, {1, 2, 3}}. We can also follow the proofs

of Theorem 13.1.3 and Lemma 13.2.1 and use these maximal intersecting families to recover an

orientation covering of K4. Note that Ba,Bb,Bc,Bd is a complete list of maximal intersecting

families over [3], so we need more that 3 orientations for Km when m > 4 (by Theorem 13.1.3).

Figure 13.1: An orientation covering of K4.
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[52] P. Erdős and D. J. Kleitman. Extremal problems among subsets of a set. Discrete Mathe-

matics, 8(3):281–294, 1974.
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covitch sets in Rn. Annales AcademiæScientiarum Fennicæ. Mathematica, 36(2):411–421,

2011.

169



[99] T. Jiang and J. Ma. Cycles of given lengths in hypergraphs. Journal of Combinatorial

Theory, Series B, 133:54–77, 2018.

[100] D. Johnston, C. Palmer, and A. Sarkar. Rainbow Turán problems for paths and forests of

stars. Electronic Journal of Combinatorics, 24(1):P1.34, 2017.

[101] G. Kalai. Weakly saturated graphs are rigid. Annals of Discrete Mathematics, 20:189–190,

1984.

[102] G. Kalai. Hyperconnectivity of graphs. Graphs and Combinatorics, 1(1):65–79, 1985.

[103] M. Karchmer. On proving lower bounds for circuit size. In Proceedings of the Eigth Annual

Structure in Complexity Theory Conference, pages 112–118. IEEE, 1993.

[104] M. Karchmer and A. Wigderson. On span programs. In Proceedings of the Eigth Annual

Structure in Complexity Theory Conference, pages 102–111. IEEE, 1993.

[105] G. O. H. Katona. Extremal problems for hypergraphs. In Combinatorics, volume 56 of

Mathematics Centre Tracts, pages 13–42. Amsterdam, 1974.

[106] N. Katz and T. Tao. New bounds for Kakeya problems. Journal d’Analyse Mathématique,
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