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Asymptotic Approximations for the Sound Generated
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This thesis considers the sound generated by unsteady perturbations interacting with
solid aerofoils in background steady flows, in an attempt to further develop analytic mod-
els for the noise generated by blades within turboengines. Specifically, high-frequency
unsteady gust and sound wave perturbations are considered and asymptotic results are

obtained for, primarily, the far-field noise.

Previous analytic work has examined high-frequency gust-aerofoil interactions in steady
uniform flows using rapid distortion theory, and has focused on aerofoils with simple
geometries. We extend this to deal with aerofoils with more realistic geometries (by
including camber, thickness, and angle of attack), as well as considering the new topic of
sound-aerofoil interactions in steady uniform flows for aerofoils with realistic geometries.
The assumption of a steady uniform flow is later relaxed and we investigate the sound

generated by high-frequency gust-aerofoil interactions in steady shear flows.

Throughout all of the aforementioned work, the key process involves identifying various
asymptotic regions around the aerofoil where different sources dominate the generation of
sound. Solutions are obtained in each region and matched using the asymptotic matching
rule. The dominant regions producing noise are the local, “inner”; regions at the leading
and trailing edges of the aerofoil. Approximations for the far-field noise (in the “outer”
regions) are the principal results, however one can also extract approximations for the

unsteady pressure generated on the surface of the aerofoil.

The surface pressure generated by high-frequency gust-aerofoil interaction in uniform
flow is found to contain a singularity at the leading-edge stagnation point, thus the final
piece of work in this thesis focuses more closely on turbulent interactions with solid body

stagnation points in uniform flow, eliminating this singularity.
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Introduction

The problem of sound generation and scattering by bodies in flow arises in a number of
engineering applications, in particular the important question of predicting the level of
far-field noise emitted by aircraft engines. It is important to have a handle on the noise
currently emitted from aeroengines because this noise level must be reduced by 50%
by 2020 to comply with the aim set in 2001 by the Advisory Council for Aeronautics
Research in Europe. Figures 0.1 and 0.2 illustrate the progress in noise reduction; Figure
0.1 shows the reduction in noise due to improvements in turboengine design, whilst Figure
0.2 shows how the region around an airport where the take-off noise equals approximately
85 decibels has been decreased due to noise reduction efforts. The principal source
of noise emitted by an aircraft is from the engine, and Figure 0.3 shows the relative
contributions to the total engine noise from the key noise generating features. Early
and modern turbofans are compared, showing a very notable reduction in jet noise, but
the remaining contributions have not been reduced as significantly. Figure 0.4 shows a
typical turboengine found on a large passenger aircraft, and Figure 0.5 illustrates the
important components inside the engine where the high levels of noise shown in Figure
0.3 are produced.

Peake & Parry (2012) give a recent review of the different mechanisms generating
noise within the engine, including perhaps principally the jet and (the subject of this
thesis) the interaction of the vortical wakes shed from a rotor blade row with a down-
stream stator blade row; a simplified view of this second process can be seen in Figure
0.6. This “blade-blade” interaction noise contributes to both the fan and the compressor
noise seen in Figure 0.5. It is commonly assumed that the background steady flow, to
which the vortical disturbances are seen as small perturbations, is uniform (which is the
background flow illustrated in Figure 0.6). However, there are a number of situations in
which significant upstream mean shear is present. One common example of this is the
case in which a rotor operates in shear flow due to incidence or to installation effects
(perhaps caused by the wake of some structural element upstream). In this disserta-
tion we therefore discuss blade-blade interactions occurring both in uniform and sheared
background steady flows.

The process of sound generation by blade rows in uniform steady flow has been
modelled in a number of studies of unsteady vorticity-aerofoil interaction (known also as
gust-aerofoil interaction), as will be discussed in the next paragraph. Once the noise has

been generated by this gust-aerofoil interaction, it is scattered by the rotating blade row



INTRODUCTION

MNoise reduction® [ dB)

DLT”e“t Sk IV TEPT i CREEN R
g Boemg 747-200B — Maiden ihght 1970
W g a0,
S
B Trent 500
’ B Trant 200
B Trent 1000
-6
+ turbo machinery
intake an exhaust
-8 improvement
ACARE
=10 goal L]

1935 2000 2005 zo1o 2015 Z0Zz0

*Zorrected for aircraft weight

Figure 0.1: Aeroengine noise reduction Figure 0.2: Change over time in the region

over time due to improving designs. around Frankfurt Airport in which aircraft

Source: Rolls-Royce. take-off noise equals approximately 85dB.
Source: Boeing, Lufthansa.

upstream (sound-aerofoil interaction) before being partially radiated from the engine in
the forward arc, and the level of so-called rotor blockage is then crucial. The radiated
sound may be scattered by the wings, and novel aircraft designs have been proposed in
which the engine is mounted above the wing so as to reduce noise levels on the ground via
shielding - see Agarwal et al. (2007). In this dissertation we therefore address the question
of sound-aerofoil interaction (Chapter 1) and gust-aerofoil interaction (Chapter 2) in
background subsonic uniform flows for generalised aerofoils with small thickness, camber
and angle of attack. We also consider gust-aerofoil interaction in background shear flows
(Chapter 3) for symmetric aerofoils with small thickness. A schematic diagram of a
generalised aerofoil (i.e. one with thickness, camber and angle of attack) is given in
Figure 0.7.

Unsteady gust-aerofoil interaction (by which we mean a gust interacting with a single
aerofoil) in uniform flow has received a great deal of attention, including Sears’ famous
result (Sears, 1941) concerning the fluctuating lift on a flat-plate aerofoil interacting with
a sinusoidal gust in an incompressible flow (see Goldstein (1976) for details, and other
early work). Extension of Sears’ result to include the effects of (thin) aerofoil geometry
has been completed by Goldstein & Atassi (1976) and Atassi (1984). A number of
approaches have been based on the version of rapid distortion theory devised by Goldstein
(1978b), in which the linearised unsteady velocity perturbation to the steady (potential)

base flow is decomposed into vortical and irrotational parts, yielding two equations: one
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«;, with respect to the direction of the background steady flow. The upstream pertur-
bation is either a sound wave with propagation angle x (Chapter 1) or a gust (Chapters
2 and 3). The background steady flow shown here is uniform.

equation describing the distortion of the incident unsteady vorticity as it propagates
downstream; and a second equation being the wave equation for the unsteady velocity
potential, forced by the distorted vorticity. This method is used when we analyse both
the gust- and sound-aerofoil interaction in uniform flow, and a similar decomposition of
the flow field (into a gust part and a scattered acoustic part) occurs when we consider
gust-aerofoil interaction in steady shear flow.

Single gust-aerofoil interaction is of fundamental importance for creating semi-analytic
models for the sound generated by a gust interacting with an entire cascade of aerofoils.
Peake & Kerschen (1997, 2004) have considered the high-frequency far-upstream and
-downstream acoustic radiation generated by a gust interacting with a cascade of flat
plates at non-zero angles of attack; these solutions are constructed by taking the gust-
aerofoil interaction for a single blade, then assessing the rescattering of the acoustics
generated by one blade with all of the other blades in the cascade. More complicated
aerofoil geometries have been considered by Evers & Peake (2002), however they only
analysed the upstream acoustic radiation by considering just the leading-edge sources
which are obtained by approximating a conformal mapping near the leading edges of
each aerofoil, and applying the result from Peake & Kerschen (1997). The downstream
radiation is much more complicated (and a subject that Evers & Peake (2002) do not
consider), because each pair of blades in a cascade forms a duct down which acoustic
modes can travel before rescattering at the trailing edge, or simply exiting the duct
and propagating into the far field. The interaction of an incident sound wave with a
blade row (sound-cascade interaction) has been examined by Amiet (1971) and Koch
(1971) but only for flat-plate cascades at zero angle of attack. Amiet uses an asymp-
totic method to obtain a far-field high-frequency acoustic solution, whilst Koch develops
a finite Wiener-Hopf problem which can be solved iteratively for the far-field acoustic

pressure (unrestricted to a specific frequency regime). Neither of these works consider
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the single aerofoil sound-aerofoil interaction problem, nor do they consider aerofoils with
realistic geometries. Even more recent sound-cascade studies such as Posson et al. (2013)
still only consider flat plates at zero angle of attack, and in fact this mentioned work
does not consider background steady flow interaction.

For (single) gust-aerofoil interaction in subsonic uniform flow, acoustic pressure is
generated by the interaction of the unsteady vorticity with the solid aerofoil surface
(momentum-blocking, which arises as a boundary condition) and by the distortion of
the unsteady vorticity with the non-uniform flow around the aerofoil (which arises as a
source term in the governing equations, dependent on the aerofoil geometry). The rapid
distortion equations have been solved numerically for low- to mid-range frequencies for
the gust-aerofoil problem, and we mention in particular the results of Atassi et al. (1993)
and Scott & Atassi (1995). Furthermore, computational aeroacoustic schemes (again at
low- to mid-range frequencies) for the full non-linear Navier-Stokes or Euler equations
have been developed (see Hixon et al. (2006) and Allampalli et al. (2009)). Turning
to more analytically-based work, Myers & Kerschen (1995, 1997), and Tsai (1992) have
developed asymptotic solutions to the rapid distortion theory equations at high frequen-
cies, accounting for aerofoil loading and camber, and thickness respectively. They used
the equations for the modified velocity potential derived by Kerschen & Balsa (1981)
and Kerschen & Myers (1987), and found the far-field acoustic pressure asymptotically
in the limit of large gust reduced frequency (k > 1) and small (but non-zero) aerofoil
thickness and camber angle (denoted by t = et and «a = e’ respectively, where € < 1 is
an ordering parameter, in the preferred limit ek = O(1)). Their analysis is restricted to
aerofoils with parabolic leading edges (nose radii scaling on thickness squared), so that
the effects of the local stagnation point flow (such as the well known divergence of the
drift in rapid distortion theory) occur in a region of size O(e?), and do not feature on
the scale of the acoustic wavelength, O(e).

Currently there are few comparisons available between analytic and numerical so-
lutions due to the differing regimes in which each solution is determined and a lack of
analytic solutions for realistic aerofoil geometries. Therefore validation of computational
aeroacoustic (CAA) codes is of great concern. Various benchmark CAA solutions have
been provided by Scott (2004), however these are only in the low- to mid-range frequency

regime (k < 3). Analytic solutions for leading-edge gust-aerofoil interaction noise have
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been obtained by Chapman (2003) for arbitrary gust disturbances! interacting with flat
plates, with the hope that higher frequency CAA codes will be able to use these for
validation.

For sound-aerofoil interaction in subsonic uniform flow, which we discuss in detail in
Chapter 1, acoustic pressure is generated both by scattering and by reflection and block-
ing of the incident sound wave by the solid aerofoil. The only mathematical difference
between sound-aerofoil and gust-aerofoil interaction is in the upstream initial perturba-
tion, hence the problem formulation from Goldstein (1978b), or more specifically, Myers
& Kerschen (1997) and Tsai (1992), can be adapted for use in this problem. We restrict
our attention to aerofoils with parabolic leading edges since aerofoils with these nose
shapes are typical of those used in industry in modern-day aircrafts, for example the
NACA 4-digit series. We use the parameters for frequency, k, thickness, ¢, and camber
angle, a, as stated previously. Due to the ability to reflect and block sound in this
system, there is a key difference in the far-field acoustic results from those obtained for
gust-aerofoil interaction problems by Myers & Kerschen (1997) and Tsai (1992); at the
reflection and shadow angles, there is an acoustic field representing the total reflection
and blocking of the incident sound wave by the whole of the aerofoil body (i.e. not specif-
ically the leading or trailing edges). The corresponding field for gust-aerofoil interaction
(that cancels the gust normal velocity along the whole body of the aerofoil) is hydrody-
namic and does not propagate noise into the far field. Also at these shadow and reflection
angles, we also see Fresnel regions which are generated by the interaction of the incident
sound wave with the leading and trailing edges; these Fresnel regions form part of the
scattered solution (which is distinctly different from the reflected and blocked solution)
and are regions where the scattered acoustic pressure is greatest in magnitude. They
are discussed in detail in Chapter 1. For distances far enough away from the aerofoil,
the scattered Fresnel regions from the leading and trailing edges overlap and dominate
the reflection/blocking solution, thus the Fresnel solutions are all that are seen along
the reflection and shadow boundaries. A discussion of this overlap of scattered Fresnel
fields and direct reflection/blocking fields can be found in Peake & Kerschen (2004),
where the noise emanating from the rear of a cascade is considered; acoustic duct modes
can scatter by interaction with the trailing edge (creating Fresnel regions) but also be

emitted directly into the far field without any trailing-edge interaction.

IFor work in this dissertation we will be using single-frequency sinusoidal gusts whose far-upstream
profiles are Ael* =i however the "arbitrary" gusts in Chapman (2003) refer to those comprising of
a longitudinal shape function, fjy, and a transverse shape function, gy, so that the gust may be thought
of as having vertical velocity component f(t —x/U)g(z) on y = 0. The wider range of gusts considered
allows for more rigorous CAA testing as more variable parameters are permitted.
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In Chapter 2 we take advantage of the analysis completed in Chapter 1, and the
previous work by Myers & Kerschen (1997) and Tsai (1992), to construct an analytic
solution for the uniform flow gust-aerofoil interaction problem for aerofoils with small
thickness, camber, and angle of attack, which until now has not been done. We compare
our generalised result to results from Myers & Kerschen (1997) and Tsai (1992) as well
as current mid-frequency CAA solutions.

Acoustic pressure is generated by a different mechanism for gust-aerofoil interaction
in steady subsonic shear flow. In uniform flow, a gust is purely convective and cre-
ates no acoustic pressure perturbations itself, so the sound generated comes only from
the interaction of the gust with the body. In shear, however, the gust distorts in the
background flow causing acoustic perturbations to arise; this is known as gust self-noise.
When the gust interacts with the aerofoil in shear, sound is generated by the blocking
of non-acoustic gust velocity components (the source of sound in uniform flow), and
by the scattering and reflection of the gust self-noise. This new process means that
separating the unsteady flow solution into vortical and irrotational parts is no longer
sensible. Instead, the unsteady solution is separated into a “gust solution” that describes
the evolution of the gust as it distorts through the steady background shear, and an
outward-propagating acoustic part, that describes the acoustics generated by the gust
interacting with the aerofoil. The gust solution has been considered previously by Gold-
stein (1978a, 1979), and the sound generated by a gust interacting with a semi-infinite
flat plate has been found. We greatly extend this work in Chapter 3 to investigate the
sound generated by a gust interacting with a finite symmetric aerofoil with small but
non-zero thickness.

It shall be found that during gust-aerofoil interaction in uniform steady flow, a sin-
gularity occurs in the unsteady pressure at the leading edge. This is clearly a violation
of the small perturbation assumption used during the asymptotic analysis?. Chapter 4
therefore addresses this singularity by considering the leading edge more closely than in
the other chapters. We discuss gusts of arbitrary (i.e. not specifically high) frequency
incident on an ellipse with small but non-zero thickness. Since any gust frequency is
allowable, we then investigate the effects of upstream homogeneous isotropic turbulence
since turbulence of this variety can be decomposed as a Fourier series of gusts (Hunt,
1973). We compare asymptotic results to experimental findings for the one-dimensional
turbulent pressure spectrum at the leading edge of bodies with small but non-zero thick-

ness.

2This violation occurs only on the aerofoil surface and does not affect the far-field results except
potentially at a single point directly upstream of the aerofoil (at # = 7 on a standard polar plot).
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The layout of this dissertation is as follows; we begin by discussing the new topic of
sound-aerofoil interaction in subsonic steady flow in Chapter 1, presenting all relevant
calculations. This chapter has been published as Ayton & Peake (2013). In Chapter
2 we review the procedures of Myers & Kerschen (1997) and Tsai (1992), extending
them and using results from Chapter 1 to consider gust-aerofoil interaction in subsonic
steady flow for aerofoils of small thickness, camber, and angle of attack. We present
only key results in the main body, with most calculations given in the appendices where
necessary, since much of the method is similar to that in Chapter 1. In Chapter 3 we
discuss gust-aerofoil interaction in subsonic shear flow, greatly extending the work from
Goldstein (1978a). This chapter is outlined in Ayton & Peake (2014a), and has been
submitted for publication as Ayton & Peake (2014b). Chapter 4 addresses the problem
of the singularity in the unsteady pressure on the nose of an aerofoil arising during gust-
aerofoil interaction in uniform flow. Conclusions and suggestions for further work are
presented in Chapter 5

In each chapter, relevant functions and variables are defined independently of all
other chapters, unless otherwise stated. Each chapter contains all results and conclusions
relevant to the work in the chapter, and is followed by relevant appendices. A list of
symbols for each chapter can be found immediately after the main body of work in each

chapter, prior to any appendices. References feature at the end of the dissertation.
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Chapter 1

High-Frequency Sound Generated by
Sound-Aerofoil Interaction in Subsonic

Uniform Flow

In this chapter we adapt the analytically-based procedure of Myers & Kerschen (1995,
1997), and Tsai (1992) to study the sound-aerofoil interaction problem. We consider a
high-frequency incident plane sound wave being scattered by a generic aerofoil (such as
that in Figure 0.7) in a steady uniform background flow, and use the asymptotic limits
as described in the Introduction; k& > 1 is the acoustic reduced frequency; ¢ < 1 is
a non-dimensionalised small parameter (lengths are non-dimensionalised with respect
to semi-chord length) such that ¢ = et/ and @ = ea’ are the thickness and camber,
respectively, of the aerofoil; and we impose that ek = O(1). Results will be shown
specifically for NACA 4-digit series aerofoils, however any aerofoil with a parabolic nose
is allowable. In Section 1.2 we discuss this nose shape constraint and allude to results for
bodies with different nose shapes, and later in Chapter 4 we explicitly discuss elliptic-
nosed bodies (although in both of these cases the radius of curvature of the nose is
O(€?)). The method of matched asymptotic expansions, (Van Dyke, 1975), is used to split
the problem into several asymptotic regions around the aerofoil; the inner leading- and
trailing-edge regions, of size O(k~!) centred on the leading and trailing edges respectively;
the transition regions on the aerofoil surfaces between the inner leading- and trailing-edge
regions, of width O(k~1/2), which account for the surface curvature of the aerofoil; a wake
region, also of width O(k~'/?); and the outer region comprising the rest of space, which
also contains Fresnel zones above and below the aerofoil emanating from the leading and
trailing edges. The solution in each region is determined individually, and matched to its
surrounding regions using Van Dyke’s matching rule (Van Dyke, 1975). An advantage of
this analytical approach is that it provides results in the high-frequency regime (where
numerical approaches become more difficult) as well as providing interesting physical
insight.

In Section 1.1 we formulate the mathematical problem for the incidence of a high-

frequency sound wave on an aerofoil. In Section 1.2 we solve the governing equations
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in the inner leading-edge region of the aerofoil. On taking the outer limit of this inner
solution (as required by the matching process) we find singularities along the shadow
and reflection boundaries, so we construct uniformly-valid expansions to eliminate these
singularities in the far-field solution. The leading-order solution (the flat-plate solution)
yields the well-known uniformly-valid expansion containing the complementary error
function, and is caused by the coalescence of a saddle point and a pole in a very familiar
way (Jones, 1986). In contrast, the part of the leading-order thickness correction which
accounts for the inclination of the surface normal vector has a singularity caused by the
coalescence of a branch cut and a saddle point, and the uniformly-valid solution is more
unusual, containing a modified Bessel function of the second kind. In Section 1.3 we
construct the leading-edge outer, and surface transition solutions, the latter of which
accounts for the surface curvature of the aerofoil. In Section 1.4 we find the trailing-edge
outer, transition and inner solutions; the inner solution comprises of the field arising
from the scattering of the leading-edge field by the trailing edge, which is similar to
that found in Myers & Kerschen (1997) and Tsai (1992), and the reflected field, which is
particular to our incident sound problem. This reflected field generates further Fresnel
regions, now emanating from the trailing edge, which have the standard far-field form
involving the complementary error function. The final uniformly-valid result of the total
far-field sound generated when a sound wave is scattered and reflected by a thin aerofoil
in background steady uniform flow is presented in Section 1.5. Section 1.6 contains

results and discussion, and concluding remarks are given in Section 1.7.

1.1 Formulation of the Problem

1.1.1 Aerofoil Geometry and Steady Mean Flow

We consider a small unsteady perturbation to the mean flow around a thin aerofoil of
chord length 2b* in Cartesian coordinates (x*,y*) with their origin at the aerofoil leading
edge. We use * to denote dimensional quantities. We restrict the geometry of the aerofoil
to have a parabolic nose (ey*(z*) ~ 2aet’\/z*/b* at the leading edge, where t = et/ is
the maximum thickness of the aerofoil as a fraction of the chord length and primed
quantities are O(1)) and a sharp trailing edge. We decompose the boundary description

9* and camber and angle of

of the aerofoil, ey*(z*), into thickness related terms, ey
attack related terms, €Y (9*(z*) = —a;z* + ey(9*(2*), where q; is the angle of attack,
and y© describes the camber line of the aerofoil.

In what follows we non-dimensionalise lengths with respect to b*, and velocities by
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CHAPTER 1 FORMULATION OF THE PROBLEM

U*

[o.op)

dimensionalisation fails when there is no background mean flow, but we do not con-

where UZ is the uniform mean flow speed far from the aerofoil. Note this non-

sider such a simplified case. At upstream infinity the mean flow is uniform, with speed
U, aligned with the positive z* direction. It is most convenient to work in the non-
dimensionalised orthogonal coordinate system (¢, 1), which represent the velocity po-
tential and streamfunction of the mean flow around the aerofoil. In this coordinate

system we write z = ¢ + i1), which relates to the Cartesian coordinates (z,y) via
T +1foy = 2z + O(e), (1.1.1.1)

where 2 = (1 — M2) is the Prandtl-Glauert transformation factor accounting for com-
pressibility, and M., is the mean flow Mach number at upstream infinity.

To utilise the modified rapid distortion theory equations determined by Kerschen &
Myers (1987), we need the complex potential for the steady flow around the aerofoil.
Using Thwaites (1960) we find that, for a thin aerofoil, the amplitude of the total mean

flow is UZ (1 + €q), in the direction making an angle ex with the z* axis, where

1 YO (z) F y @
e = [ o P2 [ LT )

and ’ denotes differentiation. This is correct to first order in aerofoil thickness, camber

and angle of attack. The quantities ¢ and p are related to the complex potential F'

(which is non-dimensionalised with respect to U2b*) by

d
a(6,9) (o) = o (1113)

where the arbitrary constant in F' is chosen so that F'(0) = 0. This now completes the
relation given by (1.1.1.1); the O(e) perturbation is eF'(z). We require explicit details
of ¢ and p in the local neighbourhood of the leading and trailing edges. For the other
regions we construct the unsteady solution in terms of ¢, 1, and F'. For further details
of the coordinate transformation between physical (z, y)-space, and potential-streamline
space, see Myers (1987).

We combine the angle of attack, a; = ea, and the leading-edge camber together to

give an effective angle of attack, aeg = ealy, with

1 aYwn e
Qeff = 7T/o (@ = 2)2) dx. (1.1.1.4)
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Equation (1.1.1.4) has been found by sending z — 0 in the second term in (1.1.1.2)
and integrating by parts so that later, with this effective angle of attack, we may write
the inner leading-edge expansion of ¢ as ¢ — iy ~ o/ gB1v/22~"/% + thickness term +
O(2'/?). The complex velocity potential for a general thin aerofoil with boundary ey(z) =
ey (z)+ey'?(z), where t and ¢ denote thickness and camber respectively, can be written
as F = Fy+F® 4+ F© where F} is the flat-plate potential at angle of attack «; as given in
Myers & Kerschen (1995). The flat-plate (at the angle of attack), thickness and camber

dependent components of the complex potential are given by

<10g[z—1—1—\/ 2—2]—1—2—\/ 2—2)—m), (1.1.1.5)

c __i ? c)! \/5 1+\/(Z_2)/Z

FO) = /oy()(@\/—z—x(log - (z—2)/z]

_i\/ —xl [1\/2—x/x+\/z—2/z] 7Ti>d:L’
iWV2-—z)/r—/(2—2)/z ’

FO(2) __ (/02 y ' () log[z — x]dx + /02 Mdm) : (1.1.1.7)

71-500 Xz

Boo

(1.1.1.6)

This completes our description of the mean flow.

A shift of 2z — 2z + 2 recentres the expressions for the disturbance potentials about
the trailing edge (where now we take constants such that the velocity potential with
respect to trailing-edge coordinates, Fj, satisfies Fy(z; = 0) = 0). These are used later to

determine the phase shift between the leading- and trailing-edge scattered fields.

1.1.2 Unsteady Disturbance Equations

Rapid distortion theory is often used to investigate the sound generated by the interac-
tion of an unsteady flow with a solid boundary. The theory was initially developed by
Hunt (1973) and Goldstein (1978b) for three-dimensional incompressible and compress-
ible flows respectively, but the form given by Kerschen & Myers (1987) and Kerschen &
Balsa (1981) for two-dimensional, small-disturbance mean flows is more relevant to this
chapter. We assume that the fluid is inviscid and non heat conducting, which is a reason-
able assumption in many aeronautical applications such as fan noise. For the purposes
here we assume that the incident sound wave originates far from the aerofoil where the
mean flow is uniform, with a small-amplitude unsteady disturbance. The third coordi-
nate in our orthogonal system (¢*, 1", x3) is the spanwise direction, and we assume that

all unsteady quantities are proportional to e*3#3=%! where w is the non-dimensionalised
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frequency. We non-dimensionalise coordinates (¢*,¢*) with respect to U b*, wavevector
k = k*(ky, ko, k3) with respect to (b*UZ%)~" and frequency with respect to k*UZ2.

We assume the perturbation to the uniform flow, due to the presence of the aerofoil,
is small compared to the uniform flow component, but large compared to the unsteady
flow component. Following Kerschen & Myers (1987) we use the perfect gas relations for
a small velocity perturbation, eq, to a uniform mean flow and take directly from them
the governing equation for the modified unsteady velocity potential h(¢, 1)) (Kerschen &
Myers, 1987, eq. 10). Here h relates to the physical unsteady velocity potential, G, via

h(p, V) = G(o, w)efik31:3+iwteikM§o¢/,BoofMgoeq’ (1.1.2.1)
and G satisfies D L DG . X
0 0
|\ ——V: =—V: 1.1.2.2
Dt (ao Dt ) POV (VG PoV (Pov). ( )

where the perturbation to the steady mean flow field is given by w = v + VG and v is
the evolution of the incident vortical disturbance in the steady mean flow. In Goldstein
(1978b), the flow field is separated into v and G because (in the case of an incident gust)
one, (G, can then be seen as an acoustic field, and the other, v, a vortical field. In this
chapter, we are considering the effects of an acoustic incident field only, therefore we set
v = 0, and we separate GG into two parts, one that is the imposed perturbation, and one
that is the response. Individually both fields satisfy (1.1.2.2) with zero source term. We
solve (1.1.2.2) for the imposed incident field in the next subsection, whilst the remainder
of the chapter focuses on solving for the response by imposing a boundary condition
on the aerofoil surface. The incident sound field is denoted by a subscript ; whilst the
response has no subscript.

The subscript o denotes steady mean flow quantities, and py and aq are density and
speed of sound respectively. We can determine the mean flow quantities with respect to

their values far upstream (denoted by subscript o), via

U %
U—O =1+ eq, V_O = €U, (1123&)
-1
1 —MZg, P 1 —eM2y, (1.1.2.3b)
Ao Poo
-1 M? M, -1
5_0_1_€<1+7TM§O) 6_200% M—0—1+€(1+VTM30) qg. (1.1.2.3¢)

These expansions are correct to first order in €, and v is the ratio of specific heats.

After non-dimensionalisation of (1.1.2.2), we retain terms of size O(k?, k, 1) (recall
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k= O(e')), to find the governing equation for h,

g%; + (% k(1 — 2% eq)h + O F ;)goMéeq (g;}; + Qikég—g + R (w? + 52)h)
- %62—; (g—z . ikzdh) =0, (1.1.2.4a)
where
5= é w? = (Moo)? — (ks/B)?. (1.1.2.4b)

In (1.1.2.4) we have now explicitly set the source term from (1.1.2.2) to zero.
We work with the modified unsteady pressure, as defined by Myers & Kerschen (1995,
eq. (2.7)), which is given by

p=— (g_g _ i;ﬂ;h) e ikOMZ 0 (1.1.2.5)

In the following sections we solve for h in various regions around the aerofoil, wherein
different terms dominate the behaviour of the flow. These regions arise from balancing
different terms in (1.1.2.4) with respect to k and e. We have a particular aim of finding

the acoustic pressure in the far field.

1.1.3 Form of the Incident Sound

Suppose the incident sound wave has potential
hy = Agetvor, (1.1.3.1)

We require A; = 1, and o7 = k19 + kotp at infinity, where k; , are the streamwise and
transverse wavenumbers of the incident sound wave. Writing o7 = 0 + €1 + O(€?) and
substituting (1.1.3.1) into (1.1.2.4) we find that to O(k?)

80’0 2 80’0 2
— — ) —1=0. 1.1.3.2
(%) (% 1132)
Hence o¢ = ki + kotp subject to k? + k2 = 1. We define x as the angle of propaga-

tion of the sound wave with respect to the uniform flow upstream, and write (kq, ks) =

(cos x,sinx). The sound originates from upstream, —7/2 < y < 7/2, or from down-
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stream 7/2 < x < 37w/2. The real part of (1.1.2.4) to O(k) gives the eikonal equation

oy 9o, (62 e 1)M4

COSX8—¢ +smx8¢ 252 o2 (6 —wcosy) ) =0, (1.1.3.3)

whilst the imaginary part at this order gives the transport equation

0A; 0A;

0 cosx + —— 90 siny = 0. (1.1.3.4)

By using characteristic coordinates £ = ¢ 4+ ¥ cotx,n = ¢ — ¥ cot x and re-labelling
q(¢,v) as Z(&,n) in these variables, we obtain the solution to the eikonal equation

/ (¢ n)de, (1.1.3.5)

2COSX

where

vw):—ﬁgo( %;)W(a wcose)> (1.1.3.6)

The function oy represents the distortion of the incident sound wave due to the non-
uniform steady flow created by the presence of the aerofoil. We set g; to zero due to the
condition at infinity. The transport equation is satisfied by an arbitrary function of the
spanwise coordinate, x3, but given the condition at infinity we set A; = 1 everywhere,

and hence the incident sound wave is given by

h; = exp (ik‘w(gbcosx +siny) + ———=% ihewV(x / 2 n d{) (1.1.3.7)
2cosy

If x = 7/2, we can solve for o7 directly from (1.1.3.3) without changing to characteristic
variables. This special case shall not be considered further. The boundary condition for

the problem is one of zero unsteady normal velocity on the aerofoil surface, i.e.

oh 0q ) (8111 0q )
+ MZe—h =— | =+ Mie—"h : 1.1.3.8
(55 + Maegt ). (11

Here 1) = 0 corresponds to the aerofoil surface and the range of ¢ over which (1.1.3.8)
holds corresponds to the body length in the (¢, ) plane.

We use the method of matched asymptotic expansions (Van Dyke, 1975) to solve the
problem in all regions shown in Figure 1.1; solving (i) and (ii) in Section 1.2, specifically
with (ii) occurring in Sections 1.2.1, 1.2.2, 1.2.4 and 1.2.5; solving (iii) in Sections 1.3.1
and 1.4.1; solving (iv) in Section 1.3.2; solving (v) and (vi) in Section 1.4.2; and finally
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Figure 1.1: Asymptotic regions around the aerofoil; leading- and trailing-edge inner
regions, (i) and (v), scale as O(k™!), the width of the transition regions, (iv) and (vii),
scales as O(k~'/2), and the width of the Fresnel regions, (ii) and (vi), scales as O((kr)'/?).
The outer region (iii) is O(1) on the scale of the aerofoil chord. We solve for (i) in Section
1.2, with (ii) found specifically in Sections 1.2.1, 1.2.2, 1.2.4, and 1.2.5. We then solve
for a leading-edge contribution to (iii) in Section 1.3.1, and (iv) in Section 1.3.2. We
solve for the trailing-edge contribution to (iii) in Section 1.4.1, solve for (v) and (vi) in
Section 1.4.2, and finally for (vii) in Section 1.4.3
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solving (vii) in Section 1.4.3. As in Myers & Kerschen (1997), we take £ > 1 and € < 1
with the distinguished limit that ek = O(1), but with suitable choice of O(1) parameters
t'" and o (recall thickness and camber angle of the aerofoil are measured by, t = et/
and o = ed), our analysis also holds for flat-plate or uncambered aerofoils. We begin
with the leading-edge inner region, then match that to the leading-edge outer region.
The leading-edge transition region along the aerofoil surface can then be constructed. A
similar process is completed at the trailing edge, but to ensure continuity of pressure at
the trailing edge, these solutions rely on the leading-edge solution, and thus are more

complicated.

1.2 Leading-Edge Inner Solution

Here we introduce inner variables (®, ¥) = k(¢, 1) for k > 1 centred on the leading edge,
and require the inner expansion of (1.1.1.2). To obtain this, we take the approximation
of the aerofoil boundary near the leading edge in inner variables, substitute into (1.1.1.2),
and expand for large k. Recalling that y® ~ 2act’\/z as © — 0, and a.g is defined in

(1.1.1.4) as a function of the angle of attack and the camber distribution, the result is

ti [k 'e |2k
(g —ip)(R,0) ~ 7 —(cosf/2 —isinf/2) + %\/ —(cosf/2 —isinf/2), (1.2.0.1)
foo V R B V R
where (R, ) are the local polar coordinates centred on (0,0) with R = kr. Transforming
the equations (1.1.2.4) gives
0*H 0*H

992 T 92

4 2
+w?(1 — 282 eq)H + s 1)M°°eq <8 i 0f

P + 26— + (w? +52)H)

BYE 0%
4
_ %6% (g_g . 15H> =0, (1.2.0.2a)

subject to the boundary condition of zero normal velocity on the aerofoil surfaces, 1) = 0,

OH 5 0q

18h[ 2 8(_] :|
=— |-+ M e—h; ,
U=0+ Lﬁ I O | y_os
where H is the unsteady potential in the inner region. This boundary condition tells

us that H = O(1) at leading order. We now follow Myers & Kerschen (1997) and Tsai

(1.2.0.2b)

24



LEADING-EDGE INNER SOLUTION CHAPTER 1

(1992), and expand the inner unsteady potential in the form;

H(®, W) = ¢lkwoi00) (HO + et'VE(H, + Hy + Hs) + ealgVE(PL + Py + Ps) + O(e)) .
(1.2.0.3)
Here, the phase function, oy, is given by (1.1.3.5) and arises due to the distortion of
the incident sound wave through the non-uniform flow at the nose. Of the remaining
functions, H, is the flat plate solution at zero angle of attack, H;23 are thickness-
dependent terms, and P, o3 are camber and angle of attack dependent terms. In what
follows we determine each of these terms.

We mention here the requirement to have a parabolic-nosed body, y ~ 2aet’\/x. We
choose this shape so that we may analyse the inner region qualitatively, and in particular
obtain (1.2.0.1) and (1.2.0.3). For an arbitrary nose, y ~ et’z™, where 0 < m < 1 we
would obtain ¢ ~ (k/R)™! thus the asymptotic series, (1.2.0.3), would be Hy + ek™H,.
We would proceed to match orders of ek™ in the governing equation and boundary
conditions as illustrated in the coming sections, but would have an additional arbitrary
quantity, m. The parabolic nose choice, m = 1/2, conforms to the NACA 4-digit series
of aerofoil that are commonplace in the literature of blade-blade interaction problems,

hence we impose this from the beginning to ease the understanding of the analysis.

1.2.1 Solution for the Flat-Plate Term H,

The leading-order solution is simply that found for a semi-infinite flat plate at zero angle

of attack with an incident sound wave in uniform flow. It satisfies

D(Hy) =0, (1.2.1.1a)
0H, .

— : iw cos(x)®

B39 | s iw sin ye : (1.2.1.1b)
=0
where o o2 2

D=—+4+— ) 1.2.1.2
002 " our T (12.1.2)

This is of the same form as the flat-plate problem for an incident gust, and only depends
on the aerofoil surface blocking the normal component of the incident velocity. Using
the Wiener-Hopf technique in a standard way (see Myers & Kerschen (1995) for more

details), we obtain the solution

iy/wsin(x)sgn (V) /00 oA~ [T[VAZ=w?

Hy = —
0 2my/cos x + 1 0o (A +wecos x)VA+w

dA. (1.2.1.3)
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Expanding (1.2.1.3) for large R, for later matching to the outer solution, gives

ikwr
Hy ~ Lo(0) = + H? + O(k~*?), (1.2.1.4a)

Vkr

i sin ye /4 cos 62

Lo(0) = — . 1.2.1.4b
o(6) V/my/wcos x + w(cos x — cosb) ( )
HY is the contribution from the pole at A = —w cos x, which may or may not be included,

depending on where the pole lies in relation to the steepest descent contour for the

function

a(A) = —iARcosf — R|sin 0|V \? — w?. (1.2.1.4¢)

See Figure 1.2 for an illustration of the steepest descent contour. In fact,
Hf = —sgn(W)et s Hivsinl¥] (1.2.1.5)

if 0 <6< xor2r—x <6< 2w, and H} is zero otherwise. This pole represents shadow,
0 < 6 < x, and reflection, 2 — x < 6 < 2w, regions of the incident sound wave by a
semi-infinite flat plate. There is no pole in the gust case of Myers & Kerschen (1997),
therefore for them, Ly would be uniformly valid, however for the sound-aerofoil case, our
expression for Ly has two regions of non-uniformity, i.e. when cosxy = cos#, which is
caused in a very familiar way by the coincidence of the pole in the integrand of (1.2.1.3)
and the saddle point arising in the determination of the outer limit.

The uniformly-valid outer limit of (1.2.1.3) can be found using standard methods
(Jones, 1986) which we outline here; upon deforming the contour to the steepest descents
contour (see Figure 1.2) we cross the pole and pick up the contribution from H} which,
for ® > 0 is the reflection of the incident wave, and for ® < 0 is a cancellation of the
incident wave, i.e a shadow region. The regions determined by the reflection/shadow
are bounded by angles which generate the discontinuity in the standard geometric optic
far-field solution, (1.2.1.4). Thus we must construct a uniformly-valid expansion about
these boundaries which are then seen as Fresnel regions emanating from the nose of the
aerofoil. To evaluate the behaviour in these regions further we must expand about the
pole and saddle point, and consider an integration contour that is a small line segment
tangent to the steepest descent contour at the point of stationary phase (in the direction

of steepest descent). Near to the saddle point, A = A\g = —w cos @, we can approximate
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Im(A)

-w L4 Re(A)

\( steepest descent path
4

Figure 1.2: Steepest descents contour for phase function —a(A) in the A-plane.

Re(v)

Figure 1.3: Location of the branch cut of \/v — Be=37/4 in the v-plane, and contour Cp.
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the phase function by a Taylor series, hence using the change of variables

9 . 29 1/2 .
A+ wcosf = (%) e ™y, (1.2.1.6)

we can write

.. ikwr —v?
o isin y sgn(v)e e dv (1.2.1.7a)

_27r\/cosx T1,/(1 —cosh) Jor v — Be3mi/47

wR
= — — 1.2.1.
= (cosx —cosf)4/ Sl g ( 7b)

wi/4

where

and C’ is the straight line from —ooe™* to coe There are now two distinct limits,
namely 5 = O(1) and 5 > 1. For § > 1 we return to the original limit, whereas for

B = O(1), consider

oo e*U x

By solving a first order PDE for I(x) and ensuring that when we deform the contour C’
to the real axis to give (1.2.1.8) we go around the pole and include its residue, we find

that . .
g, — 500 sgn()etre

0 24/1+ cos xyv/1 — cosf

This is continuous in #, and now has no singularities; we note in particular that the

sgn(B)erfe [e”™/4|8|] + HE, (1.2.1.9)

square root term, (1 — cos 0)_1/ 2 does not cause any problems as § — 0 since the
expansion of the complementary error function as § — oo removes the singularity. The
uniformly-valid solution consists of two different acoustic forms, the first term in (1.2.1.9)
represents scattering of the incident sound wave by interaction with the edge of the flat
plate and away from cosf = cos x takes a cylindrically decaying form, whilst the second
term represents direct blocking and reflection of the incident sound wave, and takes the

form of a plane wave.

1.2.2 Solution for the Thickness-Related Term H;

At this order, we begin to take account of the thickness of the aerofoil. We have separated
the leading-order correction term in (1.2.0.3) so that we may apply different physical
interpretations to each term, and solve the problem more easily. H; is therefore chosen
to represent only the effect of thickness on the boundary condition, and accounts for the

(thickness-dependent) evolution of the phase of the incident sound wave. Specifically,
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H, satisfies

D(H;) =0, (1.2.2.1a)
: iw cos(x )P
Om | _ _iwV()sen(¥)ac . (1.2.2.1b)
ov 20 4B cos(X )V P

The boundary condition, (1.2.2.1b), arises from the O(ek!/?) correction in the boundary

condition generated only by the incident sound wave, i.e. by the term 2 in (1.2.0.2Db).

o
Equation (1.2.2.1) has solution

7o ei7r/4iwv(x)a 0o e—i)\<I>—|\I!|\/)\2—w2 "
! 8V B0 COSX J oo VA2 —w2/AXFwecosy

Using the method of steepest descents, we find that in terms of outer variables,

(1.2.2.2)

elkwr

Hy ~ Ly(0) + O(k3/2), (1.2.2.3a)

r

where

L= V(xa (1.2.2.3b)

_4\/§ﬁoo oS Y1/Cos Yy — cos 0

The non-uniformity in L;(f) at the points cos x = cos @ is caused by the collision of the

branch point (as opposed to a pole) at A = —w cos y and the saddle point, A\g = —w cos 6,
and hence the uniformly-valid contribution differs from the usual Fresnel region solution
(caused by the collision of a pole and the saddle point) that was demonstrated in the
Hy solution. Rather than picking up a residue contribution as we deform to the path
of steepest descents (such as H{ from (1.2.1.5)), we wrap the steepest descents contour
around the branch cut between —w cosx and infinity. The branch cut dominates the
integral for cosf close to cosy since here the point of stationary phase coalesces with
the branch point.

To evaluate the branch cut contribution, we apply the same change of variables,

(1.2.1.6), to the original integral expression of Hy, given by (1.2.2.2), to obtain

2

e—’U
0 dv = c(0
(0) o Ao — Be—3mi/4 (

where 3 is still defined by (1.2.1.7b). For § = O(1), the contour C” is wrapped around
the branch cut at Be=®/4 ie. is given by Cp shown in Figure 1.2 when 8 > 0. For

HY ~c ), (1.2.2.4)
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0.20
0.15}
0.10F

0.05F

0.00F

~0.05F

N

-0.15r h

Figure 1.4: Comparison of real (red) and imaginary (blue) parts of the uniformly-valid
(solid) and non uniformly-valid (dashed) far-field approximations for the directivity of
H,, as functions of 0, at kr = 100.

|B| > 1, the contour, C" is the standard contour we would obtain via the method of
steepest descents (because there is no coalescence of the saddle point and the branch
point), which is the contour from —oo to oo along the real axis. Therefore for |3] > 1
we return to the original limit, (1.2.2.3b).

For 8 > 0, evaluating the resulting integral around Cp, referring to Abramowitz &
Stegun (1964, p.687), yields

_2

I = / ¢ —dv = \/—Be3m/AK, ,(%/2)e /2, (1.2.2.5)
Cp v — Be—3m/4

where K /4() is a modified Bessel function of the second kind. For 3 < 0 we reverse the
sign of v within the integral expression for I given in (1.2.2.5), and proceed as before to
obtain a similar result.

Therefore the uniformly-valid expansion of H; is

_ewV (x)asgn(B)y/cos x — cosd

HY =
! 830 €OS X+/T| sin 6|

Ky a(5%1/2)etFor e/, (1.2.2.6)

In the limit of large f this returns to the initial far-field expansion, (1.2.2.3b). For
kr = 100, Figure 1.4 illustrates the uniformly-valid expression versus the non-uniformly
valid solution. A discussion of this type of uniformly-valid solution can be found in

Bleistein & Handelsman (1975).
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1.2.3 Solution for the Thickness-Related Term H,

Tsai (1992) constructs Hs as the solution that arises due to a source term in the governing
equation. We do not have such a source term in (1.2.0.2a), because the incident sound
wave does not create any upstream vortical perturbations in our linearised system (an
incident gust does of course produce upstream vorticity), hence there is no need for
the Hy term as defined by Tsai (1992). We do, however, have an awkward boundary
condition arising from the non-uniform flow around the nose of the aerofoil. We let Ho
be the function that solves for this, i.e. Hy accounts for the distortion of the mean flow

around the aerofoil nose, so

oM, M0y
OV | o0 n t/\/E ov

v=0+

D(Hy) =0, (®,0)ew st (1.2.3.1)

This boundary condition arises from the O(tk'/?) correction in (1.2.0.2b) generated by
the interaction of the incident sound wave with the mean flow; the second term on the
right hand side of (1.2.0.2b). Again we solve using the Wiener-Hopf method, but this
time, due to the boundary condition, the process is more involved. The solution is given

by 0
ql —1 — 2— 2
Hoy = —sg2n( )/ AL (N)e ™™ [WVAZ=w? gy (1.2.3.2a)

—00

where A1 ()) is to be determined from the Wiener-Hopf equation

D_
VA+wAL(N) — Fr(N) = S () + F_(\). (1.2.3.2b)
—w
The FL()\) are determined via
D
& =F.(\)+ F_(N), (1.2.3.2¢)
A—w
with M2 9
00 q iw cos xx iz
D,(\)=— —(z,0)O(x)e X, 1.2.3.2d
=== [ 06w (12324

and O(z) is the Heaviside step function. Recall a subscript & denotes a function that is
analytic in the upper/lower half plane. D_ is an unknown function, given by
D_(\) /0 0H; 4 (1.2.3.2¢)
_(\) = — e : 2.3.2e
o OV |y_o
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To evaluate A, (and therefore Hj) we refer to Jones (1966) and Tsai (1992). Tsai

imposes physical Kutta conditions that H(®,04) ~ +v/® for small positive ®, and

OH>
ov =0

relating small ® behaviour to large A behaviour, we know that

~ (—CID)_I/ 2 for small negative ®. We impose the same conditions, therefore, by

AL(N) ~ A2 DN ~ A2 and D_(A) ~ X 7Y2 (1.2.3.2f)

as A — oo in the appropriate half planes. By considering (1.2.3.2c) we see that F, +F_ ~
const. as A — oo. Due to the Kutta conditions imposed for small & values, we require
F, — 0 as A — o0, so this constant only lies within F_. The left hand side of equation
(1.2.3.2b) is analytic in the upper half plane, whilst the right hand side is analytic in
the lower half plane. Both sides have a small region of overlap (allowed by giving w a
small positive imaginary part), and for large A both sides tend to a constant. Therefore
both sides give an entire function, which by Liouville’s theorem (Noble, 1998), must be
a constant. We have therefore determined A, up to a constant as
F.()\) + const.

Ap(N) = A (1.2.3.2g)

We can choose to insert the constant into the function F'; and write

Fy(A) =

2

1 / Di(N)+CVA—w dr (1.2.3.2h)

VE—w K=\

where (' is a contour running parallel to but just above the real axis, and below w.
The constant, C', is determined by ensuring that Hs; behaves in agreement with our
restrictions imposed on its small ® behaviour.

We therefore choose C' = —M2 aiy/7'e™/* by consulting Jones (1966, p. 468 Ex.
28), and after taking the outer limit of (1.2.3.2a) using the method of steepest descents

we obtain "
Hy ~ Ly(0) S — + O(k~3/?), (1.2.3.3a)
r
where
— U) M2 2
Ly(6) = asgn(¥) Mo, cos/ (ﬁ + log[(cos x + 1)w| 4+ 2 — =i
BooV/T

./ (cos x — cos0)

— 21 arcsin
(14 cosf)

(14 cosf)

veosy + 1

) . (1.2.3.3b)
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and 7 is the Euler-Mascheroni constant. Although it may appear that (1.2.3.2a) has a
branch point colliding with the saddle point to produce a non-uniformity, as it did for
Hjy, in fact this is not the case because the function F, (\) ensures regular behaviour at
the saddle point. The solution presented for Ly varies from that presented in Ayton &
Peake (2013), where the term —i was given as —mi/2.

This Wiener-Hopf method is slightly more complicated that the standard method
used in Myers & Kerschen (1997), Tsai (1992) and the previous sections here, because
for those, F. — 0 as A — oo due to differing boundary conditions, hence they effectively
had C' = 0.

1.2.4 Solution for the Thickness-Related Term Hj

The contribution Hj arises from terms in (1.2.0.2a) that contain eq(¢, ), i.e. the effects
of the non-uniform flow near the nose on the propagation of the sound through that
region. The equation can be rearranged so that the interaction of eq(¢,1)) is seen as an
equivalent source term located at the leading edge; this is called a propagation source
(Tsai, 1992), and so Hj satisfies

21?03 sin 0 /2 (y+1)MLasin0/2 (0*Hy, . OH,
D(H3) =— H, = 210 ——
(Hs) = o+ 5 b BN + 21 B
a 1) M2 si 2 H
+(w? + 52)Ho) + a(7+2gg ;;;;n 36/ (88@0 = iéHo) . (1.24.1a)
O, M2

where a = sgn(W)a. This final boundary condition arises from the second terms on the
left hand side of (1.2.0.2b). The particular solution to (1.2.4.1) is solved for in Appendix

A, and has outer limit

/W B sin y e~/ sin felvkr (y+1)M2 )
Hs, ~ 1 — ———=(0— 0
T /cos x + L(cos x — cos ) 252 w? (0 —weosf)” ).
iwkr
+ Lgp(e)eﬁ +O(k™Y), (1.2.4.2a)
r

where i DAL
—asm x(vy + w o, .
L3, (0) = = [ —=sin20 — dsind ) . 1.2.4.2b
(?) 2v/203 wy/cos x + 1 (2 1 ) ( )

We do not calculate a uniformly-valid solution for Hs,, since the term creating the non-

uniformity when cos y — cos @ = 0 is not present in the outer solution; it is only required
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for matching the leading-edge inner solution to the leading-edge outer solution.
We now seek a complementary solution, Hs., to (1.2.4.1a) such that Hy = Hs, + H.,
with

D(Hs.) = 0, (1.2.4.3a)

aHSc
=d(d 1.2.4.3b
OV |a0 (®), ( 3b)

v=0
where
Mgoa iw cos(x)P Ti/4 8H§
(@) = 35 pir® Wert [e PV eosx ~ 1)“@} T (12.4.30)
v=0

The first term in (1.2.4.3c) arises from the uniform expansion of Hy, (1.2.1.9), in the
original boundary condition (1.2.4.1b), while the second term is introduced to cancel the
normal velocity of the particular solution Hs, and is defined in Appendix A. The full

expansion for d(®) is given in Appendix B, written in the form
d(®) = di(P) + da(P) + d5(P)
so as to simplify later calculations. We set
Hs. = ¥7_; Ha., (1.2.4.4a)

where each Hj., corresponds to the term d; in the boundary condition (1.2.4.3b). The
solution to (1.2.4.3) can be obtained using the Wiener-Hopf method, giving

361'__

] () a(\,P,)
sen( )/ Fra)S d\, (1.2.4.4D)

i(A)——=
2m . il )\/)\ +w
where the F'; are also given in Appendix B. In the limit of large R, we obtain

iwkr
i

where the expressions for the Ls.,, and their uniformly-valid counterparts, can be found

+O(k73/2), fori=1,2,3, (1.2.4.5)

in Appendix B.
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1.2.5 Solution for the Camber-Related Terms P,,i =1,2,3

Recall that the P, terms in (1.2.0.3) are the components of the inner solution that
correspond to the leading-edge effects of camber and angle of attack on the scattering of
the incident sound wave. The P; solution comes from the differentiation of the integral
in the exponent of hj, given by (1.1.3.7), within the boundary condition (i.e. the effect
of the cumulative distortion of the sound wave as it propagates through the non-uniform

mean flow on the incident normal velocity) and so satisfies

D(P)) =0, (1.2.5.1a)
: iw cos x P
on|  _ _wV(sgn(¥e (1.2.5.1b)
ov 20 223 sin x V&

Again, using the Wiener-Hopf technique in a standard way, we find that

im/4; V 00 —IAP— ||V AZ—w?
S 100, / ¢ d\, (1.2.5.1c)
421 Bow sin Y J —oo VA2 — w2/ A + wcos Y
and a uniformly-valid outer limit can be found using the method described in Section
1.2.2, giving
wi/4 vV _ [} ] .
Plu _ _e \/E (X)sgn(ﬁ) COos Y COS K1/4(B2i/2)e1kwrelﬁ /2‘ (1251d)

4N/ 27 B sin x| sin 6|

The Hj term in (1.2.0.3) arose from the influence of the thickness-dependent part of
the mean velocity potential in the boundary condition (1.2.0.2b) (i.e. the term containing
q), however the camber-dependent part of the potential tells us that this term is zero,
and hence we set P, = 0.

The term Ps in (1.2.0.3) arises from the terms involving ¢ in (1.2.0.2a) forming a

source term in a similar way to the propagation source for Hz, namely

V2 0 2 2 (y+ 1M, [0°Hy . OH,y
D(P;) = BOO\/ECOSE (QBOOw H, — 5 [8\112 + 2158—(1)
1 30 1)ML [0H
+(w?® + (52)H0D — 73 cos?(vi;%)3 o { aq)o - i(SHO} , (1.2.5.2a)
e>0 = (). 1.2.5.2
88? v=0+ b

The boundary condition is zero normal derivative since the W derivative of the part of

q corresponding to the leading-edge camber and angle of attack is zero on the aerofoil.
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Hence we can use a modified form of the solution for the gust case from Myers & Kerschen
(1997); setting Py = Ps. + Ps, + Ps., gives

1) M2 0
P, (R, 0) = iwV2kr (—ZBOO + %(5 — W COoS 6)2) cos §H0, (1.2.5.3a)
iw sin y Boce™* [ 1 ) e@Ao¥)
Ps.(R,0) = — dA, 1.2.5.3b
se(R, 0) NeT . (\/A——HS (A+0)32 ) N2 —w? ( )
—V2 1) M2 iw sin x e~/ 210
Ps.(R,0) = (1 —iS_ﬁ?’) \/go:__wj)mxe <H§l)(wR) cos 20 + %Hl(l)(wR) oS 0) :

(1.2.5.3¢)

The modification to Myers and Kerschen’s result arises in the first factor within the
integrand of Ps.. The outer limit of P3. + Ps, is

elkwr

P30+P36ND3(‘9)\/H

+ O(k=3/%), (1.2.5.3d)

where
D (9)_w3/2ﬁoosinxcosﬁ_ (v 4+ 1)MZ sin écos@—gcos% (1.2.5.30
W= T Zweos )32 oo+ o \2 1 : 2.5.

We have thereby now completed our asymptotic solution in the inner region, and have
crucially found a uniformly-valid outer limit which can be matched onto the solution in

the outer region.

1.3 Solution for the Leading-Edge Outer and Transi-
tion Regions

We first solve for the boundary condition, (1.1.3.8), in the outer region. Clearly, —h; is
a solution in the outer region, however we need to construct an outer solution, h°, that
matches to an appropriate function in the leading-edge inner limit, but also cancels the

normal velocity of h; on the aerofoil surface. The appropriate function for ¢ > 0 is
he = eivkeosxorivksinx|viikean €0 (9(9,) — ©(f, — x) — ©(0) + 00 — X)), (1.3.0.1)

where oy is defined in (1.1.3.5), and € = ¢ + cot x|1|, 77 = ¢ — cot x|t|. The Heaviside
step functions, ©, dictate that h° is only non-zero if an observer is in the direct shadow

which is defined by the polar angle measured from the leading edge satisfying 0 € (0, x),
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and the polar angle measured from the trailing edge satisfying 6, € (0, x). For ) < 0 we

require a reflected solution given by

he — _eiwkcosx¢>+iwksinx|w\+ikweol(£~,ﬁ) [@(_et) . @(_et i X)
—0(0 — (21— )+ 00 — 21)] . (1.3.0.2)

In the far field, these regions reduce to a small, O(1/r), polar regions near 6 = y, 2w — ¥,
which coincide with the location of the shadow and reflection boundaries around which
the Fresnel regions are centred. In the leading-edge inner limit, the terms from the
(—O(0) + ©(0 — x)) contributions match to the outer limit of the inner leading-edge
term, Hy, given by (1.2.1.5). The other terms, from the ©(6;) — ©(6; — x) contributions,
will match to a trailing-edge inner solution which comes from another pole contribution.

At distances of » = O(k) in the far field, the scattered Fresnel regions emanating
from the leading and trailing edges overlap and eclipse this h° term, similar to the case
seen in Peake & Kerschen (2004), thus in the far field we do not actually see h°.

1.3.1 Leading-Edge Ray Field

The leading-edge ray field (which is a scattered solution) is analogous to the gust cases
found in Tsai (1992) and Myers & Kerschen (1997), so we propose a cylindrically decaying
leading-edge outer solution of the form

= Ko(0) + tVEEK L (0) + aVEK,(0) oikwoi(r0) (1.3.1.1a)

Vkr

We substitute (1.3.1.1a) into (1.1.2.4) to give the eikonal equation for o, and solving up

to and including O(e), we obtain
o =1+ eoy, + O(€), (1.3.1.1b)
where
o, = V(0) /07” q(r',0)dr' + 1(0,0), (1.3.1.1c)

and V is defined in (1.1.3.6). We finally obtain the solutions to K; by Van Dyke’s
matching rule (Van Dyke, 1975), whereby we match the outer limit (R — oo) of the
inner solution (1.2.0.3) onto the inner limit (r — 0) of the outer solution (1.3.1.1a).
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Hence, similarly to Myers & Kerschen (1997) and Tsai (1992),

Ko(0) = Lo(8), (1.3.1.1d)
KI(G) = Ll(e) + L2(8) + Lgp(e) + L301 (9) + L362 (9) + Lgcg(e), (13116)
K»(0) = Dy(6) + Do(6) + Ds(0), (1.3.1.1f)

in the non uniformly-valid case. The cross-term from the inner limit of h;, given by
Ko(0)ikweV (0) [ qdr’, matches to the first term in the particular solution, Hs, from
(1.2.4.2a), and to Ps, from (1.2.5.3a). For a uniformly-valid matching, we must replace
the non uniformly-valid terms, (Lo, L1, L3, , L3e,, D1) by their uniformly-valid counter-
parts (e.g. Hg\/k:_ ). This still provides a matching, however the amplitude function is
now dependent on 7 as well as on 6. In all cases that follow, to obtain the uniformly-valid
solution we replace any non uniformly-valid terms by their uniformly-valid counterparts
in this way. To aid the understanding of the matching problems, results will in general

be given in terms of non uniformly-valid solutions where appropriate.

1.3.2 Leading-Edge Transition Solution

When finding the leading-edge outer scattered solution we did not impose a boundary
condition on the aerofoil surface, and furthermore the expansion of Ls., becomes non
uniform at small angles (illustrated by the logarithmic singularity in (B.8) at A = —w).
These two issues lead us to look for a boundary-layer style solution, which emanates from
the leading edge and is valid close to the aerofoil surface, that cancels the normal velocity
generated by the leading-edge outer ray field. When 6 = O(k~%/2), and r = O(1), there

u
3co?

is a distinguished limit in the integral term in L (B.10), giving a boundary-layer
style structure to our leading-edge inner solution. We therefore seek a complementary
solution, f, that is exponentially small outside a region of width O(k~1/2) on the aerofoil
surface. In this case, the matching previously done of H onto h; is still valid, and we can

write the total leading-edge solution as
hi' = hy + hys. (1.3.2.1)

We do, however, require an explicit expression for this transition solution in order to
evaluate the pressure jump it creates at the trailing edge of the aerofoil. We then also
require a suitable complementary function around the trailing edge to ensure the pressure
is continuous across the wake, i.e the Kutta condition is satisfied.

We know that h;; must still satisfy governing equation, (1.1.2.4), and it must have
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boundary condition

ahls 2 aq 8hl 2
b MZedpy,| = — L - MEecdp 1.3.2.2
0 T 50 o ( )

to ensure zero normal velocity on both upper and lower blade surfaces. On the upper
surface we introduce a rescaled variable n = vkt to represent this boundary layer struc-
ture. We can once again consider the thickness-dependent terms and camber-dependent
terms separately, denoting the thickness-dependent part of the mean velocity perturba-
tion, €q, as e¢® and similarly the camber-dependent part as eq'®. We begin with the
thickness dependent terms hence follow the method set out by Tsai (1992). By balancing

terms in the boundary condition (1.3.2.2), we consider a solution of the form
hl(?(¢7 1) = tG(¢, n)elkwetikweV (0) I o(r' 0)dr" +ikwea1 (0,0) (1.3.2.3)

so to leading order, (1.1.2.4) becomes

. 0G  0°G
The boundary condition is applied along the whole of ¢ > 0; we deduct the ¢ > 2
part that we don’t require later in Sections 1.4.2 and 1.4.3 as part of the trailing-edge

transition solution. We therefore require

oG

I =), 1.3.2.4b
5|, =" (132.4b)
where
V() Vwsinx1 [ B [P0q" ,
b(¢) = v TT1—cosx o (t,\/5 T (r',0)dr’ + a) (1.3.2.4c)
for 0 < ¢ < 2, and
V() Vwsiny 1 ( B [P049
b(¢) = Vo TI1—cosx o (t’ﬁ o0 (r',0)dr" + a) (1.3.2.4d)
for ¢ > 2.

By using the Laplace transform with respect to the variable n in (1.3.2.4a) and
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applying the required boundary condition, we find that

V(0) sin x

la | B [C040 eian/2(¢>—§)d
M) = 73 oo x T T(conx — 1>/o [E e J, g T} o—¢ ©
(1.3.2.5a)
for 0 < ¢ < 2, and
V(0) sin x /2 {a Boo (€ 0q" /] ein*w/2(¢—€)
G(@m) \/ﬁﬁoom/cosx%—l(cosx—l)( o L& * vey? J, o 00 (', 0)dr b—¢ §
| a Boo 2 aq(t) , , eiﬂ2w/2(¢*€)

for ¢ > 2 (this will be used to find the pressure jump reaching the trailing edge). On
the lower surface, v = 0_, we apply the same theory as for the upper surface, but using
instead the transform variable n = —v/kt. The camber-dependent transition solution is
similar to that found in Myers & Kerschen (1997) with appropriate redefinition of terms,
so in the far-field limit takes the form

eikw¢+ikweV(0) Jo a(r',0)dr’ +ikweo (0,0)

\/F
e3¢V (0)

V2urf
+ 23/2y (e (9) (e%kw(l—m@) — Vre ™ 2hw(1 — cos O)erfe (e—ﬂ/‘l\/zk;wu - cose)))} .
(1.3.2.6b)

P0) = [Lo(e) + awVE (D (8) + Da(6) + Dg(m)} . (1.3.2.6¢)

hl(? ~ Dy (0), (1.3.2.6a)

2
Dy, (0) = sgn(v) Pi(04) [ / el (1meosO)C (¢=1/2y, () () — 731240 (¢)) dE
0

The overall order of the camber-dependent transition solution is O(e), like the thickness-
dependent transition solution. We have now completed our description of the solution
in the transition region. The total leading-edge transition solution (both thickness- and
camber-dependent parts) is consistent with the leading-edge inner and outer solutions
because in both limits the transition solution tends to zero except at small angles down-
stream (where 0 ~ 0, 27) in the far-field limit. The difference at these small angles does
not invalidate our current solutions because we correct these differences with trailing-edge
solutions later.

We can now determine the total far-field sound scattered from the leading edge, given
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Figure 1.5: Magnitude of the far-field limit of the leading-edge transition solution (mul-
tiplied by /r) as a function of polar angle, 6, for a NACA 1112 aerofoil with & = 10.

by (1.3.2.1), which for large r is

eikwal(rﬂ)
At (r,6) e { Lo0) + VR L1(0) + La(0) + Lip(0) + L, (0) + Lo (0)
B sgn (1) sin X s MG o e
+ Lses (6) V2my/cos x + 1(cosy — 1) (1 284 w? (¥ ) )

*Ta B T 9q" / 1wk
= o0 iwk(1—cos0)T
</0 {T + i | o0 (r ,O)dr] e dr

*la ﬁoo Qaq(t) / 1| Jlwk(l—cos0)T
+/2 {;+t’73/2 T (r',0)dr'| e dr

+ eV [D1(8) + Da(6) + Ds(6)] + \/EDW(&)} : (1.3.2.7)

The outer limits of the transition solution has been used in (1.3.2.7). These outer limits
only take effect at angles that are within O(k='/2) of # = 0, which can be seen by
considering the small 6 expansion of the phase function kw(1 — cos#) in the transition
terms in (1.3.2.6) and (1.3.2.7). Figure 1.5 illustrates the magnitude of the leading-edge
transition solution. The relative size for comparison is t = 0.12 which is the order of
magnitude of the thickness-related perturbation terms to the leading-edge outer solution
(multiplied by /r). We clearly see that away from 6 = 0 the transition solution is

negligible compared to the orders retained in our calculations.
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1.4 Solution for the Trailing-Edge Outer, Transition,

and Inner Regions

1.4.1 Trailing-Edge Ray Field

Let (¢, 1) be the potential-streamfunction coordinates with origin shifted to the trailing
edge. Since we do not necessarily have a non-lifting aerofoil, ¢; changes above and below
the aerofoil, so the transformation between leading- and trailing-edge coordinates is given
by

¢—2ig+o¢t+¢t, P = Yy, (1.4.1.1)

where I is the total circulation around the aerofoil given by

= ;lag, (1.4.1.2)
1 [? eyl9)
=i+ — | —— 1.4.1.3
Qg =« —|r7T . T2 x) x ( )
and
a; = Re(eFY(2)), (1.4.1.4)

where F® is the thickness-dependent part of the complex potential given by (1.1.1.7).
Note that both I' and a; are O(e), given our assumption of thin aerofoils with small
camber and angle of attack.

The ray field emanating from the trailing edge is of the same form as in the gust
cases of Tsai (1992) and Myers & Kerschen (1997), so we write

Ki(6;) .
h, = t( t)e1kwcrt(7"t,9t) (1415&)

ke ’

where (r,0;) are trailing-edge polar coordinates, and the trailing-edge phase is

oy =1+ €0y, + O(€2), (1.4.1.5Db)
with
Ot — V(@t)/ q(r;, 6t>d7"£ + g2<9t) (1415(3)
0

The directivity function, K;(6;), and the phase function, ¢»(6;), are as yet unknown, and
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must be determined by matching with the trailing-edge inner solution.

1.4.2 Trailing-Edge Inner Solution

We move to the trailing-edge coordinate system (1.4.1.1). Letting (P, Uy) = k(¢r, ¢r)
and H;*'(®;, U;) be the local inner solution for the trailing edge, the leading-order terms
n (1.1.2.4) and (1.1.3.8) are

32 H;:ot 82 H;mt

557 S0+ w?H{* =0, (1.4.2.1a)
t t
OH Ohy
=—— . 1.4.2.1b
a\Ift D4 <0 87,[) <0 ( )
V=0 P=0

We require the pressure to be continuous across the wake ¢, = 0,¢; > 0, where the
pressure jump across the wake caused by our leading-edge transition solution is given in

Appendix C. We can write the pressure jump as
1IK(W— 2 t 1IKEW T— T
pl|¢:0+ - pl|¢:0_ ( )\/_ek 0Moo) e gikewV (0 fo qd fO ger] (1422)

and later we separate this into contributions from thickness and camber, save for an
interaction of the two in phase terms.

We first consider a trailing-edge inner solution, H;, that cancels the pressure jump,
(1.4.2.2), and satisfies (1.4.2.1a). With this solution we also enforce continuity of dis-

placement across the wake,

0OH .~ OH,
e 10 = i0- 1 1.4.2.3
8\11,5 <I>t>0 ¢ 8‘1’75 <I)t>0 ( )
W =0+ Wy=0—
where the constants Cy are defined by
Ci=k6M2(2+T/2+ o), (1.4.2.4)

and the continuity of pressure across the wake imposes

o [0H . [OH Ap(0) .
iC_ 13 iC i iw®d
— —10H — * H, = ——e'""* 1.4.2.
© [8@ i0 t} peo [8@ 0 t} 200 N ( %)
t=0+

Ty=0—
We do not impose (1.4.2.1b) on H; since we introduce a further solution, H*, to account
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for the direct reflection of the incident sound wave by the trailing edge. We therefore

require that H; has zero normal velocity on the aerofoil surface,

o,
ov,

= 0. (1.4.2.6)

By <0
Ty=0
We solve for H; using the Wiener-Hopf method, to yield

dX. (1.4.2.7a)

H — sen(¥,)iv2wAp(0)elc* /00 o iAD— [y VATw?
t dmk o A A+ wVA—w

We must match this solution onto the outer trailing-edge solution, (1.4.1.5), so evaluate
(1.4.2.7a) for R; > 1. The uniformly-valid expansion, found using Van der Waerden’s
method (Van der Waerden, 1952), is

eikwrt

H; ~ T<rt79t) k\/rv
t

(1.4.2.7D)

where

iA iCy ) .
T(T’t,et) _ Sgrl(wt)l p(())e [erfc(e’m/‘l\/w(l — COS 9t>krt)elkwm(c059tfl) /k:rt

2(6 —w)
~ V2we™ 4 sin 6, /2]
V(0 —weosby) |’

(1.4.2.7¢)

which is similar to the trailing-edge inner solution found by Tsai (1992).
The reflection of the incident sound wave by the aerofoil surface in the trailing-edge

region requires us to construct the solution, H'®, which we write as

Hz“ef _ H(t]eikw cos X(24I'/2+a)+ikweo? (0,0) , (1 428)

where o? is just oy, from (1.1.3.5), but in trailing-edge coordinates. To leading order, H

must satisfy

OPH. 9!

502 T 0 +w?Hf = 0, (1.4.2.9a)
t t
OH} , o
= —iwsin ye' X, 1.4.2.9b
O] oo, ' | )
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Just as in Section 1.2.1, we find that
HY ~ L} (0,)——, (1.4.2.10a)

as Ry — oo, where

sin ye ™/4sin 0, /2

Li(6,) = — + HL?, 1.4.2.10b
ol6) Vwry/1 — cos x(cos x — cosby) 0 ( )

where Hy? is a pole contribution given by
H? = sgnW el cosx ®etiwsiny V| (1.4.2.10c)

when —y < 6; < x, and zero otherwise. The outer limit of this pole contribution matches
to the remaining term (that explicitly contains 6;) in h°. The equivalent uniformly-valid

expansion for (1.4.2.10) is

isin ye % eFerisen ()

H! ~ sen(B;)erfe [e™/4 + HYP 1.4.2.11
0 2y/T — cos xv/1 + cos 6, gn () [ |5t” 0 ( )
where
U)Rt
B = (cosx —cosby)y | ———. (1.4.2.12)
2 sin” 6,

The pole contribution from Hé’p matches to the outer solution, h°, given by (1.3.0.1).
By combining (1.4.2.7) and (1.4.2.11), the overall scattered solution (i.e. without the

pole term) for the trailing-edge inner region has outer limit

; ; t
Httot — Ht + Héelk’wCosx(2:tF/2+ozt)+1kweol(0,O)

eik‘w'rt

This is matched onto the outer trailing-edge ray field (1.4.1.5) using Van Dyke’s matching

-~ <T(0t) + \/ELB(Qt)eikwcosx(2:tF/2+oct)+ikwea’i(0,O)) (14213)

rule, yielding the final results;

K (0,) = T(80,) + VEL(6,)eFw cosxZaL 2 ratikweri00) - ang  gy(0,) = 0. (1.4.2.14)
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1.4.3 Trailing-Edge Transition Solution

We now construct the trailing-edge transition solution h;s, which cancels the pressure
jump across the entire wake caused by the leading-edge field. We again split the solution
into thickness-dependent, h,g?, and camber-dependent parts, hig), where the thickness-
dependent part of the transition solution remains similar to the gust case of Tsai (1992),

save for some rescaling, so

1 )
WY = —G,(¢y, my)eF ot (00) = Vi, 1.4.31a
¢ NG t(Pe, M) Mt (08 ( )
with . " ) 0
iCy iT t A o,
gt<¢t7 77t> _ e \/Ee nap (§> elwnt /2(¢)t7£)d£ (1431b>

2V2(6 —w)y/m Jo (¢ — )32
We can use the solution from Tsai (1992) because it depends only on the pressure jump
at the trailing edge rather than explicitly on the nature of the incident perturbation.
Similarly, the transition solution for the camber dependence is similar to that presented
in Myers & Kerschen (1997), subject to a rescaling in k, and a slight alteration of the
phase to account for thickness dependence there. We take this solution in its final form
eikwd

h = i Joo(be, 1) + VE (Jeva(Deme) + Jenp(Be,me)) + 0(6)] ; (1.4.3.2)

where the Jy; ; are given by

iC
Jo = —SEN)ETE g s22400) ke 00) ( Py(0) e (w=3ME)T/2+ewl/ (0) [ a(ri,0)dr)

202 + oy

—mi/4
_Pl(QW)efik((wféMgo)F/2+6wV(O) f02 q(rt,27r)dr)) erfe [e / \/E|nt| ik(w—6M2,)(24+at)

)

G1(2 + ¢1)
(1.4.3.3)
o 0 (c) a7, bt poy o (c)
. q; / / t0 q; 1" I
Ji1.a = iewV (0)nJ, —— (¢, 0)dop, — V(0)e ,0)doy, (1.4.3.4
t1, ()ntOO 3¢t<¢t )de; (0) 877/0 . a¢t(t )dey, ( )
and
iCx V 0 1. 2 : : 2 2
Jﬂ’b _ _66 4;—06 ( )1elk(wféMoo)(ZJrat)Jrlkwecrl(0,0) (Pl<0>elk((w76Moo)F/2+ewV(O) Jo a(re,0)dr)

dv, (1.4.3.5)

iwn? —v
+B(2ﬂ_>efik((w75Mgo)F/2+ewV(0) f02 q(rt,27r)dr)) /d)t Utbt(V)e i /2(ge )
0 (¢ —v)3/2
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with
be(pr) =

c)//
2+¢t/ V2 + ¢ — EV/EY (1.4.3.6)

Here, Ji1,4(¢1, m¢) is the correction in the trailing-edge transition region that cancels the
discontinuity in the vertical velocity across the wake (and has zero pressure jump) caused
by the leading-edge camber-related field, and Jy 5(¢¢, 1) has continuous vertical velocity
across the wake, but cancels the discontinuity in the pressure caused by the leading-edge
camber-related field. For more details see Myers & Kerschen (1997).

1.4.4 Matching the Trailing-Edge Transition and Inner Solutions

Here we match the trailing-edge transition and inner solutions to ensure that our final
region completes our solution for the acoustic field anywhere in the solution domain. We
note first that when we expand H{(6;) from (1.4.2.11) in terms of transition variables it
becomes O(k~!) and hence is negligible in the matching. Setting & = |n|/v/¢¢ — € in
(1.4.3.1b) as done by Tsai (1992) gives

sgn(1),)e'C* \Jwel™/4

Gi(pe,m) = \/5(5—10)\/%

[ s - eendnag. aay
nel/v/be

We separate Ap*)(¢,) into a term proportional to Ap(¥(0), and a correction of O(tk~'/?).
This is given explicitly in Appendix C.
When we expand G} in terms of the variables ®; = k¢, and p; = |n:|/v/r = [V¢|/v/ Py

we see immediately that the second term in Ap® vanishes to O(ek‘l/ %), so

ikwot(¢6,0) glCx] A py(t) ‘
BO sgn(y)e e'“*FiAp (O)erfc eﬂw/4pt@ . (1.4.4.2a)
vk 2(0 —w) V2

Writing (1.4.3.2) also in terms of these variables yields

ikwot (¢¢,0) AiC+ iA (0 .
B ~ sgn (1 )e e “*1Ap'9(0) erfe e—m/4pt_\/w ‘ (1.4.4.2b)
NG 2(6 — w) V2

The contributions from J;; are negligible during the matching process. Recall the inner
solution, (1.4.2.7), and note that for the transition region we require the expansion of T
that is uniformly valid for all 6;, i.e. T"(6;). Expanding this in terms of the transition

region variables, 7; and ¢;, and taking the limit of large k we obtain

iA iCt+ ) / 2 - )
Ht ~ Sgn(¢t>l p(O)e erfe e—17r/4 wny e~ iwng /2¢>telkwrt’ (1442(3)
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where we use the approximation 6, ~ 1,/(v/k¢;). Finally, we note that in the trailing-
edge transition region r; ~ ¢;+n?/(2k¢;), hence we see that these two scattered solutions,
his and H,, match since Ap(0) = Ap®(0) + Ap{©(0). We are not considering the hy,
term in the matching here because it is not a field scattered from the trailing edge, and

has already matched its corresponding scattered field from the leading edge.

1.4.5 Far-Field Solution from the Trailing Edge

The outer trailing-edge solution is given by (1.4.1.5) and (1.4.2.14). Following the work
of Myers & Kerschen (1997) and Tsai (1992), we expand this in terms of transition region
variables, and expand the transition solution in terms of outer variables. When we write
both in terms of transition region variables we see common terms for both camber and
thickness. This ensures there is a matching between the trailing-edge transition and outer
solutions, but we must subtract this common term from the total far-field solution to
create a composite trailing-edge solution made up of the outer and transition solutions.

The common term corresponding to the thickness parameter is

i /4 iC.
h(t)c _ _Sgn(wt)e / Ap(t)(o)e + (btelkw@—&—lwn [2¢t+ikewot, (rt,0 ) (1451&)

V2w VE(©S — w)

while for the camber parameters the common term is

hgc)c _ _Sgn(wt)eWi/4eiCi Gt elkw¢t+lw77 [26¢
2TV k|| 8%

(Pl(())elk((w SM2)T /24ewV (0 fO (r,0)dr) Pl(27r) —ik((w—6M2)T/24ewV (0 fo (r27‘r)dr)>

1\/_ ntewV &
¢t

o]

plf(w=0MZ%)(2+ar) +ikwea] (0,0) (1.4.5.1Db)

To obtain a uniformly-valid composite solution in the outer region of the trailing edge,

denoted by A}, we must subtract this common term, therefore giving
hy = hy + his — hy. (1.4.5.2)

We did not have to subtract a common term when considering the leading-edge transition
solution because the leading-edge transition solution had a negligible effect in the far field
(except at O(vk) angles from # = 0 which we corrected with the trailing-edge transition

solution).
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The final expression for total far-field trailing-edge acoustic potential is given by

eiCi eikwat (7¢,0¢)

V2k/77(0 — weos 0) {_Sgnwt)ie‘m’“”“‘“s"”<P+ - P)
(5 —
erfc [e_”i/4\/2kw(1 — oS 0)} _ 2VEwV(0) (e — ey (2))(Py — P_)e™/*
VB
(1— V/2kwr (1 — cos f)e~ 2kwl—cosO)—mi/dg fe [e_”i/4\/2kw(1 — COS Q)D
vV )(Py+ P-)
n sgn(wt)e lf;u_Vé i \/m/ oifw(1—cos 0) fb (ng}
Tr o0
sgn(@/)) 1Cielkwat re,0¢) {Ap(t ( ) 7r1/4| $in ‘9t/2|

k(6 — w) V21w (d — w cos b))
() ) .
+ Ap\/;o)i\/Ee_Qlkw(l_wset)erfc [e_m/‘l\/ka(l — CoS 9)}

thifBso sin xe™4\/w (5 — w) (v + 1)M2
2m3/2\/cos x + 1(cos x — 1) 254 w?

ik (W—0MZ )T /24ikweoy, (2,0) ) gmi/4 VT VT ¢ + Poo " 9g" (r,0)dr
\/_ T t/T3/2 0 80 ’
elkw(l cos )T erfc [ 7ri/4\/2 — T\/kw 1 — cos 9)] dr + 2an /k(l — COoS 6)

| e [mgm ~logl¢?/2] — log[1 — /T = 4/€7]] d¢
2

s

hqf(Tty Qt) ~

(5 i w)2> eik(w—éMgo)(2+at)+ikweal(0,0)

2k(1 — cosf) / 1 — 4/g2eikuw1—cos0)E/2 g

ﬁ —mi ﬁoo (t) —dT
v [e /Wzkwu—cose)} [ (G [ o oar) A=

T 9a®
—ik(w—8M2)T/2+ikweoy, (2,27) ) wifa VT \/_ a Poo dq
+e 1 { V25 o (7_ + v | o8 (r,2m)dr

elkw(l cos )T erfc [ —7i/4 o+ /kw 1 — cosf ] dr + 2a+ /k(]_ — CcOoS 9)

| o2 [ogla) — togle?/2) — toglt — /1= 4767 dg

# e [0 amar IR —oosd) [ VT A2
0

%erfc [e—ﬂi/4\/2kw(1 — cos 9)] /0 (; + t/fzjz /0 agt) (r, 27r)dr) dr H

2—7
isin xe % (§ — w)ky/ry
2y/1T = cos xv/1 + cos 6,

Sgn(ﬁt)erfc [efﬂ'i/ﬂﬁtu eik:(w cos XféMgo)(ZiF/QJrat)eikweo"i (0,0) } ’
(1.4.5.3)
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where

P. = L(w B 5>Pl(Oi)eiik((wﬂSMgo)r/%weV(o) I3 a(r,0£)dr)+ik(w—8MZ) (2+ar)+ikweo (0,0)

V2

(1.4.5.4)
and the camber-dependent pressure jump at the trailing edge is given by P, — P_.

1.5 Total Far-Field Solution

At this point we briefly summarise our analysis. The total far-field scattered pressure
directivity is dominated by direct scattering from the leading and trailing edges, and in
addition more sound is generated by the interaction of the incident sound wave with the
aerofoil and the locally non-uniform mean flow in the leading-edge region (Section 1.2). In
the outer region the length scale of the mean-flow gradients scales with the chord length
of the aerofoil, and the distortion of the sound wave is sufficiently slow that no additional
sound is generated in this region. However, sound propagates away from the leading-
and trailing-edge regions through the outer region, and undergoes a refractive phase shift
of O(1) (Section 1.3.1). There are transition regions above and below the aerofoil which
account for the surface curvature, and are seen as rays propagating from the leading edge
along the upper and lower surfaces of the aerofoil (Section 1.3.2). These rays are then
scattered by the trailing edge (Sections 1.4.1 and 1.4.2). The trailing-edge transition
solution cancels the discontinuous pressure across the wake caused by the leading-edge
ray fields above and below the aerofoil (Section 1.4.3). A further contribution to the outer
solution is h° from (1.3.0.1), which arises from the incident sound wave being directly
reflected or blocked by the aerofoil surface. In the far-field this only has an effect in a
small O(1/r) region at § = x, and at distances of r = O(k) from the aerofoil this direct
field is overpowered by the scattered Fresnel fields in a similar manner to that discussed
in Peake & Kerschen (2004), therefore we do not consider its effects from now on and
instead discuss just the scattered solution.

We have obtained solutions for the leading- and trailing-edge ray fields, h}' and h{".
To obtain a uniformly-valid expansion, we replace any non-uniform terms with their
uniformly-valid counterparts, as explained in Section 1.3.1. We add the two fields to find

the total acoustic far-field potential,

h =R+ R,
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which can be written as
h = e*“7 [D}(r,0) — Dy (r,0)e*7] | (1.5.0.1)

where o is the phase shift between the leading- and trailing-edge ray fields, as measured
by an observer in the far field at angle 0 from the leading edge. The functions, Dy, (r,0),
are the uniformly-valid contributions to the total pressure from the leading and trailing
edge respectively. We choose a negative sign between the leading- and trailing-edge fields
so that the real parts of the Fresnel region contributions both have the same sign.

In the far field, the phase shift, o, is given by

O';t = 0t — 0]
= % (20 sin @ + cos O(La,m + focv)) + (2 £ % + ) cost — ikwea (0,0),

o0 oo

(1.5.0.2)

and o, is as defined in (1.4.1.3). The “+” denotes the phase shift above and below
the aerofoil respectively, and is present due to the non-zero mean circulation. The
first term in (1.5.0.2) corresponds to the different refraction experienced by the sound
emanating from the leading- and trailing-edge sources en-route to an observer above or
below the aerofoil, whilst the second term arises simply from the fact that the leading
and trailing edges are located at different positions in (¢,1)) space. The final term is
due to the distortion of the incident sound wave as it approaches the leading edge, and
is a constant. The term «, is crucial in explaining why the acoustic pressures above and
below the aerofoil differ as we alter the camber, thickness and angle of attack. We return

to this in the next section.

1.6 Results and Discussion

1.6.1 Far-Field Pressure Directivity for the Scattered Sound

Here we present results for the far-field scattered pressure directivity (i.e. not including
the incident wave), as determined from our analytic solutions hj" and hy. The pressure

directivity is plotted in physical space, and polar coordinates (r,,6,) in physical space
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are related to (r,6) in potential-streamfunction space via

r=(1— M2 sin6)"?r, + O(t, aw), (1.6.1.1a)
Boo cOs O,

cosf = )
V1 — M2 cos?0,

(1.6.1.1b)

The O(t, cer) term in (1.6.1.1) provides only a phase shift to the total solution in the
factor e*““t from (1.5.0.1), and hence does not affect the amplitude of the pressure
directivity (Myers & Kerschen, 1997). Our uniformly-valid composite expansions are
plotted for r, greater than the Rayleigh distance, O(k), to ensure that the acoustic
far-field behaviour is captured correctly (i.e. the Fresnel regions from the leading and
trailing edges have overlapped). In what follows, we omit the subscripted p and refer
only to physical space coordinates, and set k3 = 0 in (1.1.2.4b).

We explicitly consider the NACA 4-digit series of aerofoils to illustrate our results as
these are well known and widely used in industry (Abbott & Von Doenhoff, 1959). The

surfaces of such aerofoils are given by the non-dimensionalised functions
yr =Y +y® cos, zy =z +yWYsing, (1.6.1.2a)

where £ denotes the upper and lower surfaces of the aerofoil respectively, and (z,y) are

Cartesian coordinates with origin at the aerofoil leading edge. We define Y (z), y*) ()

and ¢(z) by
YV = —alz + y9(z), (1.6.1.2b)
mr(Qn T 0<z<2
ey© — 52(2(5 2)30 =t=A (1.6.1.2¢)
W(l+§—2p) 2p <z <2
2t T x z? 3 zt
) — == ~ —ay— — — 1.6.1.2d
10 = 25 (/5 ~ o5 sz +oug o) .
y(c)
¢(x) = arctan [ y + ozi} : (1.6.1.2¢)
T
with

a; = 0.2969, ay = 0.1260, as = 0.3516, as = 0.2843, as = 0.1036.
(1.6.1.2f)
The standard choice of a5 is 0.1015 (Abbott & Von Doenhoff, 1959), however our choice
of as sets the position of the trailing edge to be (2,0) which proves more convenient

for computation. Analytically this small alteration is negligible to the orders retained
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during calculations. The superscripts ¢ and t denote camber and thickness respectively,
while the term —a;z in (1.6.1.2) corresponds to the aerofoil being at the angle of attack
/

Q; = €Q;.

Here, 2 is the chord length, 0 < z < 2 is the position along the chord, ey
is the half thickness at a given value of x from the centreline to the surface, t = et is
the maximum thickness as a fraction of the chord length, m is the maximum camber as
a fraction of the chord length, and p is the location of the maximum camber along the
centreline as a fraction of the chord length. A NACA 4-digit series aerofoil is defined
entirely by the choice of p,m and t: 100m gives the first digit, 10p gives the second digit
and 100t gives the last two digits.

0.08 - [

0.08

-0.08 SO

(a) Full range. (b) Centre detail.

Figure 1.6: Far-field scattered pressure directivity for a NACA 1112 aerofoil, k = 6,
a; = 0° x = 45°, kw = 10. The Mach number is varied from 0.6 to 0.8.

Figure 1.6 shows the effect of changing the freestream Mach number, M,,. An in-
crease in Mach number increases the acoustic pressure amplitude everywhere around the
aerofoil, and increases the modulation in the upstream direction (the left-half plane),
i.e. a larger Mach number produces more lobes in the upstream direction. This effect
arises from the relationship between w and M., (see (1.1.2.4b)); as M., increases, so

too does w, causing a more rapid phase variation. There is an extra modulation of the
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(a) Full range. (b) Centre detail.

Figure 1.7: Far-field scattered pressure directivity for a NACA 4-digit aerofoil with 10%
maximum camber at 10% chord length, k = 6, a; = 0°, x = 45°, kw = 10, M., = 0.7.
The thickness ratio is varied from 0% to 12%.

phase above the aerofoil when compared to below, due to the phase shift between the
leading and trailing edges; particularly the term depending on mean loading parameter
a,V(0). As analysed in Myers & Kerschen (1997), this adds to the phase variation in
the upper half plane, but subtracts from it in the lower half plane, due to the sign of the
perturbation flow velocity eq; a positive ¢ (i.e. above the aerofoil) gives a larger speed
of the surrounding flow in the downstream direction, whereas a negative sign decreases
the speed, hence reducing the modulation. We see that the pressure directivity in the
Fresnel regions (the large lobes above and below the aerofoil) is finite thanks to our
uniformly-valid solution; this is a feature of all results given here.

The effect of varying aerofoil thickness is shown in Figure 1.7. As we increase thick-
ness, we decrease the magnitude of the pressure levels directly upstream (the negative
real axis). This is a result of the slowing of the steady flow as it approaches a thick
body. The pressure in the Fresnel regions increases in magnitude, due to multiplicative

factors of tvk appearing in the corrections to the pressure amplitude that come from
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-- a;=0°
— =5
Q; =100
-0.02
-0.06 o
NN
\ \
NN
\\\\,
~0.08F
(a) Full range. (b) Centre detail.

Figure 1.8: Far-field scattered pressure directivity for a NACA 1112 aerofoil with k = 6,
x = 45°, kw = 10, M, = 0.7. The angle of attack is varied from 0° to 10°.

(1.2.0.3). This effect is caused by additional Fresnel contributions being produced for a
thick aerofoil hence we see increased reflection or shadow contributions.

Figure 1.8 shows the effect of varying the angle of attack of a NACA 1112 aerofoil.
There is little amplification in the overall magnitude of the radiation (excluding in the
Fresnel regions), due to the increase in a.g being only small when we increase the angle
of attack a;. Recall the significance of aeg is that in the inner leading-edge region the
camber-dependent part of eq scales multiplicatively with a.g, thereby inducing the effect
of both the angle of attack of the mean chord line and the camber relative to the mean
chord line. The modulation is increased above the aerofoil for greater incidence angle,
for similar reasons to those discussed for increasing Mach number in Figure 1.6. The
pressure amplitude in the Fresnel regions varies in an apparently complicated way with
varying «;, and this is caused by variations in magnitude of the directivity function,
along with the phase shift between the leading and trailing Fresnel expansions being
different above and below the aerofoil, which is discussed in more detail later.

Figure 1.9 shows the effect of varying x, the angle of propagation of the incident sound
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01f
0.08f - y=30°
— y=45°
x=60°
-0.02
-008|
—01F
(a) Full range. (b) Centre detail.

Figure 1.9: Far-field scattered pressure directivity for a NACA 1112 aerofoil with k£ = 6,
a; = 0° kw = 10, M, = 0.7. The angle of the incident sound wave, Y, is varied from
30° to 60°.

wave. Clearly as we alter x the shadow and reflection boundaries move, and hence the
directions of the Fresnel regions (which lie on these boundaries) also move. We also notice
that there is an increase in the magnitude of the sound pressure level as we increase Y.
This is caused by the fact that the amplitude of the flat-plate solution, (1.2.1.9), scales
as sin(x/2), corresponding to the increase in the blocking of unsteady momentum by the
aerofoil as the sound wave is rotated closer to the normal direction. Figure 1.10 shows the
effect of varying kw. Physically this corresponds to varying the frequency of the incident
sound wave. In the upstream direction, the pressure directivity increases in magnitude
as kw increases, since w is a multiplicative factor of the pressure (recall, the pressure
can be obtained from the modified potential h via (1.1.2.5)). We have found that the
flat-plate solution has h ~ (kw)~'/2¢**" hence the flat-plate pressure contribution has
a multiplicative factor of w'/?). The other effect of increasing kw is simply to increase
the modulation everywhere around the aerofoil (due to kw being the scaling of all phase

terms in the far-field sound).
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0.08

-0.08 -

(a) Full range. (b) Centre detail.

Figure 1.10: Far-field scattered pressure directivity for a NACA 1112 aerofoil with k = 6,
a; = 0°, x = 45°, M., = 0.7. The acoustic frequency, kw, is varied from 8 to 12.

Finally, Figure 1.11 shows the effect of varying the percentage of maximum camber
of the aerofoil for an incident sound wave emanating from far downstream i.e. from the
bottom right of Figure 1.1. The modulation of the far-field pressure directivity is due to
the interference of the leading- and trailing-edge fields, and as can be seen in the previous
results is strongest in the upstream direction. This time, however, the Fresnel regions are
directed upstream and thereby envelope much of the modulation, so that the directivity
in Figure 1.11 is less oscillatory than for sound incident from upstream. The upper
leading-edge Fresnel zone is visibly modulated however, and this modulation increases
with increasing camber; this is for identical reasons as to the increasing modulation found
in Figures 1.6 and 1.8. We also see here another example of a complicated variation in
the magnitude of the pressure with varying aerofoil geometry in the Fresnel regions,

similar to Figure 1.8.

57



CHAPTER 1

RESULTS AND DISCUSSION

(a) Centre detail.

(b) Full range.

Figure 1.11: Far-field scattered pressure directivity for a NACA 4-digit aerofoil with
maximum camber at 10% chord length, and 12% thickness, k = 6, kw = 10, a; = 0°,
x = 135°, M., = 0.7. The percentage of maximum camber is varied from 1% to 9%.

Q;
_5°
_3°

0°

30

50

70

10°

kwo}t

0.46
0.91
1.58
2.25
2.69
3.14
-2.47

kwo

S

2.69
2.25
1.58
0.91
0.46
0.01
-0.66

kw(of —o7)
-2.23
-1.34
0.00
1.34
2.23
3.13
-1.81

Table 1.1: Values of the phase shift above and below the flat-plate aerofoil modulo 27.

1.6.2 Total Far-Field Pressure

In what follows we set M., = 0.7, kw = 10 and x = 45°, and investigate the maximum

and minimum total scattered far-field pressure, by summing the incident pressure and

the scattered pressure, and normalizing by the incident pressure. The maximum and
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Pmax s Pmin

— 0% upper
6% upper
-=- 12% upper
T P

— 0% lower
b 6% lower
-=- 12% lower

a;

Figure 1.12: Maximum and minimum total far-field pressure (normalised with respect
to the incident pressure), as functions of angle of attack, for uncambered NACA 4-digit
aerofoils. The legend denotes maximum thickness in % of chord length and the location;
either in the upper (shadow) or lower (reflection) Fresnel region. p; denotes the pressure
generated by the incident sound wave.

Prmax » Pmin

S — 0% upper

14—§-~~§“~ \\\\\ - 6% upper

I ---  12% upper

T P

— 0% lower
6% lower

---  12% lower

Max camber in
2 4 6 8 % of chord length

Figure 1.13: Maximum and minimum total far-field pressure (normalised with respect
to the incident pressure), as functions of maximum percentage camber,for NACA 4-digit
aerofoils with maximum camber at 10% chord and zero angle of attack. The legend
denotes maximum thickness in % of chord length and the location; either in the upper
(shadow) or lower (reflection) Fresnel region. p; denotes the pressure generated by the
incident sound wave.
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minimum pressures occur within the reflection and shadow Fresnel regions, respectively.
Each maximum and minimum is generated by two Fresnel regions combining in the
far field, emanating from the leading and trailing edges of the aerofoil, which have a
phase shift between them. This phase shift, o, in (1.5.0.2), is an important factor in
determining the nature of the total pressure within the Fresnel regions, and depends
strongly on the non-uniform mean flow around the aerofoil.

To illustrate the importance of the phase shift, consider Figure 1.12 and Table 1.1;
for 0% thickness at a; = —5°, the Fresnel region contributions are almost in and out of
phase above and below the flat plate respectively, with the phase shift above the plate
being close to 0, and the shift below being close to 7. Hence above the plate, we subtract
the magnitude of the scattered field generated at the trailing edge from the scattered field
generated at the leading edge (we subtract when the fields are in phase because there is
an overall negative sign difference between the relevant contributions in the leading- and
trailing-edge fields in (1.5.0.1)). Below the plate, because the fields are almost out of
phase, we end up summing their magnitudes. Thus the upper solid curve (denoting the
maximum pressure below the plate) in Figure 1.12 is further from the (unit) amplitude of
the incident pressure than the lower solid curve (denoting the minimum pressure above
the plate).

As we increase the angle of attack, the phase shift above the plate increases, whilst the
phase shift below the plate decreases, and the overall phase shift difference comes closer
to 0, and equals zero at zero angle of attack. In this case, the flat plate is aligned with
the steady mean flow, hence we expect that, for any angle of propagation of incident
sound wave, the pressure perturbation above the plate mirrors that below the plate.
This is precisely the case seen in Figure 1.12 where for any value of thickness, at a; = 0
the maximum and minimum total pressures are equidistant from unit pressure. As we
increase the angle of attack further still, the phase shift above the plate still increases
and the phase shift below the plate still decreases, and as these values approach m and
0, we begin adding and subtracting the magnitudes of the pressure from the leading-
edge scattered field and the trailing-edge scattered field respectively, which results in
the upper curve approaching unit pressure, and the lower curve tending further from
unit pressure. This process occurs until «; & 7° at which point both the maximum and
minimum pressure curves approach minimum values (for larger values of «;, we begin
to veer out of the a; = O(€) region so the results are less reliable). One anticipates the
maximum and minimum pressures will continue to oscillate as we increase the angle of
attack, and the troughs of the maximum and minimum pressure curves will occur when

the pressure shift difference between them are close to m, whereas the peaks will occur
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when the difference is close to —.

The variation of maximum and minimum pressure for a cambered aerofoil is shown
in Figure 1.13. There is symmetry about unit pressure for zero camber for all values
of thickness plotted here, because once again the phase shifts between the leading and
trailing Fresnel regions are the same above and below the aerofoil, for zero camber. Upon
varying the amount of camber, we not only vary the phase shift between the Fresnel
regions, we also alter the shape of the leading and trailing edges with respect to the
incident flow, and hence get a variation in magnitude of the leading- and trailing-edge
scattered pressure fields as well as the variation in phase. Thus there is little symmetry
anywhere else in any of the curves in this figure, but it illustrates the complicated nature

of the sound scattered in the Fresnel regions as we alter the aerofoil geometry.

1.7 Conclusions

This chapter has investigated the scattering of a high-frequency sound wave by an aerofoil
in steady mean flow. In particular, a uniformly-valid far-field solution for the scattered
acoustic pressure has been found, correct to the leading two terms in both the amplitude
and the phase. In the high-frequency limit the far-field sound is dominated by scattering
from the leading and trailing edges, and the magnitude of the scattered pressure is
greatest in the Fresnel reflection and shadow regions. The existence of these Fresnel
regions represents a structural difference between our results and the work of Myers &
Kerschen (1995, 1997) and Tsai (1992), who considered an incident gust rather than an
incident sound wave. A number of physical insights have arisen from our analysis; first,
the difference in refraction experienced by the sound from the leading and trailing edges
en-route to the observer, represented by the quantities 0%, plays a key role. For instance
(in Figures 1.6 and 1.7) the aerofoil camber and mean loading have a direct effect on the
number of lobes in the sound field, while (in Figures 1.12 and 1.13) refraction is shown to
have a significant effect on the amplitudes in the Fresnel regions (i.e. on the amplitude of
the total reflected field and on the depth of the shadow). Secondly, the aerofoil geometry
and non-uniform flow close to the leading edge can have an appreciable effect, especially
in the Fresnel region (see Figure 1.7, where we vary the thickness with everything else
held fixed).

We have also seen that the angle of incidence plays an important role; the sound
pressure level of the scattered field increases with sound incidence angle (Figure 1.9),
which is seen to be due in part to the increased momentum blocking for oblique sound

waves. Further, the character of the sound field changes between cases in which the
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incident sound comes from upstream and from downstream, which is seen to be due
to the Fresnel regions dominating the highly oscillatory diffracted field upstream in the
latter case (Figure 1.11). The precise implications of this effect for rotor blockage will only
become clear once a cascade calculation has been completed, but given that the cascade
noise is highly sensitive to the interference of the scattered field from different blades, we
can speculate that the possible constructive interference of the upstream Fresnel regions
of the different blades could reduce the opacity of a rotor to sound generated downstream.

The results in this chapter are applicable to any aerofoil with a parabolic leading
edge, with nose radius scaling with thickness squared, and a sharp trailing edge, although
aerofoils with different leading-edge shapes can be analysed using the same steps laid out
by this chapter. The parabolic leading edge is convenient for both industrial aerofoils
such as the NACA series, and mathematical aerofoils such as the Joukowski aerofoil.

Whilst new sound power is not created during the interaction of the incident field
with the aerofoil, it is scattered and redirected by the aerofoil, and understanding this
process is of great importance if one wishes to optimise shielding within an aeroengine.
A principal benefit of the work presented here is in Section 1.6.2; this analysis allows the
location and magnitude of the maximum total pressure obtained during sound-aerofoil
interaction to be calculated swiftly and easily. Moreover this maximum can be calculated
for a variety of aerofoil geometries and flow conditions with little difficulty, hence optimal
aerofoil geometries can quickly be specified. Compare this method to computationally
calculating the far-field pressure for many aerofoils (just one such calculation takes a
substantial amount of time and processing power), and it becomes clear how this work
could be useful to industry. Furthermore, as mentioned in the introduction to this
dissertation, current computational schemes only run in low- to mid-range frequencies;
high-frequency results are increasingly hard to compute.

It must be noted that the effects of a turbulent boundary layer have been neglected,
and it is well-known that the interaction of turbulence with the trailing edge is a very
important additional source of sounds (Ffowcs Williams & Hawkings, 1969; Howe, 1978).
Furthermore there is an upper limit of validity of the Kutta condition we apply at the
trailing edge, namely k& < O(Rel/ ), with Re the Reynolds number based on chord length.
A detailed discussion of this limit can be found in Crighton (1985). A further and more
obvious breakdown of our analysis occurs when the angle of attack approaches the stall
angle. For thin aerofoils this restricts the applications of our theory to aerofoils at small
angles of attack, but for cascades this restriction is not so severe, given the flow turning

induced upstream.
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Qo

Cy

constant determining the shape of the aerofoil nose.

speed of sound of the steady flow, which far upstream equals a...
KOMZ(2+T/2 4 ay).

boundary condition term for inner solution Hs, = d; + dy + d3.

directivities of the outer limits of P;.

amplitude function of the camber-dependent leading-edge transition solution.
directivity function for the far-field acoustics.

complex potential in (¢, 1) space for the steady flow around the aerofoil. Fyy denotes
the complex potential for a flat plate at an angle of attack.

velocity potential.

amplitude function of the thickness-dependent leading-edge transition solution.
modified velocity potential in the outer region.

modified velocity potential of the incident sound wave.

leading-edge transition solution to h. Corresponding trailing-edge transition solu-
tion is My,

trailing-edge scattered inner solution of h, with outer limit directivity, 7.
trailing-edge reflected inner solution of h, H]® = Hieikw cosx(2EL/2+au),

leading-edge inner solution of h, separated into a flat plate term, Hy, thickness
contributions, H; and camber and angle of attack contributions P;.

wavenumbers of the incident sound wave, (k1, ky) = (cos x, sin ).
reduced frequency parameter.

wave vector in (¢, 1)) space, = k(ky, ko, k3).

directivities of the outer limits of H;.

directivity of the outer limit of H{.

Mach number of the uniform flow, which far upstream is M.
modified unsteady pressure.

velocity variation of the steady flow around the aerofoil.
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aerofoil thickness, t = et’.
total flow field generated by the upstream perturbation.
steady flow speed, which far upstream equals U,.

evolution of the incident disturbance in the steady mean flow.

-p% (1 — DM (5 — w cos 9)2>.

285 w?
V(0Moo)? — (k3/Bs)?.

complex coordinate in (¢, 1) space.

effective angle of attack relative to a horizontal uniform flow accounting for camber
at the nose, aeg = ey

BT/ (21).

aerofoil angle of attack relative to a horizontal uniform flow, «; = ea.
Re(eFM(2)).

Prandtl-Glauert compressibility factor, \/1—7]\402 , which far upstream equals [, =
JI— 2.

w/B%

amplitude of the pressure jump across the trailing edge.

small asymptotic parameter for aerofoil thickness, camber and angle of attack.
steady circulation around the aerofoil.

ratio of specific heats.

angle variation of the steady flow around the aerofoil.

density of the steady flow, which far upstream equals p..

horizontal coordinate corresponding to the modified velocity potential of the steady
flow around the aerofoil, with origin at the leading edge.

vertical coordinate corresponding to the streamlines of the steady flow around the
aerofoil, with origin at the leading edge.

phase of the modified velocity potential of the incident sound wave, o; = 0y + €01+

O(€?).
phase function the outer region, = oy, 4, + €0y, 4,

phase shift between the leading- and the trailing-edge ray fields.



(c)

©)

non-dimensionalised frequency.

angle of propagation of the incident sound wave.

subscript denotes the function with respect to an origin at the leading edge of the
aerofoil.

subscript denotes the function with respect to an origin at the trailing edge of the
aerofoil.

superscript denotes a camber-dependent quantity.
superscript denotes a thickness-dependent quantity.
superscript denotes uniformly valid approximation.

superscript denotes a dimensionalised quantity.
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Appendix A

Upon substituting the solution for Hy, (1.2.1.3), into the right hand side of (1.2.4.1a) and
by using the same method as Tsai (1992)! we find the particular solution of (1.2.4.1a),
denoted with a hat, to be

. — weWR.0) 2 1) M2
H3p_1\/_s1nxﬁooa JReo / VA —we 1_(/\+5) (v + )M, A\
my/cosx + 1 A+ w cos Y 234 w?
Net(MR.0) (/\ + (5)2(7 + 1)M4
—isen(U)VR si n 1— =1 ) dA
isgn(¥)v Fisi 0o VA + w(A+ wcos y) { 2[5 w? }>
(v +1)ML ic059/2/ (A+0) Ny
— VN —w—"1 qa(GNRE) gy
434 w? /\+wcosx)e
1ML 2
tsgn() T Do sin 9/ AA+9) e“(A’R’e)d)\) . (A1)
452 w? o VA + w(X+ wcos x)
This particular solution has singular behaviour at the origin which we can analyse
by defining
o 1 (y+ 1ML (N +6)?
L(RO)= [ VA- — > sROGN, (A2
(0= [ “’(mwcosx) 205w v+ weosy) ) © (B2
<A 1 (y+ 1ML (AN+9)?
I3(R,0) = 2 sROGN, (A
+(,6) /_oo VAt w <(A+wcosx) 205w? (A tweosx) ) (A9
* o (A+9) AR,
I 9 — A -~ @ CL( 54, )dA A_4
1(£,0) - w(/\—l—wcosx)e ’ (4-4)
S(R,0) A+9)  aonragy, (A.5)

\/)\—1— (A + wcos )

These represent the integrals in (A.1). There is a clear similarity to the gust case con-

sidered by Tsai (1992), so we evaluate these integrals as he does; we can write

]2(R7 0) _ _QWWV(X)GHUR(COSX cos 0—|sin 0| sin x|)

: , + 1) M4 (A.6)
+ 261chos€+7r1/4 ([21(R, 9) + (7254) 00122(R 9))
27i4/w cos x R et
I.(R.0) = 174 iwR(cos x cosf—|sin6||sinx|)
iwR cos 0—mi +1 M;lo .
4 Qelwhcosb—mi/4 (ng(R, 0)+%132(R 6))
]4(R, 0) — —971./1 + COSX((s — W cos X>ein(cosx cos 0—| sin 0| sin x|) + 2eincos0—7ri/4]41(R7 0)7
(A8)

I This method is repeated in detail in the first appendix of the next chapter. We have chosen to
include full details of the method for that solution because of the errors found in Tsai (1992).
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2miy/w cos Y
I5(R,0) = —%

(5 — W COoS X)ein(cosX cos 60— sin 0| sin x|) + zeincos €+7ri/4I51 (R, 9)7

(A.9)

and evaluate in the limit R — 0 to get

3 39 i 36

Iog ~ /T ( R5/2 + S [(85 4w cos y — bw) sin 5 3w sin —}) (A.10)
3 30 i

[SQN\/%(WCOS?_FW 11

30 i
_|_

30
[(85 4w cos X — Hw) cos 5 3w cos —]) (A.
1
Tsin— —— :|
2R3/ 2  4VR

[41~ﬁ(

0 0
[ 2wcos%sm9+4(5 wWCos Y — W 31n2>

(A.12)
1 30 i
+

SR 8 5 —4\/}_%

We have neglected terms that do not create singularities at ® = 0. By summing and

Is ~ \/7_r( {Qw sin?sin@ +4(0 — wcos y — w) cos g]) . (A13)

simplifying we find that the asymptotic behaviour of this solution as R — 0 is

. isin y ae™4(y + 1) M2, (sin 20 i0 sin@) ‘ (A14)

L 273 wy/weosx +w \ R? + R

We can approximate the terms in (1.2.4.1a) for small R, and then integrate the resulting
equation to give us a local solution of (1.2.4.1a) valid for small R. This informs us that Hj
ought not be singular at R = 0. Hence we add the appropriate Hankel functions, which

are complementary solutions to the Helmholtz equation, to eliminate the singularity to

yield
- i /4 4
5 asinx €™ (y + 1) M /T (w_ ) . erg(D) .
H;, = Hj, + 155w Jaosy T T <§H2 (wR)sin 20 + 16H; ' (wR) sin 8) , (A.15)

where H 1(12) are Hankel functions of the first kind (Abramowitz & Stegun, 1964, pp. 358).
We define ng = ng — ﬁ[gp.
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Equation (1.2.4.3c) is factored as d; + dy + ds, where

dl((b) - _ Meiwcosxé (—211)2 sin2 X\/_— 1w COSX_

w NG

i(y + DMS, (0 —weos ) 2 i 2
25T 0P 5 [ ANV B (6 — w cos y)w? sin® x

2i(w cos x(§ — 2w cos x) + w?
| 28w cos x( X) )D B
Vo
: : - iw®+im /4 1 M4 1
:1wsmxb’ ae 1_(7—1— ) (5 —w)? ) =, (B.2)
Vry/weosy fw  cosyx — 1 2% w? P
iw sin x Booa WEHT/A T (v+1)M2 ) X
ds(®) = 2 1— T /ooy _ =
3(®) VT weos x +w i(weosx +w) 252 w? (0 —w) P
N V(v + 1) M2 cos x
484 wy/w cos x — wd3/2
(y+ 1ML /2 i(0—2w)
e \m T @
i(w cos x—w)P—in/4 )
+ Ve erfc(e™*/(wcos x — w)®) [—2w2 sin? x V@
VW oS X — w
iwecosy  i(y+ 1)ML
VB aiLu?
+2i((5 — 2w cos X)w cos X + w?) N wcosx)H

\/6 P3/2
erf(e™*/(wcos x — w)®)

i(wcos x—w)P—mi/4

(6 —wcosy)e

(6 —wcosx) <—4\/6((5 — w cos Y)w? sin® y

CLM2 eiw cos xP
2500@3/2

(’Y‘i‘ 1)1%4 SinXCL\/7_T i/4 (1) . (1) 1
- © m H ) H D)) — B.
17 Vo cony Tu e (w 5 (wd) +i0H; " (w )> o (B.3)
and
1 (v 4 1)M; 2 2
X=— (14897 )0 1 — — . (B4
cosx—l( + 25T 2 [w(cos x — 1)*(wcos x +w — 6) + (6 — w)?] (B.4)

We assume that ¢ has a small positive imaginary part so that when we apply the
Fourier transform, our integrals converge at infinity. The F; required for the evaluation

of the Ls., in Section 1.2.4 are given by

= oo—di(m)ev\mer e/4 —w)x)dx
F., = o f( V(A Yz)dz. (B.5)
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We evaluate F'i; 2, noting that the formula

F—l—i di(x)eimdx (B6)

() = 1 / dr / o
C2mi Jo, Ve —w(k = N) Jo
(where the contour of integration, C, runs parallel to, but just above, the real s axis,
and below w), is more appropriate to evaluate F'y 5 since it allows us to properly assess
the effects of the branch cuts. For F';; we evaluate the z integral in (B.6) first, whereas

for Fy, is it easier to evaluate the x integral first. We obtain

o —ifspae’m/4 —i(a — wbcos )
AR~ (w + wcos x) (A + wcos x)
-z oAb [1 2 arcsin (w——)\)]) (B.7)
2 VA — w(wcos(x) + N)3/2 T Vw + wcos x ’ '
where
M2 1
a=—2uw’+ 1o<>é—z+)<5 —wcos x)?,
iM2 1
b= —2wcosy — 10;#)(6 —wcosy) (cos x(0 — 2w cos x) +w),
2w
and
7 2i sin x v/wBscae™* 1 (1 (v + 1) ML (0 )2) oo | Y 2w — iV —w
= I —w .
= Vmycosy + IV —weosy — 1 231 w? s VA+w

(B.8)
The decomposition of the complementary solution is done in this way so that we may
explicitly evaluate Ls., and Ls.,. The remaining terms for the integral involved in Ls.,
is convergent, but must be evaluated numerically. We take the outer limits of the Hj,,
given by (1.2.4.4b) to find the directivity functions Lj.,. We find

L3C1 (0) =

Bocasgn(¥) cos(6/2) { a — wbcos b (1 2 sresin {\/1 + Cos@])
2\/§w(cosx —cosf) |wy/cosx — cos O T V14 cosy
2 (a—wcos(x)b)v1+ cos 9} (B.9)

™ wceos X +w

This is not singular at cos # = cos y which can be seen by taking a Taylor series expansion
for 6 close to x. In Ayton & Peake (2013) we incorrectly thought Lj. was singular
at cosf = cosy and presented a complementary error function style uniformly-valid

solution, which given the parameter g, (1.2.1.7b), would never be O(1) (as we have now
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established that there is no singularity) is equivalent to the result presented here.
The uniformly-valid expansion of Ls., found by using Van der Waerden’s method
(Van der Waerden, 1952)* is

LE (r.0) = V2sgn(¥)siny Boca 1 - M(é w)?
Beatl T my/cosy +1  cosy —1 234 w? v

ViV1+cosh \ 2

—00

[ V2 (ﬁ log(kr) — /00 log(s + ei“/4\/w(1 ~ cos H)kr)e_Sst)

o V2 + /1 +cosf N log(1 — cos ) N im + 2log(w) (B.10)
& v1—cosf V21 +cosl 221+ cosh |’ '
so that "
Hs,, ~ L, (r,0) (B.11)

ﬁ.
The logarithmic singularity at # = 0 has now been removed, as the singular contributions
of the second and third to last terms in (B.10) cancel. This singularity occurs originally
at @ = O(k~'/?) in the integral expression of the Hs., Wiener-Hopf solution (see (B.8)) ,

which we shall see later is a key scaling for the leading-edge transition solution. Finally

im/4
_ Sgn(w)elﬂ/ = e—iw cos Oz

b0 == ey

is retained in integral form as it is not possible to find an analytic expression for this

erf(e ™4\ /w(1 + cos 0)z)ds(x)dx (B.12)

integral; it must be evaluated numerically.

! Again, full details of this method will be covered in the first appendix of the next chapter because
of errors in Tsai’s results.
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The thickness-related total leading-edge solution for ¢ > 2 on ¢ = 0L is given by
hl(t)(qﬁ, 04) + h@((b, 04 ), using the expression for G as given in (1.3.2.5b), so

eikwal (¢,0)

G

¥ Lo (04) F fwwzoi%(iosx ) (- %(5 ) {/ :

o [ (r,@)dr] ¢__§d§+/2 [g+t,§3/2 = (r,O)dr] 2

_g (1og[32k¢w] +7— %) }D . (€

The final term in this expression occurs due to the contribution from the non-uniformity
in L3., at # = 0+ and can be seen by setting § = 0 in (B.10), using Gradshteyn & Ryzhik
(1980, p. 574). Equation (C.1) forms the basis of the pressure jump across the trailing

hW(p,05) = <L0(Oi) +tVk | L1(0+) + L2(0+) + Lap(0+) + Lac, (0+)

edge, which is given by
i(6 —w)
pl‘¢:o+ - pl|¢:0_ = —\/E\/m
[eik<w—5Mio>F/2 {P,(o) 4 +VE[L1(0) + La(0) + Lp(0) + Lae, (0) + Lae, (0) + Laey (0)]

i e - [ |

€ 5,(t) 2+ 2 o (1)
4 Boo 8(] (r’,O)dr’} V2 4+ ¢y §d§ +/ * |:g Boo aq (T/,O)dT,:|
2

e ), o8 pp ¢ ver ), o0

ik(w—6M2)(2+¢t+az)+ikweV (0) fo (r",0)dr’ +ikweo (0,0)

20 e % (roupakton+ 2l + 7 - T ) ] -

+ tVE[L1(27) + Ly(27) + Lap(27) 4 Lae, (27) + Lac, (27) + Lae, (27)]
+tVk Sin x e ( 7+1M4(5— ))

e—ik(w—éMgo)F/2{Pl(2ﬂ_)

V2my/cos x + L(cos y — 1) 254@02

“Ta B gaq(t
{/0 [s*ww ) NoETreda
2+¢¢ 500 , 2+¢t
+/2 {€+t’€3/2/o o8 & O)dr] e

3 7r1/4 V (c (e
—% (log[32k(¢t + 2w+ 7 - %1) }] } +e ﬁﬁ / Y N (5)d5
(cH = BMIT/2 Py (0) 4 oMM/ o) )| (C.2)
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We write the pressure jump in the form (1.4.2.2) where

(t)(¢t) _ V2 Ap (t) (0 )+t\/—lwszﬁoo\/_eik(w—5M§o)(2+m)+ikwea§(o,o)
V2t o

V215 4w
<1 _ (v + 1)M2 < (5 — w)z) {eik(w—éMgo)Fﬂeikweall(2,0) (/2 [E
25§0w2 o LS
B [ 0qY / 1 V2
Ter ), o0 (T’O)dr} (x/2+¢t—€ - vz—wmt) “

a Or + 2 /2+¢t {a B [* 04", /] 1 )
e n e, 0| —eed
ﬂm Og{ 2 ] 2 £ 32 ), 00 ", O)dr 2+ ¢ —¢ ‘
2 £
+ e ik(w— SMZ)T /2 gikweor (2,2m) </ |:a 4= Boo aqt (7“ 27T)d7",}

t/€3/2 0 89
1 [¢t+2}
V2Zth-E V2o wzmt NN ET R
200Tq B,
+/2 {5+t’£3/2 i 69( 2mydr 1¢2—+¢t £d§>}' (C3)
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Chapter 2

High-Frequency Sound Generated by
Gust-Aerofoil Interaction in Subsonic

Uniform Flow

We now consider gust-aerofoil interaction in steady subsonic uniform flow. In this chapter
we extend the work of Myers & Kerschen (1997) and Tsai (1992) to evaluate the far-
field sound generated by gust-aerofoil interaction in uniform flow, for an aerofoil with
small thickness, camber and angle of attack, as illustrated in Figure 0.7. Tsai considered
only symmetric Joukowski aerofoils at zero angle of attack, whereas Myers and Kerschen
considered zero-thickness, cambered plates at non-zero angles of attack. Here we combine
all of these features. Much of the analysis is the same as in the previous chapter; we
assume the frequency of the incident gust is high, £ > 1, and the thickness and camber
angle are small, et/ ea/ < 1. We again impose the preferred scaling ek = O(1), and use
matched asymptotic expansions to split the problem into similar regions as described for
the sound-aerofoil interaction problem; these regions can be seen in Figure 2.1.

We notice that the main difference between the regions arising from gust-aerofoil
interaction and sound-aerofoil interaction (in Figure 1.1) is that there are no Fresnel
regions occurring for gust-aerofoil interaction. This is the case because a sound wave can
directly reflect off the aerofoil surface, and the Fresnel regions occur along the shadow
and reflection boundaries for the incident sound wave, where the sound wave is scattered
by an edge. A gust has no such shadow and reflection boundaries since itself imposes
no pressure fluctuations in the (uniform) flow. Conversely, a feature of the perturbation
field that exists for gust-aerofoil interaction, but not for sound-aerofoil interaction, is the
hydrodynamic field. This field occurs due to the vorticity source term in the flow field
interacting with the solid surface in a way that does not result in acoustic propagation
to the far field. A hydrodynamic term decays exponentially away from the surface of
the aerofoil, and hence no pressure fluctuations are present in the far field from these
such contributions. There were no hydrodynamic terms in the previous chapter because
an incident sound wave does not introduce fluctuations that are “frozen in the flow”, as

illustrated by a zero source term in (1.1.2.4).
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Figure 2.1: Asymptotic regions around the aerofoil; leading- and trailing-edge inner
regions, (i) and (iv), scale as O(k™'), and the width of the transition regions, (iii) scale
as O(k~%/2). The outer region (ii) is O(1). We solve for (i) in Section 2.2, and solve for
(ii) in Section 2.3. Region (iii) is solved for in Section 2.4, and regions (iv) and (v) are
solved for in Sections 2.5 and 2.6 respectively.

Much of the analysis required to solve the gust-aerofoil problem is similar to that
presented in the previous chapter, albeit the boundary conditions on the aerofoil surface
are different. For this reason, the work presented in this chapter is not as detailed as in
the previous chapter. Variables in this chapter are defined as the corresponding variables
to those given in Chapter 1, e.g. the gust reduced frequency here is k, corresponding
to the previous definition of k£ as the reduced frequency of the incident sound wave in
Chapter 1.

We divide the velocity field for the total unsteady flow in the system into two parts;
the gust-solution, which is purely convected, has zero divergence, and no associated pres-
sure fluctuations, and an irrotational field which contains all of the pressure fluctuations.
This is the typical decomposition of the unsteady flow field as dictated by rapid distortion
theory (Goldstein, 1978b). The fluid rotation is held within the gust hence this is often
referred to as the vortical velocity. In a compressible flow the irrotational component
contains acoustic waves that propagate at the speed of sound relative to the fluid, and
hydrodynamic terms that are convected by the mean flow. Hydrodynamic terms were
not found in Chapter 1 since for sound-aerofoil interaction the upstream perturbation is

purely acoustic.
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We additionally can include entropy fluctuations that may be imposed on the flow in
this new problem. These are decoupled from the velocity and pressure but do produce
density fluctuations, and they are also “frozen in the flow” as they are convected at the
mean flow speed. The analysis here allows for an arbitrary upstream entropy perturba-
tion, however the example results presented are for purely vortical perturbations and no
entropic fluctuations.

In Section 2.1 we set out the governing equations for this new problem, and identify
how and why they differ from the governing equations for sound-aerofoil interaction.
In Section 2.2 we construct the leading-edge inner solution, using similar techniques as
for the sound-aerofoil interaction problem. We identify mathematically why no Fresnel
regions emanate from here specifically in Section 2.2.1. We give the hydrodynamic and
the leading- and trailing-edge acoustic outer solutions in Section 2.3. Section 2.4 contains
analysis of the leading-edge transition solution on the surface of the aerofoil. In Section
2.5 we solve for the trailing-edge inner solution, in Section 2.6 we discuss the trailing-
edge transition solution, and in Section 2.7 we give the total far-field solution. Section

2.8 contains results and Section 2.9 contains concluding remarks.

2.1 Formulation of the Governing Equations

We consider aerofoils with small thickness, camber, and angle of attack, as described
in Section 1.1 and set up the problem similarly. The perturbation to the uniform flow
due to the presence of the aerofoil is still given by (1.1.1.2), and all variables relating
to the geometry of the aerofoil and the background flow are as defined in the previous
chapter. We also non-dimensionalise variables in the same way as before. The rapid
distortion theory equation of motion remains (1.1.2.2), with G being related to h, the
modified velocity potential, via (1.1.2.1). In this chapter, the perturbation to the steady
mean flow is given by u = v+ VG, where v is now non-zero and describes the evolution
of the incident vortical disturbance, and G is the response to the gust that contains all
the pressure fluctuations within the flow. We can also consider entropic disturbances,
denoted by s, which can be contained within the non-acoustic term wv.

The gust and entropy perturbation (non-dimensionalised with respect to the specific

heat at constant pressure, c,), evolve in the uniform flow according to the governing
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equations
D()S
— = 2.1.0.1
Dt 0, (2.1.0.1a)
v = gUO +or, (2.1.0.1b)
. Do’U* «

with Dt +v*- VU, =0, (2.1.0.1c)

Dy 0
d — == . 2.1.0.1d
al Di ot + U() V, ( 0 )

which are derived in Goldstein (1978b) by linearising the Euler equations about the
steady background flow around the aerofoil, U, which contains the steady perturbation
velocity due to the presence of the aerofoil, ¢, and far upstream is uniform, Uy — (1,0, 0).

First we must solve for the evolution of v and s for a specified upstream disturbance,
which follows the analysis in Myers (1987). By noting that the governing equations
are linear and the mean flow is uniform far upstream, we can represent an arbitrary
disturbance as a superposition of harmonic waves in potential-streamline space, denoted

once again by (¢, 1) coordinates. Consider therefore

( v > — ( (At’A”’AS) ) eik(kt¢+kn'¢’+k3x—ktt)’ (2'1.0_2)
S

2B
where A = (A4, Ay, A3) and k = (k, k,,, k3) are the velocity amplitude and wavevector

Pp——o0

components in (¢,1, x3) space, and B is the amplitude of the entropy fluctuations in
(¢,1, x3) space. Far upstream where the flow is uniform the (¢, 1, z3) coordinates coin-
cide with the Cartesian coordinates (z, Sy, x3), and the gust is solenoidal in uniform

mean flow, so we must have

The extra f, factor in (2.1.0.3) is due to the Prandtl-Glauert transformation (recall
Section 1.1 where we discussed the change from physical coordinates to (¢,1)) space).

By writing v (¢, ¥, x,t) = (vs, s, v3), Kerschen & Balsa (1981) derive the solution to
(2.1.0.1) with initial condition (2.1.0.2) to be

v = (ﬁ + BUO) et (2.1.0.4a)
Uo
v, = polo <An + 5mA:g—i> et (2.1.0.4b)
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vy = Aselt?, (2.1.0.4c)
s = 2Be* (2.1.0.4d)
o = ki + kieg(p, 1) + ko0 + kax — kUZt, (2.1.0.4e)
A=A, — B, (2.1.0.4f)
¢ 1
eg(o,v) = /_OO <m - 1> dc. (2.1.0.4g)

The function eg(¢, ) is Lighthill’s drift function (Lighthill, 1956) in (¢, ¥)-space, which
represents the distortion of fluid material lines relative to (non-dimensionalised) uniform
convection at speed 1.

We substitute the solution for v into (1.1.2.2) to find the governing equation for gust-
aerofoil interaction. Neglecting terms of O(e), Kerschen & Myers (1987) show that the

modified potential, h(¢, 1) for the unsteady disturbance satisfies the non-dimensionalised

equation
Ph Ph o, > (v + DMyeq (Oh o Ol a0 s
@+W+kw(l—2BMGQ)h+ /330 (a¢2+2@k58_¢+k<w +5)h)
4
G +512>MOOE§_3§ (g_g _ ik(gh) = keS(6,1)e*?, (2.1.0.5a)
where

0=ke/B,  w'=(Mxd)® = (k3/Bs)’, Q=100 +kat) +eg(6,0), (2.1.0.5b)

and
2 A*M2 0q  A,M?2 B Oq
S = — [ i(AF — Ak, (B2 knAF + ApfBoo %00 T4 | fIn"Footioo ZH
(2.1.0.5¢)
The drift function, g(¢,), reduces to
¢
s6) =2 [ atmv)an (2.1.0.50)
and the boundary condition is
oh dq Ay A M3 eq) |
— +M2e—h| = (—— + 2ep A + 2= ) o9 2.1.0.6
aw aw oo - /"L t ﬁoo b0 ( )

Due to the gust inducing vortical perturbations in the flow, (2.1.0.5a) contains a
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source term, S, that was not present for the sound-aerofoil interaction case where no

such vortical perturbation was introduced at infinity.

2.2 Leading-Edge Inner Solution

Here we move to inner variables, (®, V) = k(¢,), as we did in Section 1.2. By using
the inner limit of (1.1.1.2), given by (1.2.0.1), we can evaluate the velocity potential, eF,
at the leading edge (imposing F'(0) = 0 again), and hence we find that

g(R,0) ~ 2Fr(—o00) + O(k™), (2.2.0.1)

where Fr(z) = Re(F(z)).

In the leading-edge region, the governing equation, (2.1.0.5a), becomes

O*H O*H ) (y+ 1ML (0*H _ OH s o
952 +8\If2 +w*(1 — 205 eq)H + 5 eq(aqj2 +22(5a—q)—|—(w +5)H)
(y+ )M 9q (OH _ €0
5 55 \ 95 i0H | = e S(P, V), (2.2.0.2a)
Q=06® + k, VU + keg(®, ), (2.2.0.2b)
S(@xy):i ig(AF — Apkn2, +1Boout(B k;A*+A)+A*M2@+AM25@
bl /Bgo q t n'vniM~oo OO/'I’ oo’vn t n t OO@@ n o0 Ooa\lj Y
(2.2.0.2¢)

subject to boundary condition

1/ A, A MZeq\ a
_ - <__ + 2ep Al + 00“1) o (2.2.0.3)

U=0+ k o) 500

$=0

The inner solution can be expanded as

H(®,0) = %e"‘”“ﬂe(w) (Ho + et' VE(H, + Hy + Hs) + ealgVE(PL + Py + Ps) + O(e)) :

(2.2.0.4)
which varies from the sound-aerofoil inner solution ansatz, (1.2.0.3), only by two factors;
eZikelr(=20) wwhich represents the drift of the gust due to the background flow slowing as
it approaches the aerofoil, and 1/k which is caused by the overall scaling of the incident
perturbation chosen in this chapter compared to the previous chapter. Recall ¢t = et’ and

Qe = €aLg represent the thickness and camber parameters of the aerofoil respectively.
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2.2.1 Solution for the Flat-Plate Term H,

Hy, represents the blocking of the vertical gust velocity by the aerofoil, and it satisfies

D(Hy) = 0, (2.2.1.1a)
—_— =——2¢ 2.2.1.1b

where D is the Helmholtz operator defined in (1.2.1.2). We solve this using identical

methods to the flat-plate solution for sound-aerofoil interaction, finding that

An sgn(\I/) 0o e—iA@—\\IJI\/m

Hy = _50027T\/5—|-—w O 5)\/)\—i-—wd>\ (2.2.1.2)
This solution has outer limit
pikwr
Hy ~ Lo(6) N + O(k™3/2), (2.2.1.3a)
Lo(6) = Ane 7 c050/2 (2.2.1.3b)

_ﬁmﬁ\/é +w(§ —wcosfh)’

which is non-singular for all values of #. The gust does not generate Fresnel regions;
mathematically this can be seen by comparing the Fresnel-generating term in sound-
aerofoil interaction from (1.2.1.4), cosy — cos#, to its corresponding term in (2.2.1.2),
0 —wcosf. It is clear there are real § solutions to cos xy = cos 6, however a real # solution
to & = wcos@ could only occur if M., > 1. We consider strictly subsonic flow, hence
singularities of this type never occur. This flat-plate solution is discussed in detail in

Myers (1987) and Tsai (1992).

2.2.2 Solution for Thickness-Related Term H;

H; arises from the influence of aerofoil thickness on the surface boundary condition. Our
asymptotic approximation of the drift function, (2.2.0.1), shows no local distortion of
the gust in the vicinity of the aerofoil surface as it is constant on 8 = 0,2x. Hence in
the local leading-edge region the effect of thickness on the boundary condition is seen as

a change of direction of the unit normal. It satisfies

D(H,) =0, (2.2.2.1a)
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ot
ov

20 A7
= S
o /B

w=0+

n(0)e® (2.2.2.1b)

which has solution

im/4 A 00 L —iAG—| UV AZ—w?
H = —eﬁ?j /Oo \;)\2 — i\ (2.2.2.2)
with outer limit
ikwr
Hy ~ Ly(6) N O(k=3/?), (2.2.2.3a)
Ly(6) = Ajav2 (2.2.2.3b)

_ﬂoo\/@\/d —wcosf

This is the generalised form of the H; solution presented in Tsai (1992). Recall, a is
defined by the leading edge of the aerofoil where y ~ 2at’\/x.

2.2.3 Solution for Thickness-Related Term H,

Hy arises from the volume source terms in the local leading-edge region which come
about due to the convected disturbance in the non-uniform flow around the nose. We
see both variations in amplitude and phase of the vortical velocity contributing to the
source terms. This is generated in a different way to the Hs term for sound-aerofoil
interaction because of the ability of the gust to generate a vortical source within the

flow. H, therefore satisfies

Cycos,0/2 + Cysinf/2 N C3cos30/2 4+ Cysin36/2

_ 10D +ik, U
D<H2) =€ ( \/E R3/2

> . (2.2.3.1a)

OH,
Ze = 2.2.3.1b
0P | a0 0 (22310)
U=0
2al . 2a1, 3
Or = 55 (Bochndly + An), Cr= =5 (A7 — hudufiy),
e A (2.2.3.2)

The solution for Hy is separated into complementary and particular solutions, Hs,.

and Hy, respectively. To solve for the particular solution we take the Fourier transform of
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(2.2.3.1) with respect to both coordinates and invert accordingly. We leave the solution

in terms of two integrals;

Hap(®, ) =
_emi/4 o0 | (A2, V)
V(02 + k2) /_ ((6 - A)fx(y +w F (o) Q(A)) VAT — Alc)l()\)\ )
A R0)  se(R)) e
N /oo ( X+0  JAto > k) (2235

where

fiA) = (iCy — 2C4 (AN + 0)) (k2 — 6% — w? — 26)) + 2ik, (A 4 ) (O + 2iCs(X +0)),

(2.2.3.3b)
f2(A) = 2k, (A + 8(1Cy — 2C4 (A + 8)) + (C1 + 2iC5(A + 6)) (k2 — 6* — w® — 26),
(2.2.3.3¢)
§ (6% + k2 +w? iy (02 + k2 —w?
The acoustic phase is

a(A, @, 0) = —iAD — |U|V A2 —w?, (2.2.3.3e)

and the hydrodynamic phase is
A\, @, ) = —AD — [T/ (A +6) (A +&). (2.2.3.3f)

Here we assume  has a small positive imaginary part, and ¢’ is the corresponding ¢ but
with a small negative imaginary part, to ensure convergence of the relevant integrals.
These imaginary parts are set to zero at the end of the analysis.

The complementary solution is solved using the Wiener-Hopf method to give

sgn 17r/4

m/ {41 603 + k 04)

(ATRHO 00 ) 1
VAEIA=X) VA +M =)/ A=\

(A2 +0) f2(A2) + ikn f1(N2) } et ®0)

V=Vl + (M = NN =) ] Vitw

Expanding H; in terms of outer coordinates and using the method of steepest descent

H2c(q) \I})

dX. (2.2.3.3g)
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gives
kO +knt) /() cosf/2 + Cysin /2 elkwr
Hy r~ L —3/2 2.2.3.4
2 Vir ( 0% + k2 — w? )+ 2@)@ +O(k ), (2.2.3.4a)
where
—i[(0 — wcos b) fi(—w cos O) + ik, fo(—w cos 6)]
Ly(0)

B 48/2w(6% 4 k2)y/§ — wcos O( N + wcos §)(Ag + w cos b))
B cosf/2 _ : : VAL +wfa(M)
100 —2)(0° + 2) (4“1 M) (1005 +1kaC) + e osd)
(A2 +9) fo(A2) + ik f1(N2)
(Mg +weosO)vAg — wv g + 5’> - (2.234b)

Notice that the integral in (2.2.3.3) containing the hydrodynamic phase does not have
a point of stationary phase, so its contribution is obtained by deforming the contour of
integration onto two rays along which the integral endpoints dominate for kr > 1 (see
Myers (1987) for full details). The first term in the above expansion, (2.2.3.4a), is due
to this hydrodynamic phase and can be shown to match with a hydrodynamic particular
solution in the outer region which also describes hydrodynamic motion (in Section 2.3).
The second term is the sound generated by the volume sources and the scattering of this
sound by the aerofoil leading edge, to leading order. These solutions are the generalised
form to those presented in Tsai (1992).

2.2.4 Solution for Thickness-Related Term H;

Hj is the solution arising from the interaction of the scattered sound at leading order,

(2.2.1.2), with the non-uniform flow around the aerofoil nose. It satisfies

D(H3) =

_2wafs sin9/2H (v + 1)M2Lasing/2 (82H0 . .OH,

2 21 8 H,

a(y +1)M2% sin30/2 (0H, |
2520R3/2 8@ —l(SHO s (2241&)
OHj _ MZaH, sgn(¥)
OV | a0 - 2500R3/2 (2.2.4.1b)
v=0

This is solved similarly to the Hs term in the sound-aerofoil interaction problem of
Section 1.2.4. The problem is once again separated into a particular solution, Hs,, and

complementary solutions Hs., + Hs., + Hs.,. Details of the solution can be found in
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Appendix A (including corrections to Tsai’s results), along with the outer limits of the

solutions;
A, ac™*wsin O ek (v + 1)M2 ) elwhr

Hyy) ~ ——2 1— (5 — 0)? |+ Ls, () —=—+0(1/k),
3p VTVO 4+ w(d — wcos ) ( 2634 w? (0 —wcosh) ap( )\/H (1/k)
(2.2.4.2)

and -

el’LU T
Hs,. ~ Ls. (0 +O(k™%?) fori=1,2,3. 2.2.4.3
3c¢; 3 1( )\/H ( ) ( )

2.2.5 Solution for Camber-Related Terms F;,i = 1,2,3

Myers & Kerschen (1997) provide leading-edge inner solutions for a flat plate with effec-
tive angle of attack aeg. Since camber and thickness are essentially independent effects

in the leading-edge inner region we can immediately use their results, which yield outer

limits "
e1 wr
P.(r.6) ~ D,(0 , 9.2.5.1a
(1) ~ D) (2:25.12)
where
21A,,0
D = 2.2.5.1
1(0) Vw(d — wcos 0)3/2’ (22.5.1b)
Dy(0) = Ly(6) (2.2.5.1c)
iA M? J
D4(0) = = 1——=>—
(0) Vw(d —wcosb) ( % 5—100089)
iA,(y+ 1ML (o w
e - — 20 ). 2.2.5.1
+ W2 F Wil 20086 4 08 7 (2.2.5.1d)
Lo(6) is related to Ly(#) by changing the functions (2.2.3.2) to
qzuw(@LwMO, @:mw<ﬂﬁ+mo,
Pec Poc (2.2.5.2)
, V2AF M2, ) V2A, M2
Cy = BT Cy = e

2.3 Outer Solutions

We separate the solution into four parts, as done by Tsai (1992).

h = hy+ he+ hy + hy.
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Here, h,, is the particular solution due to the volume source that was not present during
the sound-aerofoil interaction. It does not satisfy the boundary condition on the aerofoil
surface hence we have h., a complementary solution, to rectify this. h; is the leading-
edge acoustic outer solution (similarly A, is the trailing-edge acoustic outer solution) and
these account for the propagation into the outer region of acoustic waves generated at

the leading and trailing edges of the aerofoil respectively. To leading order, h, satisfies

?h  O*h ., k(1)
87452 4 8_1/12 + k*w’h = keS(p,v)e 4+ O(e). (2.3.0.1)

We want a solution with rapidly varying phase to match the source term, hence consider
h, = A($,)eFHow) (2.3.0.2)

and proceed as outlined by Tsai (1992) and Myers (1987). Solving for A gives
S(¢p,1p)elFHev)
2
o9 09
w - (52) - (%)

The complementary solution must now satisfy the boundary condition on ¢ = 0

5 +O(€%). (2.3.0.3)

ol e

p:

Oh, 2 dq o Ap * An€q<¢7 O)MOQO ikn68(¢v O) ikQ(¢,0)
8¢+M°°68¢hc_( Oo+2€,u(¢70>14t+ B w? — 82 — k2 ¢

(2.3.0.4)
Notice that the complementary solution also depends on the rapidly varying phase
e U90)  We anticipate the complementary solution to decay exponentially with dis-
tance from the boundary, so we expect the solution to be exponentially small outside of
a boundary layer region where ¢ = O(1/k). This scaling can be seen by balancing terms
in (2.3.0.4) for v = O(k") and solving for v. The right hand side has terms of O(1,t)
hence for h = O(e*#0) we find v = —1 satisfies. The physical interpretation of this
is that the phase of this solution corresponds to convection by the oncoming gust of the

knowledge of the boundary condition. Hence we set
he = f(y, )0,y =kly| = O(1). (2.3.0.5)

and require

of A, A, M2eq(9,0)  ik,eS(9,0)
PP I ) A % - 2.3.0.
ay ot 500 + Gﬂ(gbu O) t + 600 U)2 N 52 — k?l’ ( 3.0 68’)
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hence
1/} An * AnMgo ¢70 kn S gb?O — m i
R . — — )
(2.3.0.6b)
for )
Q
o = (Z5e) - w1 - 26, 0). (23.0.60)

This is as found in Myers (1987). We notice that both h, and h. convect with the mean
flow, and hence are not acoustic waves, thus all the sound generated in this problem is
from the local leading- and trailing-edge regions. The only sound in the outer region is
that propagating away from these local regions. We expect therefore to find h; and h; to
be of a geometric acoustic form, i.e. the phase of these solutions vary rapidly compared
to the amplitude and the acoustic fields can be described as rays emanating from the
leading and trailing edges. The hydrodynamic particular solution, h, matches to the
leading-edge inner hydrodynamic solutions; details can be found in Myers & Kerschen
(1997) and Tsai (1992). The hydrodynamic complementary solution, h. matches to an

inner trailing-edge hydrodynamic term.

2.3.1 Leading-Edge Acoustic Outer Solution

We solve similarly to the acoustic outer solution found in Section 1.3.1. We find that
the outer solution is given by (1.3.1.1), where the K are redefined appropriately with
respect to the directivity functions, L; given in this chapter. This gives a leading-edge

outer solution of

hy = Dl(9> eikwr+ikweV(9) Io q(r’,@)d’r’-{—QikeFR(—oo)’ (2311)

- k3/2\/F

where

Di(0) = Lo(0) + tVk (L1(80) + La(0) + Lsy(0) + Lse, (0) + Lac, (0) + Lae, (0))
+ aeqVk (D1 (8) + Dy(6) + Ds(8)) . (2.3.1.2)

For a uniformly-valid outer solution we must replace the non-uniformly valid term
Ls.,(0)(kr)~'/% by its uniformly-valid counterpart LY, (r,6).
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2.3.2 Trailing-Edge Acoustic Outer Solution

The trailing-edge acoustic outer solution also takes the same form as previously found

in Section 1.4.1,
hy = Di(0) aikwretikweV (0:) Jo* g(rf,0n)dr} (2.3.2.1)
k2\/r¢
D, is determined by matching to the trailing-edge inner solution which follows in Section
2.5.

2.4 Leading-Edge Transition Solution

The leading-edge transition solution is solved for using the same method as in Section

1.3.2. We suppose the total leading-edge acoustic solution is given by
he =y + hY + b, (2.4.0.1)

where hl(z’c) are the thickness- and camber-related leading-edge transition solutions that
correct for the boundary condition on the surface of the aerofoil. The thickness-related

solution takes the form

ls

t : . v Lo
h(t) (gb, n) — Eg(¢7 77)ellﬁu}d)—&—lkwe\/(O) fo q(r’,0)dr +21keFR(—oo)’ (2402)

which we solve using the Laplace transform to give

G(¢,m)

B iA,w B (v +1)ML )
"viaﬂvﬁiizw__w>(l 2 )>

(/2 a Boo 3 5q(t)( . /] ein?w/2(¢—£)
0

erer ), ooV s ¢

¢ a /BOO 2 aq(t) , , 61772“’/2@*5)

dg

for ¢ > 2. This yields the generalised transition solution to Tsai’s result which was the
specialised case of a symmetric Joukowski aerofoil. Our new solution is more complicated
than Tsai’s because for an aerofoil of arbitrary shape, the complex potential cannot be
specified from the beginning. For the symmetric Joukowski aerofoil, not only does one
know F' from the start of the analysis, but F' can be written in a simple closed form.

The camber-related transition solution can be obtained directly from Myers & Kerschen
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(1997) since they present their solution in terms of the generalised camber distribution

on the aerofoil, ey(®(x). Hence the large (positive) ¢ limit of hl(? is given by

(@ _sgn(y)ee o0 eSiTe (0) B (0+) /2 o200 (g4 () — yl) (5))(16
SR Vb |Jo Vo g
+23/2?/(c)/(2) (ei“’”z/Q(‘b;) i - |77|6”i/4¢37;2w€iw’72/2¢erfc[e’;;/;b\/mg])],
(2.4.0.4)
1 eikwa;(r,@)
with
Py(0) = Lo(0) + cegVE(D1(0) + Dy(0) + Ds(6)), (2.4.0.6)

as given in Myers & Kerschen (1997). We take the outer limits of the thickness dependent

solution also to give the total far-field solution emanating from the leading edge:

eikwcrl (r,0)

h?(ﬁ@)’vw

{L0(8) + tVE[L1(9) + La(0) + Lap(8) + Loey (6) + Ly (6) + Ly (0)

(AT (DML
wm< >(1 a0

@, T 9g®
T t’T3/2 0 @0

t) '
/ |:z t/Tzo/Q 89 (T’, O)dr’:| piwk(1—cos G)TdT):|
0

+ aarv/k [D1(0) + Da(0) + Dy(8)] + VED(0)}, (24.0.7a)

(T/7 O)d’l"/} eiwk(l—cosH)TdT

which we write as
lkwal (r,0)

he ~ ey Dy(6). (2.4.0.7b)

We have only given explicit results for hl(s’c in the region ¢ > 2 because these are used
to find the pressure jump across the wake. In the far field, except for 6 ~ 0,2m, the
transition solutions are negligible. The transition solutions in the region 0 < ¢ < 2 are
equivalent to those found in Chapter 1, Section 1.3.2; and in Myers & Kerschen (1997).
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2.5 Trailing-Edge Inner Solution

Trailing-edge inner coordinates are defined as (®y, V;) = k(¢y, 1;) such that

¢=2ig+at+¢t, Y =y, (2.5.0.1)

where I is the circulation around the aerofoil given by (1.4.1.2), and «; is given by
(1.4.1.4). Let Hy(®y, ¥;) be the inner solution around the trailing edge, then upon

substituting the inner trailing-edge coordinates into (2.1.0.5a) we find,

82Ht 82Ht 9 ES(¢ 'QD) ikQ
— Hy = ——= 212k o), 2.5.0.2
00?2 + 00?2 + t 2 e (2.5.0.2)

In the leading-edge region, we found that ¢ = O(k'/?) in (1.2.0.1), however in the trailing-
edge region ¢ = O(1), so we can neglect this source term in the governing equation as it

is O(e?). Hence H, satisfies the Helmholtz equation subject to boundary condition

)
ov, 2.<0 - kBoo

t=0

l0PeFikd (24T /24ar)+ikeg(4,0) 0(65/2)7 (2.5.0.3)

where ¢g(¢,0) ~ 2Fr(—00) is given by using (2.2.0.1). Pressure and normal velocity
must be continuous across the wake of the aerofoil, ¥; = 0,®; > 0, which arise from
the unsteady Kutta condition, requiring that the wake found behind the aerofoil can be
thought of as a vortex sheet between the solutions of the upper and lower surfaces of the
aerofoil that leaves the trailing edge of the aerofoil smoothly.

Myers (1987) gives a solution satisfying the Helmholtz equation and normal velocity

condition;

Hh — sgn (V) A, lRO(2£T /24 o) ikeg(2,0£) o —[We|VEZ—w? i6®, (2.5.0.4)

Y e

This is a hydrodynamic solution rather than an acoustic solution with outer limit match-
ing onto the hydrodynamic complementary solution, h, mentioned in Section 2.3. It is a
disturbance convected at the free stream speed; Tsai (1992) confirms this, and reminds
us that this does not contradict trailing-edge noise theories (Howe, 1978) since here we
have neglected the presence of a turbulent boundary layer. There are, however, pres-
sure fluctuations across the wake generated due to the scattered leading-edge acoustic
ray field as it extends to the outer region. To satisfy the required pressure condition

we therefore need a local inner acoustic solution around the trailing edge that cancels
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this pressure jump. Further, we require a transition solution to match the trailing-edge
solution onto the outer solution that satisfies the required boundary conditions. Recall
the non-dimensionalised modified pressure at the trailing edge due to the leading-edge
ray field is given by

P = 1k(8 — wcos 0)hyy(r, )e Mo, (2.5.0.5)

The pressure jump across the wake is given in Appendix B, where we define Ap(¢;) for
gust-aerofoil interaction. As in Chapter 1, we separate this pressure jump into contribu-
tions from thickness and camber. This problem (which due to the hydrodynamic solution
requires zero velocity on either side of the wake) now forms a similar set of equations as
the sound-aerofoil interaction problem (but with an alternative definition for Ap) given

in Section 1.4.2, hence we can immediately write down the inner solution as

~ sgn(Wy)iv 2wAp(0)elC* /00 oA | VAT w2

H,
! 4mrk3/2 o A+ A+ w)VA—w

dA. (2.5.0.6)

This has outer limit

eikwm
Hy, ~ T(0;) —— -3 2.5.0.
t (9t)k2ﬁ+0(k' )s (2.5.0.7a)
where e sic
im 1 iA
T(6,) = ¢ p(0) sen(vr) (2.5.0.7b)

- 2¢/mw(1 — cos 0;)(6 — wcosb;)’
The uniformly-valid outer limit of H, is obtained by replacing T" with

: iCy ) )
TU(Tt79t> _ Sgn(¢;)(;A_p1§J(;) € [erfc(e*m/‘l\/w(l — oS Gt)krt) elkwrt(cos&fl)\/k_rt

V2w 4 sin, /2|
V(6 — wcosby)

(2.5.0.7¢)

Similarly to the sound-aerofoil case, this trailing-edge inner solution matches the trailing-
edge outer acoustic solution, (2.3.2.1), if D,(6;) = T'(6;).

2.6 Trailing-Edge Transition Solution

The trailing-edge inner solution derived in the previous section is similar to the solution
found in the sound-aerofoil interaction, but with a redefinition of certain functions (for
example Ap). It is also true that the leading-edge camber-related inner solution for

gust-aerofoil interaction can be written in a similar form to that found in sound-aerofoil
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interaction. This fact allows us to use the solution derived in Section 1.4.3 here. It
also immediately tells us that we have a matching between our trailing-edge transition

solution and our trailing-edge inner solution.

2.7 Total Far-Field Solution

The common terms in our trailing-edge transition solution and our trailing-edge acoustic
outer solution are as given in Section 1.4.5. Subtracting these from the sum of the
trailing-edge acoustic outer solution, and the trailing-edge transition solution yields Ay,
which describes the propagation into the outer region of the sound generated at the
trailing edge of the aerofoil. The total acoustic field emanating from the trailing edge of

the aerofoil, h}, is given by

htu(rtaet) ~

eiCi eikwat (n,ﬁt)
V2/Tik%(§ — w cos 0)

2 eV (P,. — P )eTi/4 . .
. \/EU)V(O)(O{Z €Y ( ))( + )e (]_—\/214311}71'(]. — oS 0)8—7r1/4e—21kw(1—C059)
VW Boo

x erfc [e_”i/4\/2k:w(1 — oS 9)]) +

{—sgn(%)ie_mkw(l_cowd(P+ — P_)erfc [e_”i/4 V2kw(1 — cos 9)}

sg(ve) VEwV (0)(Py + P-)
V2WT o
o [ oo g BTN {00 2
0 VTik?(0 — w) V271w(§ — w cos 0)
Ap(t)(()) s —2ikw(1—cos 6;) —mi/4
+ 7 Vkie erfc [e V2kw(1 — cos 0)]

N tkA,e™ 1 (v + )M, (6 — w)? | ek w—0ME) () +2ikeFr(—o0)
2713/20/8 + w 205, w?

T t
[el (w—86M2,)T/2+ikweayy (2,0) { wi/4 VI \/_ (g + ﬁoo aq() r O)dT') eikw(lfcose)f

kw(1 — cos )

V2w t'r3/2 ), 00 (r,
x erfe [e’”i/4¢2 — 7/ kw(1 — cos 9)} dr

+ 2a+/k(1 — cos 9)/ elkw(1—cos0)e2/2 [log[Q] —log[€?/2] — log[1 — /1 — 4/52]} d
t) )
+5;’° &] 0)dr+/2k(1 — cos6) / 1 — 4/g2ehwimcos /2 ge
0

- \/—@effc [G_MV 2k (1~ cos )| / ( ww / 96 ¢ ) \/dTTT }

+ efik(wf5M§o)F/2+ikweoll(2,27r 7r1/4 \/_ s 600 6(] ® (T 27T)d7”
Vow Jo tr32 J, 00
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x eifwll=cosO)T oy fe [efﬂi/4\/2 — 7/kw(1 — cos 9)} dr

+ 2av/k(1 — cos ) /OO ek (1—cos0)¢%/2 [1og[2] —log[€%/2] —log[l — /1 — 4/52]} d¢
2

2 5t

+ /6;—(?0 W(r, 27)dr+/2k(1 — cos 0) / v1-— 4/£2eikw(1’cose)’52/2d£
0 2

ﬁ —mi/ ? a Boo ! aq(t) dr
_ ﬁerfc [e 4\/2kw(1 — COS 0)] /0 (; + 173/ ] 90 (ra 27T)d7"> \/ﬁ}} }

(2.7.0.1)
where
P:I: — L(UJ . 5)Pl(Oj:)e:tik((w—éMgo)F/2+weV(O) f02 q(r,O:t)dr)+ik(w—6M§o)(2+cxt)+21keFR(—oo).
V2
(2.7.0.2)
We write the trailing-edge solution as
Dy(0:) .
hi ~ oy (re,e), 2.7.0.3
t k2 \/7"_,56 ( )
The total far-field solution is given by
h = h}" + h{, (2.7.0.4)

where hj' is defined in (2.4.0.7). Once again, the total far-field solution can be written

as a sum of the leading- and trailing-edge solutions

eikwal eikwaS

where o is the phase shift between the leading- and trailing-edge ray fields, as measured

h (2.7.0.5)

by an observer in the far field at angle 6 from the leading edge, and D,;;() are the
far-field potential directivities for the leading and trailing edges. The phase shift, o, is

given by
V(o
of=0,—0 = vi6) (2a;8in 0 + cos O(La,m + ﬁooozt))—i—(Qi%—i-ozt) cos 0 —2e Fr(—0),

Boc Boc

(2.7.0.6)
where o is as defined in (1.4.1.3). The £ denotes the phase shift above and below the
aerofoil respectively, and is present due to the non-zero mean circulation. This phase
shift, (2.7.0.6), varies from the sound-aerofoil phase shift, (1.5.0.2), only by the final

different constant term, —2Fr(—00), now representing the total distortion of the gust as
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— 1100
- 1106

1112 VLT oo2f

Figure 2.2: Far-field scattered pressure directivity for a NACA 4-digit aerofoil with 1%
maximum camber at 10% chord length, k = 8, o; = 0°, M, = 0.7, 6, = 45°, k3 = 0.
The thickness ratio is varied from 0% (flat plate) to 12%.

it convects from far upstream to the leading edge of the aerofoil. Since these different
terms are both constants, the interaction of the leading- and trailing-edge ray fields is
very similar to the sound-aerofoil case caused by phase variations. Particularly, the
increase or decrease of modulation of the far-field pressure magnitude is governed by

similar physical processes.

2.8 Results

Here we present a selection of results for the unsteady pressure generated by the in-
teraction of a gust with an aerofoil, as determined from the analytic solutions in this
chapter. All figures are plotted in physical space unless otherwise specified, and the
relationship between physical coordinates, (r,,6,), and potential-streamline coordinates,
(r,0), is given by (1.6.1.1). We do not present as many far-field pressure directivity
results here compared to the previous chapter because the physical processes governing

the interaction of the leading- and trailing-edge fields is similar to the sound-aerofoil
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interaction case. These processes have been discussed in detail in Section 1.6. For all
the plots presented in this section we set the spanwise gust velocity component, As, to
zero, and k; = 1. We must mention that for gust-aerofoil interaction there is no Rayleigh
distance as there are no Fresnel regions (the Rayleigh distance in sound-aerofoil interac-
tion is the distance at which the Fresnel regions have overlapped and hence we see true
far-field behaviour).

We also mention that our solution is only valid for M., = 0.4 since our asymptotic
series encounters two problems for small values of M. ; first, individual terms in the
asymptotic series which are multiplicatively dependent on the Mach number could be-
come re-ordered leading to a potentially invalid asymptotic series. Second, the parameter
w is O(My) for small Mach numbers. If the Mach number is too small, we can no longer
treat wk (which appears in the Helmholtz operator of the governing equation) as O(k)
which we have done throughout the analysis, leading to further potential failures of the
presented asymptotic solution. To correct these problems one would need to construct
a new asymptotic variable, dependent on k, € and M, then solve for a new asymptotic
series. For the same reason, a similar bound is required for the sound-aerofoil interaction

problem in Chapter 1.

2.8.1 Far-Field Acoustic Pressure

All results in this section show the far-field acoustic pressure magnitude (also called the
directivity) as determined by the terms in the square brackets of (2.7.0.5). We begin
by comparing our solutions to those found by Tsai (1992, Figure 4.28) and Myers &
Kerschen (1997, Figure 4c). In Figure 2.3 we recreated Tsai’s zero-camber result, and
illustrate the effects of non-zero camber. In Figure 2.4 we recreate Myers and Kerschen’s
result and illustrate the effects of introducing thickness. It is clear from both Figures
2.3 and 2.4 that our new generalised solution limits to previously obtained asymptotic
solutions for zero-camber and zero-thickness respectively.

The effects on the modulation of far-field scattered pressure directivity plots, due
to varying parameters that are present in the phase shift, (2.7.0.6), are very similar to
the effects seen in the previous chapter’s results section, Section 1.6, since the phase
shift for gust-aerofoil interaction is identical to that for sound-aerofoil interaction except
for the final constant term, now 2eFr(—o0). Clearly this term changes if we alter the
aerofoil geometry, but since it is a constant with respect to r and @, this variation is
not explicitly seen in a given pressure directivity plot. The magnitude of the scattered

pressure directivity depends on the directivity functions, D; (), which see thickness, and
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Figure 2.3: Far-field scattered pressure directivity for a 10% thick Joukowski aerofoil
with &k =5, a; = 0°, Mo, = 0.6, k3 = 0, and 0, = 45°. Maximum camber is varied from
0% to 2%, and the location of maximum camber is at 10% chord length.
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Figure 2.4: Far-field scattered pressure directivity for a 6-33 cambered aerofoil (as defined
in Myers & Kerschen (1997)) with £ = 8, a; = 0°, Mo, = 0.5, k3 = 0, and 6, = 60°.
Thickness is varied from 0% to 10%.

95



CHAPTER 2 RESULTS

camber and angle of attack as essentially separate terms. The effects of varying thickness
or camber and angle of attack have individually been considered by Tsai (1992) and Myers
& Kerschen (1995, 1997) respectively. Physical interpretations of altering all variables
in our analysis for gust-aerofoil interaction are available in Tsai (1992) and Myers &
Kerschen (1997), as well as in Section 1.6 where we discussed the effects of varying the
phase shift, o,. We therefore only mention specifically here results which have significant
different interest to those from Chapter 1 or are not discussed in detail in Tsai (1992) or
Myers & Kerschen (1997).

Figure 2.2 illustrates the effects of altering the thickness of a NACA 4-digit aerofoil
on the far-field acoustics. It is clear here (and can also be seen in some far-field sound-
aerofoil results) that the upstream pressure directivity has a small discontinuity across
6 = m. This is a result of the back-scatter from the trailing-edge ray field interacting with
the leading-edge field. Whilst physically this discontinuity does not occur, asymptotically
it does and it is O(k™1), hence is neglected during our analysis. To correct it, one would
have to consider a further correction (i.e. at next order, O(e)) to the solution presented,
where one imposes continuity of pressure across the upstream direction. The method
would follow a similar approach to the trailing-edge solution, however would then result
in a very small discontinuity across the trailing-edge!

Figure 2.5 shows the effects of altering the upstream gust angle, 8, = arctan(fook,/k:).
There is no effect on the modulation of the directivity field because the gust angle is not
present in the phase shift between the leading- and trailing-edge ray fields, however we
see alterations in the magnitude of the pressure as the angle varies. This is due to the
horizontal and vertical blocking of the gust velocity components, since the amplitude of
the gust is dependent on the gust angle, as illustrated in (2.1.0.3). Downstream of the
aerofoil there is a clear decrease in the pressure amplitude as the gust angle is increased,
whereas upstream there is no general trend. The downstream effects are obvious be-
cause they relate to the leading-order flat-plate scattering; as the gust angle increases,
the normal component of far-upstream magnitude of the gust velocity, A,,, decreases,
therefore the blocking of the vertical gust momentum, seen in the flat-plate solution,
Hy, reduces. The flat-plate directivity of cos8/2 is O(A,,) along 6 = 0, so the reducing
A, is the main feature seen in the reducing pressure magnitude downstream, whilst the
lower order effects of thickness and camber are not dominant. Upstream, however, the
flat-plate directivity is small since cos/2 — 0 as § — m, hence the effects of thickness
and camber are effectively promoted and the directivity depends on complicated combi-
nations of the aerofoil shape as well as the gust angle. Therefore directly upstream of the

aerofoil, horizontal momentum blocking and non-linear flow effects at the leading edge
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Figure 2.5: Far-field scattered pressure directivity for a NACA 1112 aerofoil with k = 8§,
a; = 0° My, = 0.7, k3 = 0. The gust angle is varied from 30° to 60°.

are more responsive to variations in the upstream gust angle than vertical momentum
blocking.

Figure 2.6 shows the effects of varying the spanwise wavenumber, k3. This has the
result of altering w, hence we can only choose values of k3 so that w = O(1), ensuring
our asymptotic series remains valid. As w decreases, the frequency of both the leading-
and trailing-edge fields decreases and so too does the phase shift between them (since
all are proportional to kw). We therefore expect, and indeed observe, that the effect of
varying ks is to alter the modulation of the far-field pressure directivity. Since w remains
O(1) for all choices relating to this figure, we see little variation in the magnitude of the

far-field pressure.

2.8.2 Unsteady Surface Pressure

By considering the leading- and trailing-edge inner solutions along with the leading-edge
transition solution, we can obtain an approximation for the unsteady surface pressure, i.e.
the pressure generated on the surface of the aerofoil due to the gust. The lift experienced
by an aerofoil relates to the integral of the pressure difference across the blade, hence the

ability to calculate the unsteady surface pressure imposed on a blade due to an incident
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Figure 2.6: Far-field scattered pressure directivity for a NACA 1112 aerofoil with k = 8,
a; =0° My = 0.7, 0, = 45°. ks is varied from 0 to 0.5.

gust perturbation is very useful.

Figure 2.7a shows the effect of altering the angle of attack on the unsteady pressure
jump across the aerofoil. As we decrease the angle of attack, the pressure jump increases
across the entire length of the aerofoil. This does not contradict the well-known result
that the steady lift on an aerofoil increases as we increase its angle of attack (up to
the stall angle, but given we assume a; = O(€) we are not concerned with stall angles),
because we must remember that the plot shows only the unsteady pressure experienced
by the aerofoil due to the gust, not the total pressure. We therefore see that an incident
gust affects the lift on aerofoils at lower (or negative) angles of attack more than aerofoils
at positive angles of attack.

Figure 2.7b illustrates the effect of changing the frequency of the incident gust. As
seen in Figure 2.6, where we varied k3 which is equivalent to a variation in frequency,
increasing the frequency increases the modulation of the pressure. For the unsteady
surface pressure jump this is still caused by the interaction between the leading- and
trailing-edge fields. We observe a slight variation in magnitude of the pressure jump as

we alter k, because the leading-edge field scales as k~! and the trailing-edge field scales

as k=3/2,
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Figure 2.7: Absolute value of the unsteady surface pressure jump across a NACA aerofoil,
with 0, = 45°, k3 = 0, and M = 0.6. The horizontal axis denotes the chord position,
and the vertical axis measures the non-dimensionalised pressure jump.
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Figure 2.8: Unsteady lift on a NACA 1112 aerofoil, with 6, = 45° and a; = 0°. k varies
from 8 at the outermost point on the spiral, to 20 at the innermost point on the spiral.
Axes show the real and imaginary parts of the non-dimensionalised lift.

Figure 2.7c shows the effect of altering the thickness of the aerofoil; there is little
difference between a 12% and a 6% thick aerofoil. However, there is a notable difference
between aerofoils with non-zero thickness and flat plates; the flat plate generates a larger
unsteady pressure jump than the thick aerofoils. For a thick aerofoil the gust is blocked
horizontally by the bluff nose and the steady flow is slowed by the bluff aerofoil. A flat
plate can only block the gust vertically and no flow slowing occurs. We see from Figure
2.4 that increasing thickness predominantly decreases the far-field pressure magnitude
upstream of the aerofoil, but has little effect elsewhere, and away from the upstream re-
gion the difference between the 10%- and 5%-thick aerofoils is smaller than the difference
between the zero-thickness and 5%-thick aerofoils.

As the frequency of the gust increases, we expect the unsteady lift on the aerofoil
(i.e. the lift caused by the perturbation gust rather than the background steady flow)
to decrease because the unsteady response by the aerofoil scales with inverse powers of
k. Figure 2.8 illustrates this, but we also see that the complex value of the unsteady
lift forms a spiral as we vary k. This is in agreement with the trend exhibited by the
Sears function (Sears, 1941) which is proportional to the unsteady lift generated by a flat
plate interacting with a sinusoidal gust in two-dimensional incompressible flow. We do
not see lift values with large positive real parts for the smaller values of £ in Figure 2.8
(something that is observed with the Sears function) because our solution is restricted to
the high-frequency regime therefore we do not expect to recover any of the low-frequency

behaviour that is exhibited by the Sears function.
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We note here that there is an integrable singularity in the unsteady surface pressure
at the leading edge predicted by the asymptotic solution as seen in Figure 2.7. This
singularity violates the asymptotic assumption that the unsteady flow is much smaller
than the steady flow, hence in a small region close to the nose the solution is not valid
(but it does not invalidate any of our far-field solutions. It only invalidates our surface
pressure solutions in a small region close to = 0). This singularity is caused by the
stagnation point of the steady flow, therefore we should consider a region around the
stagnation point more carefully. To determine the size of this region we consider the true
placing of the stagnation point for a lifting aerofoil. It lies at an O(e?) distance from
the leading edge, however due to the approximations enforced during the asymptotic
work, we treat this point as if it were the same as the point directly at the leading edge.
This results in a square root type singularity in the surface pressure, z='/2, which should
actually be (z + €2)~/2 which is non-singular (see Van Dyke (1975) for further details).
This scaling implies that there should be a further asymptotic region close to the leading
edge and stagnation point of the aerofoil that we need to treat differently in order to
rectify the surface pressure singularity. If we were to introduce this new region to the
solution in this chapter, we would have to retain terms of O(e?) and therefore have to
create a solution with many more terms than we have done currently. This is clearly not
the optimal solution to the problem, therefore later, in Chapter 4, we choose a slightly
different approach to solve for the flow around the stagnation point. The solution we
obtain, however, can still be thought of as an “inner-inner” region to the current problem

because it is shown to be consistent with the solutions in this chapter.

2.8.3 Comparison with Numerical Results

As mentioned in the introduction to this dissertation and Section 1.6.2, current com-
putational schemes tend to operate well for low- to mid-range gust frequencies only.
Figure 2.9 illustrates the comparison of asymptotic results obtained here to a numerical
solution obtained by Ray Hixon (from work relating to Hixon et al. (2006), personal
communication). We see that the agreement between the numerics and the asymptotics
increases with distance from the aerofoil, and the greatest discrepancy between the two
results always lies in the second quadrant, upstream and above the aerofoil. The results
agree less as we get closer to the aerofoil, because during the analysis of the leading-edge
transition solution (Section 2.4) we take an asymptotic expansion of this solution with
respect to ¢, and neglect any powers of O(¢~1). This approximation is used when find-

ing the trailing-edge outer solution since we are primarily concerned with the far-field
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acoustics (recall, the trailing-edge solutions rescatter the leading-edge transition solution,
hence despite the leading-edge transition solution itself being negligible at a distance of
O(k™Y/2) = 0.45 away from the aerofoil, the rescattering of that solution can have an
effect everywhere). At distances of just two chord lengths away from the aerofoil, the
assumption that we can neglect O(¢™!) is invalid. As we go further from the aerofoil, to
five chord lengths away, this assumption almost coincides with assuming O(¢) terms are
negligible, hence the result is more reliable and we indeed see a closer match between
the asymptotic and the numeric solutions.

We also compare the unsteady surface pressure that is obtained asymptotically with
a numerical solution using a similar numerical scheme to the one presented in Hixon
et al. (2006); see Figure 2.10. Here we use the expression for the leading-edge transition
solution that is valid close to the aerofoil so we do not encounter the same validity prob-
lems we discussed in the previous paragraph (i.e. neglecting O(¢~')). The comparison
is for k = 3/6. =~ 3.5 however, which is certainly not large enough to be considered
“high-frequency” in our analysis. Nevertheless, the overall trends exhibited by both the
numeric and asymptotic solutions, such as the crossover points and general curve shape,
agree, hence this is a good indication that both results, when in a suitable frequency
range, yield credible results.

There are several issues hindering our comparisons. First, the parameters at which
the comparisons are made are considered in the high-frequency regime for the numerical
scheme (at which computation becomes difficult and errors may occur), but are only just
within the high-frequency regime specified by the analysis presented here. Secondly, our
asymptotic solution is truncated at two orders of magnitude in the amplitude and the
phase, hence any additional terms, which are at least O(e) = O(k™!) with respect to
the leading-order term have been neglected. For the values of k£ and e chosen in these
comparisons, the neglected terms of size O(k~1) are almost the same order of magnitude
as the retained terms of size O(evk).

A further difference between Hixon’s numerical solution and our asymptotic solu-
tion is elementary; Hixon solves the fully non-linear Navier-Stokes equations for a given
background flow with incident gust perturbation. Whilst the non-linear terms are indeed
small for this code, near the nose of the aerofoil they have a non-negligible effect on the
non-uniform flow. Since the flow around both the nose and trailing edge are fundamental
to the asymptotic results, we anticipate that any difference between the flows considered
numerically and asymptotically result in differences in the scattered acoustics.

To compare our results against a computational aeroacoustics method solving the

same linearised Euler equations, we turn to Gill et al. (2013); in this paper the leading-
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(b) Sound pressure levels in dB at various distances away from the centre of the aerofoil; black
= 1 chord, red = 3 chords, blue = 5 chords.

Figure 2.9: Comparison of asymptotic and numeric results for a NACA 0012 aerofoil at
M=05,k=5/fo, ki =1, 0, =0, , ks =0, and 6, = 45°. Numeric results provided by
Ray Hixon (pers. comm. with permission) are solid lines, asymptotic results are dashed
lines.
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(b) Numerical results from Hixon et al. (2006)

(a) Asymptotic Results. (with permission).

Figure 2.10: Perturbation RMS surface pressure on a symmetric Joukowski aerofoil of
12% thickness, at M = 0.5, k = 3/, k3 = 0, and 0, = 45°. The z-axis denotes the
position along the aerofoil chord as a fraction of total chord length.

and trailing-edge noise sources are analysed close to the solid body, then radiated to
the far field using a Ffowcs Williams-Hawkings solver (Ffowcs Williams & Hawkings,
1969). Figure 2.12 shows the comparison between the computational solution at a radial
distance of 25 and our asymptotic far-field solution. James Gill has also provided us with
a flat-plate solver, allowing us to reproduce far-field directivities using Amiet’s method
(Amiet, 1975). In Figure 2.11 we see the very good agreement between our far-field
asymptotic solution for the pressure directivity and Amiet’s solution. In Figure 2.12
we see good agreement between Gill’s numeric and asymptotic solutions in the trailing-
edge region (the first quadrant), but the agreement is less convincing in the leading-edge

region. We are yet to identify why this discrepancy in the leading-edge region occurs.

2.9 Conclusions

In this chapter we have significantly extended and generalised the gust-aerofoil interac-
tion problems presented by Myers & Kerschen (1997) and Tsai (1992); it is now possible
to find the far-field noise generated by a lifting aerofoil with small but non-zero thickness
interacting with a gust in a background steady uniform flow. Turbulence is commonly
decomposed into a Fourier series of gust components, and each Fourier frequency is con-
sidered individually; it is therefore important to be able to access acoustic solutions at
high frequencies in order to accurately describe the noise generated by an aerofoil in-
teracting with turbulence in a uniform steady flow. Since numerical schemes commonly

struggle at high frequencies (k 2 5), this work will allow acoustic solutions to be found
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Figure 2.11: Comparison of asymptotic and Amiet far-field pressure directivities for a
flat plate with 0, = 45°, k, =1 , ks = 0, and «; = 0°. Numerical results are solid lines,
whilst asymptotic results are dashed lines. Amiet solver provided by James Gill (pers.

comm. with permission)
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(b) k = 6.

Figure 2.12: Comparison of asymptotic and numeric far-field SPL in dB for a NACA
0012 aerofoil with 8, = 45°, k, = 1, k3 = 0, and o; = 0°. Numerical results are solid
lines courtesy of James Gill (pers. comm. with permission), whilst asymptotic results
are dashed lines.
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at a wider range of frequencies than are currently available; computational codes can
implement the far-field approximations as boundary conditions rather than imposing
non-reflective boundary conditions, which are increasingly difficult to resolve for a given
aerofoil and background flow as the frequency of the initial gust increases.

One important point we have uncovered in this chapter can be seen in Figures 2.4
and 2.7c; for high-frequency gusts, the introduction of thickness to a flat-plate aerofoil
has a big impact on the unsteady surface pressure and the far-field scattered pressure
(when compared with the difference in pressure generated by two aerofoils with non-zero
thickness) due to the shift from purely horizontal momentum blocking, to a mixture
of horizontal and vertical momentum blocking, as well as unsteady flow effects around
a bluff nose. Figure 2.7c illustrates that modelling thin aerofoils by flat plates is not
sufficiently accurate when considering high-frequency interactions therefore there is a
clear need to have results available for gust-aerofoil interaction for real geometry aerofoils
with non-zero thickness. For low-frequency gust-aerofoil interactions, the flat-plate model
is accurate since the effects of thickness are very small, hence we have not been concerned
with the low-frequency case.

We have also seen in Section 2.8.2 that the asymptotic results predict an unsteady
pressure singularity near the nose of a thick aerofoil. This violates the small perturba-
tion assumption initially posed at the start of the analysis, hence the results are not
asymptotically valid on the surface of a thick aerofoil near the leading edge. It does not
affect the far-field results at all. A more detailed asymptotic investigation is required
close to the stagnation point of the steady uniform flow in order to accurately assess the
behaviour there and hopefully eliminate any violation of initial assumptions. We do this

later, in Chapter 4, by considering the leading-edge region in more detail.
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List of New Symbols for Chapter 2

A upstream velocity amplitude for the incident gust, = (A, A, A3) in (¢, 1), x3) space.
Ay A, — B.

Fr  real part of F(z2).

g drift function in (¢, ) space.

h.  complementary solution in the outer region, = f(k|¢|, ¢)e#®:0),

h,  particular solution in the outer region.

k wavevector for the incident gust perturbation, = (ky, ky, k3).

s entropy perturbation, = 2B far upstream.

S amplitude of the source term of the governing equation generated by the incident
gust.

ke/ Be-

2 phase of the source term of the governing equation generated by the incident gust.

6,  upstream gust angle far upstream, = arctan(B.k,/k:).
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The analysis for the leading-edge inner term, Hs, is given here. It follows the procedure
set out by Tsai (1992) however includes corrections to his stated results, hence most

calculations are included. We choose a particular solution to (2.2.4.1) of the form

* A, w’a sgn(\If)\/F > a(A\,®, v . * a(\,®,¥
Hj, = iy 0050/2/ C1(\)er™: )d)\—i—st/Q/ Cy(N)e™® W) g\

9 [ inf/2 [
+COS}§/ / Cg(A)ea<mﬂ’>dA+Sm]§/ / 04(A)e“<“”‘1’>dA). (A.la)

o0 —0o0

Applying the Helmholtz operator yields

D(H;) :AanQ sgn(V) (C089/2 /_oo (—iIAC1(\) — sgn(P )m02< ))e W) 7\

V0 + w vR
| sinb/2 / (—sgn (W) VA2 — w2Cy () +IACo(A))e P\
VR -
cos 30/2
+ Rg/z/ / (IAC5(N) — sgn(P)VAZ — w2Cy(N))e® PP g\
i 2
+SHJI%% / (sgn(V)VA2 — w2Cs(\) +i>\C4(>\))e“(A"I’"I’)d>\) . (A.1b)
Solving for C 234(\) gives
Ana (+ 1)M?2
Hj =———— 0/2 | VA—w\+34 )
RV ( freos0/ / v {u +op 2pke? |
: : CAA+9) 1 (v +1)M2
- ] 2 . 00 a(\,P,¥)
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484 w2
(7+1)M4 81119/2/ A (00.1)
= A, : Al
+sgn (V) Fier VR ). \/)\—l-—we dA (A.1c)

To evaluate this behaviour at small R we must consider both local and global expansions.
Define

L(R,6) = /_ h VA —w(\+9) ( o ! o (72;41101\5&) e?ARO ), (A.2a)

~ AA+0) L (r+ DMLY ke
bR, 0) = / VAtw ((A +0)2  2BLw? ) T A
I4(R,9)=/ VN w etMRO (A.2¢)
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<A
I;(R,0) = / — = @WRI g, A.2d
W= e (4.2

Where a(\, R,0) = —R(iAcosf + | sin 0|/ A2 — w?)
It is clear that the residue contributions from I and I3 are O(1) (w.r.t a series in R).
For each integral we must integrate around the branch cut at A = —w which extends to

infinity in the 3rd quadrant of the complex A plane. Hence we can write

[Q(R, 9) — _271_\/64_—weR(i(500897|sin9\\/627w2)

(y+ 1) M2 ) (A.3a)

+ QelwhcosO+mi/4 <~721(R7 0) + 234 w? =I(R, )

]3(R7 0) = 2—7T(56R(idcos6—|sme\\/m)

Vi —w

(A.3Db)
iwR cos 0—mi 7—’_ 1 Méo
+ 2 R 6 /4 (]31<R, 9)—’—(254—)1[}2]32(}%, 0) s
Li(R,0) = 2" Rs0=m4 4 (R, 6), (A.3¢)
I5(R, 0) = 2ewReost+mi/AT (R 6), (A.3d)

[e.9] / _ 2'
In(R,0) = / pp—lw e PReosbgin(R| sin 0] p\/1 — 2iw/p)dp, (Ada)
0

+i(6 — w)

+i(0 —w))\/p — 2iw e PR sin(R|sin 0|p\/1 — 2iw/p)dp, (A.4b)

I3 (R,0) = / P —1(1(;1) o) e PR30 cos(R| sin 0] py/1 — 2iw/ p)dp, (A.4c)
o —

Lo(R, 6) = /0 i iw)(”\/;i(‘s =) pReost oo R sin 0lp\/T = Zw/p)dp,  (A.Ad)

I41(R,0) = / Vp — 2iw e PRl gin(R| sin 0] p+/1 — 2iw/p)dp, (A.de)
0

P \—/_1w) e PRsf cos(R| sin 0 p\/1 — 2iw/p)dp, (A.4f)
2

We retain the function e %% in its unexpanded form to ease integration. For each

&
E
=
|
0\8

integral we construct an additive composite expansion of the integrand for p = O(1) and
p* = pR = O(1), by taking the series expansions for each limit, summing them, and

subtracting off the common terms. We retain only terms that give us singularities in R
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when returned to equation (2.2.4.1). The resulting expansions are integrated to give

sinf/2
VR '
3sin50/2  i(6 —2w)sin30/2  3iw

In(R,0) ~ /7

(A.5a)

I(R,0) ~ /T ( Ve SR VI sin 6 cos 50 /2
2 20 — 2d —
8?;%1/2 sin? fsin 50/2 + (ZLR—?;;)wsinﬁcos%/Q + <2R—12/1;)wsir19/2> :
(A.5b)
cosf/2
I31(R,0) ~ ﬁW’ (A.5¢)
3cosh0/2  i(0 — 2w) cos36/2 3w .
I32(R,0) N\/E< Ve ST +4R3/2 sin 0 sin 56/2
2 20 — 2d —
8?;%1/2 sin? f cos 50/2 — %{—?f;msinesin%ﬂ—l—(z}z—l%mws@ﬂ) )
(A.5d)
In(R,0) ~ \/m <2R3/2 sin36/2 — 2R1/2 sin @ cos 30/2 — R1/2 sin 6/2) (A.5e)
iw
I51(R,0) ~ /T ( 7373 €08 30/2+ —— R1/2 sin @sin 30/2 — T2 CO8 8/2) (A.5f)

Note we have neglected the residue contributions here as they result in non singular
terms of R. The R~'/? terms in the above expansions are a correction to those given in
Tsai (1992).

We find the asymptotic behaviour of Hj, for R <1 to be

i~ Ana €4y + 1) M, (sin 39 L9 sme) (A6)
20T wE+w \ R R

This is clearly singular at R = 0 which is not what we expect the solution to behave
like at the nose of the aerofoil, therefore we consider a local integration of (2.2.4.1) for
R <« 1. This is found through the same procedure as above. In particular the integral

to which we need the composite expansion is

_ [ L e PRt gin(R| sin — 2iw a
R R TN (Rlsinbloy/T—2w/p)dp,  (ATa)
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since we can write

H()(R, 9) _ An Sgl’l(‘lf) ( m eR(i500597|sin9\\/627w2) - eincosH+7ri/4[1 (R, 6)

" BaemVi+w \Vo —w
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Hence A i
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O i st/ (AT
Given
('7+ 1)M4 82H0 1 1 0H 0 .
D(H3) = 5 597 \/_Sl nf/2+ ——- TR 0D ———sin36/2 (A.8a)
upon changing variables to
Z = +1iVv,
7 =0 -1V,
we find that , g A
—17T 1
f It e O+ DMya (1 1 , (A.8b)
0707 4y/TV + w3, 22 Z2
and hence iy .
17r n 1 M . _
H; = O+ DMy sin26 + c1(Z) + c2(2), (A.8c)

W8TV + wh

where ¢ 5 can be determined through boundary conditions. We note that these functions
cannot tend to infinity as R — 0, hence the behaviour of H3 near R = 0 is non singular.
We therefore require a complementary solution to the homogeneous equation governing
Hj, i.e. the Helmholtz equation, to eliminate the singularities in (A.6). This solution
must also satisfy the radiation condition at infinity. We consider therefore the Hankel
functions of the first kind or orders 1 and 2; H1(12) (wR), in the forms

HP(wR)sin20  and  HY(wR)siné.

To cancel the singularities at zero we need appropriate constant multipliers. Adding this

complementary solution to H3, gives the non-singular particular solution

. Apa @y + DMLY (Tt g Tow ‘
Hy, = Hy, + NN BT ( 1 H;/(wR)sin 26 + 5 —H, (wR)sme)

(A.9)

We now seek a complementary solution, Hs., that satisfies the boundary condition
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on the aerofoil, i.e.

D(Hs,.) =0, (A.108)
aH?)c o
o0 |~ d(®), (A.10D)

where

(A.10c)

d(®) = oMo . / ) L
AN+ w P ) AN+ OVA+w ov
After some algebra and contour integration, we find

aH;:p _ Ana (7 + 1>Moo elw<1>+z7r/4 l + 1(5 — 2’(1)) + QU((S — U))
8‘11 $i8 \/E\/(S + w 2ﬁ§ow2 (I)3 CI)Q 0]

RVii (2( 5 — W E i) erf(e/ /(5 — w)B) — 2(5 + )/

0 —w Vo
v+ DML rw [iw 4
! 2) B2 51{5”(@) - ﬁHP(wcp) : (A.11)

We deduce that Hs.(®,0) = 0 for & < 0 hence we can solve (A.10) using the Wiener-Hopf

method. To simplify, we set

d(®) = di(P) + dao(P) + d3(P),

where A )
(@) = _%ei&p (2<52 . w2)\/_ _ %) ’ (A.12a)
—w
A, qw ew®+HT/A (y+ ML
o) — 1_ A.12b
A0 = e e —w) ( 28w w2 ) e
A,a ewdHin/A T w (v + DM — 2w)
) = (20 s e (e )
i(6—w)®—ir/4 i0
+ ﬁeﬂ /5—w (2(52 —w’ )V - ﬁ) exfe(e™/*\/ (5 — w)®)
v+ 1 Mélo —iw fw J
+ (454—)w27rwe @ EHQ(D(U)(D) - 6H1(1)(wq))
A aM?eP?® i
- e VO w)@)] - (A.12¢)

We again assume that 0 has a small positive imaginary part so that when we apply the
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Fourier transform, our integrals converge at infinity. We set
ch = Z?:lHBC]w (A13a)

where Hsj,, corresponds to boundary condition d;. Using the Wiener-Hopf method, we

find
sgn (W)

00 ea()\,@,\ll)
Hs. = — Fli(\)——
% 2w /—oo il >\/)\+w

A\, (A.13b)

where .
> dj(w)e™

——¢€
0 \/)\—w '

We leave Fy3 in terms of an integral but evaluate F;; o, noting that the formula

F.;= f(e™4\/(\ — w)x)dz. (A.13c)

1 dr
C2mi Jo, Ve — w(

where the contour of integration runs parallel to, but just above, the real axis, and below

F.(\) P /000 d(x)e"dx, (A.13d)

w, is more appropriate to evaluate F;; 5 since it allows us to properly assess the effects
of the branch cuts. For F;; we evaluate the integral with respect to x first, whereas for

F., is it easier to evaluate the integral with respect to x first (Tsai, 1992). This yields

Anar/T e/ <21(5 — w) w? + A0 { > ( w— /\)D
F = — 1 — — arcsin ,
62 — w? T(A+0) VA — w8+ \)3/2 m w+0

(A.14)

o 2A,aw e/ (1_(7+1)M§0((5_ )2) 1 | V2w + iV —w
BT Ao+ w( — w) 254 w? V) —w BT e |

(A.15)

Using the method of steepest descents for our integral expressions, and the limits of

the Hankel functions at large argument we obtain the outer limit of our inner solutions;

iw/4 : iwkr 4 iwkr
Ha, ~ — é%fffmw) ( - %(5 - wcos9)2) +L3p(0)eﬁ+0(1/1€),
(A.16)
where A av/w(y + 1ML w
Ls,(0) = 23/56(‘)1011)2\/5—1——1;0 (E sin 260 — §sin 0), (A.17)
and -
Hyo, ~ Ly (0)— + O(k™%?) fori=1,2,3, (A.182)

5

r
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where
Lo (6) = Anay/wsgn(W)cos(0/2) | w—dcosb - 2 — w(1 + cosb)
\/5\/52—w2(5—wcos«9) Vo —wcosf s w+ 0
—EQ—MMGﬂm@y(ABM
7r
Lo, (6) = V2 sgn(¥) Anav/w (1 (y+ M (65— w)2) o V2 + /14 cosf
N w(d —w) 283 w? & V1 —cosf ’
(A.18¢)
im/4 e8] ) )

Lo (0) = S8R0 € eI eos 0z f(omi/4 /(T 1 cos 0)a)ds () dx. (A.18d)

VvV 2Tw 0

The expression for Ls., that we have found also varies from the solution presented in Tsai
(1992). These expansions are valid provided 6 /4 0, 27 because there Ls., is singular. To
find an expansion that is uniformly valid for all values of # we use Van der Waerden’s
method (Van der Waerden, 1952). We isolate the branch point of the singularity and

integrate it separately. The integral of concern is

o g~ Rg(X0) | V2w + iV —w
— 10
o V—w T Varw

Jo(®, W) = dA, (A.19a)

which arises from the calculation of Fyy, with g(\;0) = —a(\, R,0)/R. We set s* =
g(\;0) + iw since ¢'(Ao;0) = 0 — g(Ao;0) = —iw. This transforms our integral to

Jy = ei“’R/ A(s)e ™ ds, (A.19Db)
where
A(s) 1 d\ \/2w+i\/—i0056’(32—iw)+s|sin0|\/32—2iw—w
s

= ————log
VA(s)2 — w? ds \/—icos0(32—iw)+s|sin9]\/m+w
(A.19¢)
The saddle point, \j = —w cos @, has been mapped to s = 0 and the contour of steepest
descent has been mapped to the real s axis. There is a logarithmic branch point at
s =51 = —e™/%, /w(1 — cos §) which is the image of the branch point at A = —w. This is
the only concerning branch cut as the others (s = e™/*\/2w) are taken away from the

contour of integration. For small 6 the point s; moves to the origin hence we must ensure
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we integrate around it to obtain a uniformly-valid solution. Expanding A(s) about s;

gives
2log[s — s1]

V/s7 — 21w

A(s) ~ — + const. + O(s — s1). (A.20a)

Hence the function
2logls — s1]

Vs7 — 2w
is analytic at s = 0 for all values of 6. We substitute A(s) = A;(s) — 2= back into

\/ S% —2iw

(A.19) and integrate the term containing A; using the method of steepest descents. The

Ai(s) = A(s) + (A.20b)

second term has a change of variables to eliminate the variable R from the exponential,

and is left in integral form for later analysis. We obtain

; D reim/AaiwR | V24 /1 + cosd G (ﬂ'i + 2log[w] N log[1 — cos 6])
? vVwR V1 —cosf 44/1 + cosf 2v/1 + cos6
2e7ri/4ein 00 ) ) ﬁ
— log[z + €™/4\/w(1 — cos ) Rle * dx — Y—1o R>.
VwRA1 + cosd </_oo d ( JE] 2 gl F

(A.21)

So the uniformly-valid solution for the far-field expansion is found by replacing Ls.,(6)
by

u _ V2sgn(y)A,aivw (v +1) My, 2
L3C2(T’0) - 7r\/5+—w(5—w) (1 - W((S_w) )

[W% (? log(kr) — /00 log(s + €™*\/w(1 — cos Q)kr)e_82ds)

o V2 41+ cosd +log(1—cos@)+ i + 2log(w)
& /1 —cosf V2VT +cosf  2v/2V1 + cosh

—00

. (A.22)

This expansion is also different to the result presented by Tsai (1992).
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The pressure jump across the trailing edge is given by

Pilymor = Pilymo. = (0 = W) kw5 MZ )2+ kel (0) [ o 0)dr +2ikeFr(~o0)
v=or = Plle=o- = O n o
(NI LR (0) + V/RIL1 (0) + La(0) + Lap(0) + Lae, (0) + Ly (0)
id,/w (v + 1M “[a
+ L, (0)] + tVE : (1——°°5—w2 / 3
3¢3(0)] V23 + w(6 — w) 234 w? ( ) o L€
Boo ¢ 8(] / ’ V2+ ¢
v Jo 08 (T’OW} VR
2400 3 20¢ V2+ ¢
Zoy Fee dr' | ————d
+/2 [§+tf§3/2 o 00 (T’O)T]\/H@—&g

e (1og[32k:(¢t +2uwl+5 - %1> H }

— [emktwmtM2 L Py (2) + VE[L) (27) + La(27) + Lop(27) + L, (27) + Loy (27)

iAu/0 (ML z){ 2[9
+ Lge, (2m)] — \/_\/_WW( )(1 262 w? (0 =w) /o 3
Boo 58 / / "2+¢
Tven ), aqe (T’O)dr]ﬁt—t&%
e, B PO, 00T VIEG
+/2 {E+t’§3/2/0 2 (T’O)dr]mdé

4 (log[SQk((bt + 2w+ 7 — %) H } + \/Eei//:—%gj)

/ Ey' g;(if)dg( ih(w=-3MZ)T/2 py () 4 ik(wéM&)F/%(gﬁ))} , (B.1)

which we write as

Ap ik(w— ikwe @ r— 2 r
Pily—os — Pllyms. = \/(gt)ek( 5M2 )61 gikweV (O)L [ adr—J2 adr] (B.2)
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The thickness-related pressure jump with respect to trailing-edge coordinates is given

explicitly by

2 A/ w . .
Ap(t)<¢t) — \/_ (t) (O) . t\/E \/_ elk(w—(sMgo)(2+oct)+21keFR(—oo)

A
V2 + ¢y b V210 + w
4
(1 _ (72—;41)101\;[ (6 — w) > {eik(w_aMgo)r/Qeikwea“(2,0)

2Ta B [$0q® , | 1 1
</0 [E*tw o 00 (T’OW] (¢2+¢t—£_¢2—5\/2+¢t>d£

a ¢t + 2 2+ Boo aq(t / / 1
Vo Ry log[ 2 }+/2 [E+t’£3/2/o 06 (T’O)dr] th—fdg)

€ 9a®)
k(W= M2)T/2, ikweoy (2,27) Boo q"” /
+e pikweon (/ |:€+t’€3/2 ; 90 (T,Q?T)d?“:|

(o= )= Jmos |7

VIth-¢ V2o 5\/2+¢t 2+¢t0g 2
2+t a 600 aq

+/2 {E+t’§3/2 , or " 2)4 2+¢t >} (B3)
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Chapter 3

High-Frequency Sound Generated by
Gust-Aerofoil Interaction in Subsonic
Shear Flow

In this chapter we investigate the sound generated by gust-aerofoil interaction in subsonic
shear flow. In the model described by Figure 0.6, it is assumed that the background
steady flow upstream is uniform (which motivated the work of the previous chapters),
however substantial structural elements upstream of the rotors could induce a background
shear flow, hence in this chapter we investigate the sound generated by gust-aerofoil
interaction in a background two-dimensional steady parallel shear flow. This is a natural,
but significant, extension to Goldstein (1978a) who presented the evolution of a gust in
parallel shear flow and evaluated the acoustic radiation of such a system due to a semi-
infinite flat plate downstream of the initial gust. The solution obtained by Goldstein
(1978a) describes the evolution of an arbitrary upstream unsteady vortical disturbance
in a steady background shear flow, independently of solid boundary conditions. Such
a solution can be implemented in this chapter, and will henceforth be known as the
gust solution. After determining the gust solution, Goldstein (1978a) then applied the
Wiener-Hopf method on a pair of integral conditions, representing zero pressure jump
in the flow upstream of a semi-infinite flat plate (i.e. on z € (—00,0),y = 0), and
zero normal velocity on the solid boundary (along z € (0,00),y = 0), to solve for the
scattered acoustics.

To simplify our problem of investigating the sound generated by a thick, finite chord-
length aerofoil, we first simplify the aerofoil geometry by transforming coordinates so
that the aerofoil is mapped to a flat plate. The geometry of the aerofoil then arises
as perturbation terms in the transformed governing equations rather than complicated
boundary conditions. We make the transformation of variables to an orthogonal co-
ordinate system where one coordinate axis is aligned with the streamlines of the flow.
The second coordinate is known as a pseudo-velocity potential since it is everywhere
orthogonal to the streamlines. We choose to work specifically with parallel shear flow in

order to ensure we can make this transformation between coordinate systems. The sound
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generated by a gust interacting with semi-infinite flat plates in steady three-dimensional
transverse shear flows has been investigated by Goldstein (1979), however due to the
greater complexity of our choice of aerofoil, now having a finite chord length and non-
zero thickness, we are constrained for the time being to parallel shear flow. Goldstein
later extended his work, in Goldstein et al. (2013), to consider a vortical perturbation
interacting with more general solid bodies in transverse shear flow. We draw attention to
a limitation of their work in that it does not permit solid bodies with non-zero thickness
since a requirement imposed is that the shear flow is everywhere parallel to the solid
surfaces. Goldstein et al. (2013) is therefore more applicable to duct acoustics than to
the gust-aerofoil interaction problems that we are studying.

We suppose the aerofoil is thin, with thickness parameter denoted by ¢ < 1, and that
the reduced frequency of the incident gust is high, denoted by k£ > 1. The preferred
limit ek = O(1) is imposed to correlate with the limits in Myers & Kerschen (1997), Tsai
(1992), and the previous chapters of this dissertation. We impose a further condition
that the flow is relatively low speed, with typical Mach numbers being O(e'/?). These
limitations still allow us to study cases of practical interest, especially since the high-
frequency regime remains challenging for computational aeroacoustics. We make the
transformation between Cartesian coordinates, (z,y), and streamline coordinates, (¢, 1),
by using the standard orthogonal curvilinear coordinate expressions that can be found
in Batchelor (1967, Appendix 2). Once the aerofoil is mapped to a flat plate in (¢, 1))-
space we analyse the problem similarly to the high-frequency gust-aerofoil interaction
considered in Chapter 2. We use the method of matched asymptotic expansions (Van
Dyke, 1975) to split the problem into several asymptotic regions around the aerofoil
(shown in Figure 3.1); local inner regions which scale as O(k™!) about the leading and
trailing edges of the aerofoil; a transition solution which scales as O(k~/2) along the
upper and lower surfaces of the aerofoil accounting for the effects of physical curvature;
an acoustic outer solution which scales as O(1) and describes the propagation into the
far field of the sound generated by the gust-aerofoil interaction; and a wake transition
solution which scales as O(k~'/2) downstream of the aerofoil ensuring the Kutta condition
is met across the wake. The solution is determined in each region, and matched to
surrounding regions. We focus on the high-frequency (k >> 1) regime since in such a
range, fully numerical calculations are much more difficult to carry out, although we
note that the gust solution presented in Section 3.2 is valid for all frequencies (subject
to a rescaling of the asymptotic series (3.2.0.6)).

In Section 3.1 we outline the coordinate transformation for a general two-dimensional

parallel shear flow from Cartesian coordinates to streamline coordinates and apply it to
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Figure 3.1: Asymptotic regions around the aerofoil; leading- and trailing-edge inner
regions, (i) and (iv), scale as O(k™'), and the width of the transition regions, (iii) scales
as O(k~1/%). The outer region (ii) is O(1). We solve for (i) in Section 3.3, then solve for
a leading-edge contribution to (iii) in Section 3.4. Region (iii) is solved for in Section
3.5, and the trailing-edge contribution to (ii) along with regions (iv) and (v) are solved
for in Section 3.6.

the linearised Euler equations governing the gust-aerofoil interaction problem. Section
3.2 outlines the method used to obtain the evolution of the gust in a shear flow; we find
small thickness-related perturbation terms to Goldstein’s solution because our steady
flow contains thickness related perturbations due to the flow augmenting around the
aerofoil. In Section 3.3 we solve the governing equations in the inner leading-edge region
to obtain a solution for the acoustic pressure generated at the leading edge, correct to
two orders of magnitude. Here in the inner region, the aerofoil can be assumed to be a
semi-infinite flat plate extending to +00. We therefore solve the governing equations and
boundary conditions (of continuous pressure upstream of the aerofoil, and zero normal
velocity on the solid surface) by constructing a dual integral equation and using the
Wiener-Hopf method. This is similar to Goldstein (1978a), however, due to the non-zero
thickness of the aerofoil, we must find thickness-related perturbations to Goldstein’s flat-
plate solution. The inner solution is matched to a leading-edge far-field outer solution
in Section 3.4, and the transition solution to account for surface curvature along with
the correction of the zero-velocity boundary condition on the solid surface is constructed
in Section 3.5. The procedure is repeated at the trailing edge along with appropriate
matchings in Section 3.6. In the trailing-edge inner region the aerofoil is seen as a semi-

infinite flat plate extending to —oo, so we construct a dual integral equation imposing
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continuity of pressure across the wake downstream of the aerofoil, and zero normal
velocity on the solid surface, then solve using the Wiener-Hopf method. This is also
solved to two orders of magnitude, as with the leading-edge inner solution. The trailing-
edge far-field outer solution is found to two orders of magnitude in the amplitude and the
phase, and is matched to the trailing-edge inner solution. The trailing-edge transition
solution is not required to obtain approximations for the total far-field acoustics, hence is
mentioned only briefly in this section. In Section 3.8 we illustrate our results by plotting
the far-field acoustic pressure generated by gust-aerofoil interaction in specified shear

flows around symmetric Joukowski aerofoils. Section 3.9 contains concluding remarks.

3.1 Formulation and Governing Equations

We consider a thin symmetric aerofoil aligned parallel to the z-axis, with surface y =
+ey(x), 0 < x < 2. Here, lengths have been non-dimensionalised using the aerofoil semi-
chord b* (* denotes dimensional quantities). The aerofoil sits in a mean shear flow of
velocity U, which is aligned parallel to the aerofoil chord at infinity (velocities are non-
dimensionalised using UZ , the uniform mean flow speed far upstream as y — oo, and we
explicitly exclude the case UZ = 0). We work in the orthogonal (¢, 1) coordinate system,
where 1) is the non-dimensional mean flow streamfunction and ¢ is the non-dimensional
pseudo-velocity potential, chosen such that surfaces of constant ¢ and ¢ are orthogonal.
The origin in (¢, 1) space is located at the leading edge of the aerofoil. This coordinate
system has the advantage of mapping the aerofoil surface onto the flat plate ¢ = 0,
0 < ¢ < ¢, where ¢, is the location of the trailing edge and must be calculated from the
mean-flow solution. Far upstream the steady shear flow velocity is Uy())e,, where ey is
the unit vector in the ¢ direction, and the shear profile Uy(1)) is a given function (with
the property that Uy — 1 as ¥ — +o0). The presence of the thin aerofoil distorts the
mean flow similarly to Chapters 1 and 2, so again we write the total mean velocity as
(Uo(¥) + €q(9,v)) ey +O(e?). The local Mach number is denoted by M (1)), which takes
the value M, as ¥ — £o0; in what follows we consider low Mach number flow only, with
M= O(¢'/?). This means that the steady flow around the aerofoil can be determined to

O(e) using incompressible thin-aerofoil theory, and it follows from (1.1.1.2) and Thwaites

(1960) that 2
q(z) = UO—(O)Re [/0 Mdm] : (3.1.0.1)

T z—x
where z = ¢+1i¢). Furthermore, the corrections to the otherwise uniform steady pressure,

density and sound speed due to the presence of the aerofoil are of O(eM2) = O(e?) (see
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(1.1.2.3)), and to O(e) are therefore ignored.

Let the incident gust have typical amplitude which is much less than e, allowing
linearisation about the mean flow, and dimensional frequency w*. In what follows we
non-dimensionalise time using b*/U% , to give non-dimensional hydrodynamic frequency
w= w*b*/UZ%, and we also introduce the non-dimensional acoustic frequency k = wM,,
where M, = UZ /cf,. We suppose k is large, with preferred limit & = O(e™!). The

unsteady velocity, pressure and density are written in the form

{U, U, P, ,0}<¢7 1/1, t) = {u’ v, P, p}((b7 w)eflwt

and we make one further assumption that the flow is isentropic, which means that the
pressure and density fluctuations are connected by p = M2 p. The idea now is to sub-
stitute this unsteady perturbation into the equations of mass and (inviscid) momentum
conservation, linearised about the steady base flow. In order to transform these equations
into (¢,1) space, we use the well-known results for orthogonal curvilinear coordinates,
see for example Batchelor (1967, Appendix 2). The metric elements, given by Finnigan
(1983), for (¢,1)-space are

hy = C|U| hy = |U|, (3.1.0.2)
where ( is defined by
Q dlog ¢
= .1.0.
e o0 (3.1.0.3)

and Q = — V21 is the mean vorticity (V, denotes the differential operator with respect

to non-dimensional Cartesian coordinates). This leads to

. 0 0 U|?
—1wu+<]U\28—Z —Qv+qU|a—Z =— C% (' | ) (3.1.0.4a)
, o OV o |U? o (U]
—iwo -+ (UP S + U1 = v g(%( ) QU(Q—F%(T)),
(3.1.0.4b)
0 o (U U
—1wp+C|U\ +yU| +C! ‘282 ’5_| (Q+% (|T|)> + g‘% (3.1.0.4c)

for the two momentum and one mass equations respectively.
Since we are considering the case of a parallel shear flow disturbed by a thin aerofoil,

we make the expansions

CIUP = Us(¥) + eNi(6,9), (3.1.0.5)
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0= —Uo% + €Ny (¢, ), (3.1.0.5b)

where the first term on the right in each case is the parallel flow result and Ny 23 = O(1)
are the aerofoil corrections. We note immediately that introducing the thin aerofoil into
the inviscid parallel mean flow does not alter the mean vorticity, so No = 0. However,
the remaining corrections, IV; 3, are non-zero and must be determined from the solution
for the mean flow. Furthermore, note that the right hand sides of (3.1.0.4) are O(e),

which we denote by €N, 5 ¢ respectively. This allows us to rewrite (3.1.0.4) in the form

iku+ M(wg—g + %%v +cor(6, 1) = —Moog—];, (3.1.0.62)

—ikv + M(l/z)g—; + eoq(9, 1)) = —M(¢)§—Z, (3.1.0.6b)

—ikMaop + g—g + %2—; + M(z/;)Moog—Z + eaz(p,1) =0, (3.1.0.6¢)
where

o1(¢, ) = =M (N4 — ng—z — Ngg—z> : (3.1.0.7a)

0o, 16) = — My, (Ns - Mg - q‘g—i) , (3.10.7h)

o3(p, 1) = — (N6 - Ngg—z - qg—:; — NlMgog—Z> : (3.1.0.7¢)

In order to complete our formulation, we introduce the Fourier transform with respect

to ¢, e
Flaw) =5 [ e f(6.0)do, (3.10.8)

2 J_
with uppercase letters denoting transformed functions. Taking the Fourier transform of
(3.1.0.6) and rearranging, we obtain a single equation for the transformed pressure in

the form

10 ( 8P) 2 dMOP = M3 ((k —aM)? —a?) P = eX(a,1), (3.1.0.9a)

Moo\ ou ) T E—aM db ov T M2
where
Xy M, 2adM [ dvp i Mo
Z(a,w) i 1(I<: aM) e X3 M(k: — aM) 29 e X1 (3.1.0.9b)
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Here, ¥; denotes the Fourier transform of ;. Equations (3.1.0.6) and (3.1.0.9a) are key

results, and the rest of this chapter is concerned with determining their solution.

3.2 Form of the Incident Gust

The form of the incident gust in parallel shear flow has been given by Goldstein (1978a).
Our flow is weakly non-parallel, thanks to the presence of the aerofoil, and this effect
appears in two ways in equation (3.1.0.6) - first, in the use of (¢, ) coordinates, which
captures the curvature of the mean streamlines, and second in the presence of the terms
01,23 representing the interaction of the unsteady flow with the non-uniform mean flow.
Even so, Goldstein’s method and solutions can be applied in our case since they rely on
solutions to the governing equations, (3.1.0.6), existing and behaving with appropriate
symmetry conditions which we state below in (3.2.0.1). It is clear that even in our
weakly non-parallel flow, since our perturbation terms to Goldstein’s equations have the
relevant symmetry conditions, his gust solution can be adapted for our use. We only
briefly outline Goldstein’s approach and state the key results here as full details of the
method can be found in Goldstein (1978a). Although the equations we have presented
already are valid for arbitrary mean shear distributions, M (), at this point we restrict
attention to the case in which M (%)) is a symmetric function, which simplifies both the
form of the gust and our subsequent acoustic calculations. We also suppose that the
shear layer has a single maximum or minimum, at ¢ = 0, which limits the number of
critical layers where M (1)) = k/a, and makes the construction of the gust solution easier.

Let a triple of Fourier transformed solutions to equations (3.1.0.6) be denoted Z =
{P,U,V}. Equations (3.1.0.6) have two linearly independent solutions; one of them is
denoted Z; say, and we construct a second linearly independent solution, Z ., which
has the property that it consists of only outgoing waves as 1) — 4+00. These two solutions
typically must be computed numerically for a given mean shear profile, however we will
be able to find asymptotic approximations for Z,, which are required to obtain the
scattered acoustic solution. Thanks to the symmetry of the shear layer, both solutions

can be written in the form

Z. (o, ) = {Pu(a, [¢]), (sgn(¥))Us(ev, [¢]), Vi(ew, [¢])}. (3.2.0.1)

The gust solution is now written as

Co(d, )™ = {pg(9, 1), ug (¢, %), vg (¢, ¥) Je ", (3.2.0.2)
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and we simply state the Goldstein (1978a) result for the transverse gust velocity v, here,

v — - oikd/M () ¢ Vi(k/M(n),v) —v(n)Vour (k/M(n), )
’ /w ) [ U (h7M () ) o
)

v -

dn for ¢ >0, (3.2.0.3)
which is obtained by assuming the gust solution is formed by a combination of Z . and

Z solutions, then solving for continuity of upwash velocity and pressure on ¢ = 0. In
equation (3.2.0.3) we have v(n) = ['E(k/M(n)) for n= 0 with

T (a) =

Py (e, 0.) Vo (@,0_) — Vi(at, 04) Py (@, 0_) (3.2.0.4)
0. 20.

Pout(O@OJr)‘/;)ut( ) - Pout<05707)‘/;>ut(a70+>7

and 7 is a function defined as the inverse of f(v) = k/M (1)) (note that this is well-defined

since we consider a symmetric shear flow with a single turning point at 1) = 0), so

Y =n"(k/M())  for »Z0. (3.2.0.5)

In (3.2.0.3), the function Q(v) is an arbitrary vorticity distribution that is fixed by the
form of incident gust at upstream infinity. Given the symmetry of our problem we choose
to work solely in the upper half plane, 1) > 0, from this point on.

We mention that whilst the general form of the solution, (3.2.0.3), is taken directly
from Goldstein’s work, the actual value of the solution is different, because terms depen-
dent on Z; and Z, rely on the solutions to our perturbed governing equations, rather
than Goldstein’s flat-plate equations. The assumptions that Goldstein (1978a) used to
obtain (3.2.0.3) are consistent with our perturbed equations, which ensures we are able
use this form of the gust solution.

At this point we expand the unsteady flow quantities, and their Fourier transforms,

in the form

f=1"+eVEfl +0(e). (3.2.0.6)

This choice of expansion is inspired by the work in Chapter 2 which considered aerofoils
in uniform flows, and showed that the leading effect of the aerofoil shape on the amplitude
of the unsteady flow is to introduce an O(ev/k) correction. This effect arises from the
interaction between the incident gust and the large mean-flow gradients close to the
leading edge (with the flow at the leading edge being represented by an inverse square-
root singularity in thin aerofoil theory). This interaction produces the O(evk) term
both close to the leading edge and throughout the flow. We expand the gust solution
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(3.2.0.3) in the form vy(¢,v) = vy (¢, ) + eVEv,' (¢,9) + O(e), to obtain

o e VR ) GV /M (). )
o) = [ 000 Tt~ e

Y ~
_/OO kM) )7 (U){)(Ol;:lt/(]@/(%,( )) )dn, (3.2.0.7a)

1 _ [T eke/M QO () 1 Al
b00) = [ S VM) ) =2 )V /M 1), )
=V /M) ) = U2/ ) ) (VO M) )20V (/M ), )

¥ ike/M (1))
-/ ") [vl<>out<k:/M<> ) A2 )V (/M (), )

oo UP(K/M(n),n)
Ui (k/M(n),n)
) )]d , (3.2.0.7b)

=" (1) Vaus (/M (1), )

for v > 0. In what follows we describe how the gust interacts with the aerofoil to
generate sound, and aim to find an approximation for the far field acoustics generated
by the interaction. We neglect sound in the far field that is generated purely as gust self-
noise (i.e. is generated regardless of the presence of the aerofoil or the weakly non-parallel
flow).

3.3 Leading-Edge Inner Solution

Here we investigate the sound generated by the interaction of the gust with the leading
edge of the aerofoil (region (i) in Figure 3.1). We move to a leading-edge inner coordinate
system, (®, V) = (k¢, ki), recalling that & > 1 is the high-frequency parameter, and
we write the scattered pressure as po(®, ¥) = po(®, ¥) + ev/kpl(®, ¥) 4+ O(e), with the
suffix , denoting that this part of the solution contains the acoustic field generated by the
gust-aerofoil interaction. The leading-order solution, p?(®, V), represents the effect of
the blocking of the transverse momentum of the incident gust by the solid aerofoil surface
approximated as a flat plate, while the perturbation p!(®, ¥) represents the effects of
thickness.

In the inner region the magnitude of the perturbation to the mean velocity, ¢, is
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determined by substituting inner (polar) variables into (3.1.0.1) and expanding, to give

= — — 3.0.1
q(R,0) 2\/§COS2’ (3.3.0.1)

in the case of a Joukowski aerofoil with chord length, 2, and thickness, e. Similarly

to Chapter 2, the perturbation to the mean flow, which is of size O(e) in the outer
region, has been promoted to size O(e\/E) in the inner region, thanks to the presence
of the inverse square-root singularity at the leading edge. This is what gives rise to the
expansion (3.2.0.6). In fact, provided the shear flow does not vary rapidly on O(k™1)
lengthscales we can treat the inner regions as if they are in purely uniform flow with
Mach number M, = M (0).

3.3.1 General Solution for Leading-Edge Inner Acoustic Pressure

In this inner region it appears that the aerofoil is a semi-infinite flat plate ® > 0, ¥ = 0,
and hence we use the Wiener-Hopf method (Noble, 1998) to solve for the leading-edge

inner acoustic solution. We write the solution as

Pa(P, V) = sgn(\If)/ ek A(@) Py (cv, | ) der, (3.3.1.1a)
Vo (P, V) :/ P A () Ve (e, |U])dar, (3.3.1.1b)

demanding outgoing-wave behaviour at infinity. We enforce the boundary conditions,
v, = —vy on & > 0,¥ = 0 (in order to cancel the incident gust transverse velocity on
the aerofoil surface), and continuity of pressure across ¥ = 0 for & < 0. These two

conditions lead to the integral equations
/ ek A(a) Vo (v, 0)da = —v,(®, 0) for ® >0

/ ek A(a) Py (ar, 0)dae = 0 for ®<0. (3.3.1.2)

—00

The solution to this Wiener-Hopf problem is described in detail in Appendix A, and we

write

B0 W) = [ @ wldn (3313)
0
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where

Q()Q° ()M (n) /°° et PRI (k/M(n)) 1 Pous (o [I/K)
271 oo (k= aM(n))r(a) 4 Vau(a, 04) 7
(3.3.1.4a)

1 Q@M [ R (kM (), Py (o, [U]/)
P, W) = sen(v) 2 R [
()@ ()M (n) /°° /PO, (o, U] /)R kM ().
271 —00 (k‘—O{M( )) (Oé)+ out(a O+)
g DM ) [ P, (0, YRR/ M (1)) Py (0,0)
e /_oo (h— aM(1))m0(c) V(@ 05) Poy(cr,0)"
kM’(n)GO(/f/M(n))—< PLR/M(),0) VA (k/M(y), >)
2miM (1) outuf/M( ),0) VB (k/M (). 0)

h P (s [ V] /K)
/_ (k —aM(n))K( VO (@, 0+)da. (3.3.1.4Db)

+ sgn(¥)

«

+ sgn(W¥)

0
0

The term p2(®, ¥|n) arises from the blocking of the transverse gust momentum by the
solid body approximated as a flat plate, whilst the terms in pl(®, ¥|n) arise from the
effects of thickness; the first term in (3.3.1.4b) occurs due to the gust interacting with
the steady perturbation flow around the nose of the aerofoil, the second term arises from
the blocking of the chord-wise gust momentum, and the third and final terms arise from
the distortion of the sound generated at the leading edge, p2(®, ¥|n), by the distorted
steady flow around the nose of the aerofoil. The terms Q%!, G and x° are defined in
Appendix A. We have therefore found the first two terms in the inner region.

We see from (3.3.1.3) that to obtain the acoustic pressure, we integrate (3.3.1.4) over
all values of n. We note, however, that each term in (3.3.1.4) contains the upstream vor-
ticity distribution of the incident gust, Q, (for the final term in (3.3.1.4b) it is contained
within G°). If this is sharply peaked at a given value of 7, such as if Q ~ e k(1=m0)*
the dominant contribution to p, would occur at 7y hence by Laplace’s method, p,(®, V)
would be proportional to p,(®, VU|ng). Sharply peaked vorticity distributions are typical
in turbulent shear layers where the turbulent energy and vorticity are concentrated in
narrow regions (see Goldstein (1978a) for further details). When explicitly evaluating
the acoustic pressure for a specified shear flow in Section 3.8, we assume that the vortic-
ity distribution of the gust is sharply peaked in such a way that we can approximate the
behaviour of p,(®, ¥) by p.(P, ¥|0) (the true acoustic solution comprises of p,(®, ¥[0),

multiplied by a term that depends on the exponent of the vorticity distribution, which
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would be obtained by applying Laplace’s method to (3.3.1.3)). A suitable vorticity dis-

tribution in this case would be Q ~ e_k’72, but many other distributions are possible.

3.3.2 Outer limit of the inner solution

Solution for p?

Taking (3.1.0.9a) to O(1) gives an equation for the Fourier transform of the leading-order
pressure, PV
02 P° 2M'a OP°  M'OP°  M?

1S9 2 2 0 __
5~ Al —F 9y —}-MW—FW[(QM—]{) —a?] P’ =0. (3.3.2.1)

All the terms in (3.3.2.1) balance provided av = O(k), and we therefore define f = a/k
with 8 = O(1). This is a valid scaling of « in the inner region, since the Fourier phase,
—iga, can then be written as —i®f in inner variables, allowing for O(1) variations in @

to be analysed. In inner coordinates, to leading order, (3.3.2.1) becomes

?’P° M2
- 4+ S

o2 ﬁg [(BMy —1)* = %] P° = 0. (3.3.2.2)

Equation (3.3.2.2) has an outgoing-wave solution

P° (o, V) = C°a)exp {i\/(l —aMy/k)? — (a/k)QMVO;W@ , (3.3.2.3)

where

C%a) =c

(1 - afo)Q - (%)1 - (3.3.2.4)

and c is an arbitrary constant. The reasons we choose the factor (3.3.2.4) are two-

fold. First, the factor is included in order to match with the form of solution used by
Goldstein (1978a) in parallel shear flow - Goldstein developed a WKB solution and the
factor appears there as the usual WKB amplitude. Second, the factor is included in order
to recover the leading-order directivity known to be present in leading-edge scattering of
both vorticity and sound - we return to this point later in this subsection.

Taking the form of solution (3.3.2.4), substituting into (3.3.1.4) and using the method
of stationary phase (Bender & Orszag, 1978), we find that the outer limit of the leading-
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order inner acoustic solution is

T )1/2 sin 000 00(7)Q° (1) M (n) (/M (n)) - C°(h o)
ot 2mkr (1 — MZsin®0)3/4 1 — oM (n) K()(kﬂ())-l-‘/oout(kﬁgz%%)é 5)

where (r,0) are polar coordinates in (¢, ))—space centred on the leading edge, and

k() , defined in Appendix A, is
K0(a)y = (k4 a(l — My))~Y2. (3.3.2.6)

We note that the arbitrary constant, ¢ from (3.3.2.4), cancels in the term C°/V2, because

of the relationship between P and V. In (3.3.2.5) we have introduced the phase function,
A, defined as

B, M) = Bcosf + %\/(1 — MpB)?2— B2, (3.3.2.7)

which has a point of stationary phase at

1 cos

— M — . (3.3.2.8)
— A2
1-M \/00529+AA§—%sin29—M§Osin29

P (M) =

The functions A\g(#) and [y(6) are defined as

)\0(9) = )\(607 M0)7 BO = BS(MO) (3329)

The steady Mach number takes the value M, throughout the inner region, and the
phase in (3.3.2.5) is therefore given by (3.3.2.7) and (3.3.2.8) with M = M,. The function
Q°(n) appears in the form of the incident gust and is defined following equation (A.14).

We now return to the question of the choice of the factor in (3.3.2.4). We know from
Chapters 1 and 2 that the leading-order outer solution for sound-aerofoil and gust-aerofoil
interaction in uniform steady flow has directivity cosf/2. In steady shear flow, sound is
produced at the leading edge both by the scattering of the vortical gust (as in Chapter
2), and by the scattering of the gust self-noise (similar to Chapter 1). Throughout the
inner region the mean shear does not appear, and the mean flow is simply uniform with
Mach number My, and the cos#/2 directivity must therefore be recovered in the outer

limit of the inner solution in the present problem too. In fact, our choice of C%(a) gives

PY o cos(0/2) (1 — Mo/2 + (34 cos 20) Mg /4 + O(Mg)) (3.3.2.10)
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confirming the required directivity to the orders of magnitude retained thus far in our

calculations.

Solution for p!

Taking O(ev/k) terms in (3.1.0.9a) and converting to inner coordinates gives an equation
for P,

o*Pt M2
AT (1= 2MoB — B2(1 — M2)) P = %(a, ¥). (3.3.2.11)

Here we have used the fact that to leading order ¥(a, ¥) = vVEX(a, k1), which follows
from the inverse square-root singularity of the steady flow at the leading edge.

We solve (3.3.2.11) using the Green’s function

M i _ 2_pR2 Moo |\p_—\p/
G(T,T') = 0 S e N CERAD)
2iM\/1 — 2Mo 3 — B2(1 — Mg)

which represents the desired outgoing wave field, to yield

0o eV (-MoB)? =52 A 0| e
P (kp,¥) = o i S(kB, U)W’ + CL(B)e'V (1Mo =B 55 v,

0 2iMyy/(1 — MpB)? — 32

(3.3.2.13)

From (3.1.0.9b) we know that each term in ¥(a, V) has a phase function

V(1= MyB)? — 62]\1\4/[—";|\I/| (since each o; is proportional to a linear combination of u°v°

and p°), and further, since ) is symmetric and € is antisymmetric with respect to ¢, we

know that > is symmetric with respect to ¥. Setting

S(a, U) = S(a, W) V1Mo =B 55 0] (3.3.2.14)

so that 3 is phase-less in the variable ¥, and completing the ¥’ integral in (3.3.2.13), we

find that the outer limit of the inner solution is
Polut(k@ ki) ~ (d(/{;ﬁ, k) + Cl(kﬁ)) ei\/(l—Moﬁ)z_ﬁzk%—O(j\w\’ (3.3.2.15)
where d(kf, ki) is given by

iS2(kB, ki) My
(1 — MoB)? — %) Mo’

d(kp. k) = - (3.3.2.16)

Following the same arguments as in the previous subsection, we choose C* (k) = C°(kf3),
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and then repeating the method of stationary phase to invert the Fourier transform yields

an outer expansion for p! in the form

1 i \"? sindeF0O Q) Q" ()M () K (k/M () C° (ko)
Pa(r,0ln) ~ = (27rkr> (1— Mgsin?0)3/4 1 —BoM(n)  KkO(kBo)+ Ve (kfBo,0)
Q') o ((Pha(k/M(5),0) VA (k/M(5),0) | (d(kBo, k) — d(kfo,0))
[@0(77) M) (B Ve T ety ’
(3.3.2.17)

where [y and Ay are given in (3.3.2.9).

Note that whilst 3, as defined in (3.1.0.9b), has appeared in our solution through
equation (3.3.2.16), we only need to calculate the inner limit of ¥ in order to establish
(3.3.2.17). This is in exact parallel to the work in Chapter 2, where we found that in a
uniform flow the leading-order contribution of the volume terms only appears close to
the leading edge where the mean flow gradients are large. Therefore, to calculate the
outer limit of the inner leading-edge solution we only need to find the correction terms,
N; for i =1, ..,6 appearing in equation (3.1.0.6), close to the aerofoil. We first note that,
since U = Uy(¢) + €q(¢, 1), we have

while by using (3.1.0.3) we obtain the relation

¢ dUs 9q 1  ON;
Uy, 0g 1 _ ONs 321
Zd T out,  ov (3:3.2.19)

In the leading-edge inner region, equation (3.3.2.19) can be integrated to yield

4q

N. =
3 UO(O)’

(3.3.2.20)

where an arbitrary function of ¢ has been set to zero to ensure consistency with Ny = 0.
It therefore follows that N; = 2q. The quantities Ny 56 can be found immediately from

expressions we have obtained for ¢, ¢, and 2, with

0
N, = u06—¢, Ns = v06—¢ (1-205(0)),  Ng==1 (UU 4 ) . (3.3.2.21)

again all evaluated in the inner region.

In summary, we have determined the first two terms in the outer limit of the inner
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pressure field, given by equations (3.3.2.5) and (3.3.2.17) which are integrated in (3.3.1.3).
As mentioned previously, we assume the vorticity distribution is sharply peaked at n = 0
allowing us to evaluate (3.3.1.3) using Laplace’s method. We write the sum of these two

(integrated) terms in the form

D(0)
Vkr

and we match this expression onto the outer solution in the next section. We do not

exp(ikrA(5o)) , (3.3.2.22)

explicitly define the vorticity distribution yet, and hence can only evaluate D up to a

constant that depends on the leading-order term of

/OOO () dn.

The 6-dependence of D arises from (p%(r, 6]0) + ev/kpL(r, 0]0)) v/ kre*20(@)

3.4 Leading-Edge Outer Solution

Before proceeding with the leading-edge outer solution, which we define to mean the
outer acoustic scattered solution that is seen to emanate from the leading edge of the
aerofoil, we discuss a contribution to the overall outer solution, denoted by a subscript

p, generated by the solid surface boundary condition,

up(¢,0) = —v,(¢,0), (3.4.0.1)

for 0 < ¢ < ¢.. This outer solution is generated by two sources; non-acoustic gust
velocities, and gust velocities associated to the self-noise. For those velocities associated
to the non-acoustic part, the solution assimilates that found in gust-aerofoil interaction
for uniform flow, from Section 2.3, which is an exponentially decaying hydrodynamic
contribution, which propagates no sound to the far field. For the self-noise part, we
recall the symmetry of our solutions, and in particular the symmetry of the normal gust
velocity, which is sgn(¢)v,(¢, |¢|). Upon interaction with the solid surface, any self-noise
above the aerofoil is reflected. Due to the symmetry of our problem, this reflected sound
is identical to the noise we would have experienced in 1) > 0 from self-noise generated
in 1 < 0 travelling to ©» > 0 in the absence of the aerofoil. Given we are interested in
the sound generated by the gust interacting with the aerofoil, we neglect the v, solution

as it only contains knowledge of sound generated by the gust interacting with the shear
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flow and not specifically with the aerofoil.

In the rest of this section we are therefore concerned with determining the leading-
edge contribution to the scattered pressure in the far field. The sound generated by the
gust-aerofoil interaction in the leading-edge inner region, as determined in the previous
section, propagates through the outer region, denoted by region (ii) in Figure 3.1, and
is distorted by the mean shear. We have shown in Chapters 1 and 2 that the leading-
and trailing-edge noise sources are seen as acoustic point sources by an observer in the
far field. We also know that the acoustic field of a given point source in mean shear has
been determined by Durbin (1983), therefore we use those results here to determine the
evolution of the inner solution as it propagates through the shear flow

The outer solution which matches with the outer limit of the inner solution takes the
form

= s(r, 6)D(6) exp(iko’ + ikeo') . (3.4.0.2)

\/E

Here D(0) is the directivity of the inner solution as it emerges into the outer region, as
defined in (3.3.2.22). The factor s(r,6) is the scaling factor derived by Durbin (1983)
to account for the distortion of the pressure amplitude due to variation in the ray tube

area through the shear, and is given by

0

1 — M2 1/4 M — M%Q 8/1’ —1/2

)= —r>"— ¢ /1 — M2 cos i/ 2= .
s(r,9) (1—M02$in29) ( 0 B

(0]
M,y — M, 22
99 r—0

(3.4.0.3)
In (3.4.0.3), p is the local ray angle (and g’ is its value at the leading edge) - see Durbin
(1983) equation (26b) - while A is the local ray speed - see Durbin (1983), following his
equation (16). A factor in s(r,0) involving the local sound speed, present in Durbin
(1983), has been set to unity for our low Mach number flow. Note that s(r,0) — 1 as
r — 0, while in the limit » — oo, s(r,0) — s(#), where the latter can be calculated from
(3.4.0.3).

We determine the first two phase terms, ¢®!, in (3.4.0.2) by substituting the ansatz
(3.4.0.2) into an equation formed by rearranging (3.1.0.6) into a single equation for p.
We then take the real parts of the resulting equation at the first two asymptotic orders to
form two eikonal equations for ¢%!. In what follows we only require the acoustic pressure
in the far field (i.e. r — o0), and we therefore write down expressions for the phase

terms which are valid there. The first eikonal equation, assuming ¢° = rf(6), is
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AM sin0f"(0) + f(0)* (=2 + M? + M?cos 20) + 2 + 2(—1 + M?sin*6) f'(6)*
—4M cosOf(0)(1+ M f'(9)sinf) = 0,
(3.4.0.4)

which can be solved in successive powers of M to give
0" = 1A (B, Mo) = 1o (0) (3.4.0.5)

correct to (and including) O(M?), where o, = 3*(My).

The second eikonal equation is more complicated, however, since it includes contri-
butions from the terms oy 23 in (3.1.0.6), which arise from the interaction between the
leading-order unsteady flow and the steady-flow non-uniformity caused by the presence
of the aerofoil. After some algebra we find that the second eikonal equation is

0ot  9o' 1

% + Vi §L(¢, V), (3.4.0.6)

where the term L(¢, 1) involves the terms oy 5 3. Specifically, we introduce the quantity

80'3 801 M 80'2

(3.4.0.7)

which, in the light of (3.4.0.2), to leading-order in the outer region takes the form

k3/2L(¢7 w)DW) S(0> eikgo(r,e)-‘rik’egl (r,0)
\/F )

L(¢,9) = (%—i)Q [Uio + /; %dw] +q (2—?5)2. (3.4.0.9)

The solution of (3.4.0.6) can now be determined using the method of characteristics in

o(¢,1) =

(3.4.0.8)

where

the form

1 [t
o' (r,0) = 5/0 L(x, ¥)dx, (3.4.0.10)

where x = ¢ + 1 is the characteristic variable.
We have therefore completed the construction of the far-field solution for the noise
emanating from the leading edge of the aerofoil, and we write the acoustic pressure in

the form
Dy(9)

\/H

O+
exp (ikr)\oo(Q) + %ike/o i L(X,w)dx> : (3.4.0.11)

136



LEADING-EDGE TRANSITION SOLUTION CHAPTER 3

We emphasise that this solution is not valid in the mid field, where the mean flow is
sheared; it is only valid in the far field, where M =~ M. This excludes small angles, of

size O(1/r), close to the downstream direction, 6 = 0.

3.5 Leading-Edge Transition Solution

The transition solution (region (iii) in Figure 3.1) accounts for the curvature of the
surface of the aerofoil, in a very similar manner to the case of uniform flow considered
in Chapter 2, and corrects for the boundary condition of zero normal velocity on the
aerofoil surface that is violated by the leading-edge outer solution. We therefore suppose

the transition solution takes the form
i . o)
Pir = €G(¢, )eTeir3ike Ji L@0)ds, (3.5.0.1)

where & = vk is the transition-region coordinate above the aerofoil in the direction nor-
mal to the surface. The choice of phase in (3.5.0.1) arises from taking = 0 (equivalently
¢ =0) in (3.4.0.5) and (3.4.0.10).
In the transition region the leading-order expansion of (3.1.0.6) tells us that G(¢, &)
must satisfy )
Aﬂj—&% + 21% =0, (3.5.0.2)

subject to the boundary condition

aM  0G o+ sike [ L(g,0)de _ 0

- - 1+M ’ = 3503
V(L + M) €|, o (3:5.03)

=0’

where v is the leading-order normal velocity generated by the leading-edge scattered

outer solution, which can be determined from the acoustic pressure as

v (¢,0) = 7i _OO g—]i(% 0)e 3 (*~gon (¢ — ¢')dg. (3.5.0.4)

We now take the Laplace transform of (3.5.0.2) with respect to ¢, denoted by

G(S,¢) = / h G(p,€)e™5%dp, (3.5.0.5)
0
to find that
G(S,€) = B(S)e ™ "'V HFE (3.5.0.6)
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where B(S) can now be obtained by evaluating the Laplace transform of v given by
(3.5.0.4). The Laplace transform can then be inverted to determine the transition solu-
tion.

The total far-field acoustic pressure emanating from the leading edge is given as a
sum of the outer field determined in the previous section and the transition solution de-
termined in this section. The transition solution does not appear directly in the far-field
acoustics since it is clear from (3.5.0.6) that the transition solution decays exponentially
in the transverse direction away from the aerofoil surface. It does, however, introduce
a pressure discontinuity across the aerofoil, which must be corrected downstream of the
trailing edge across the wake. This is done by the introduction of trailing-edge inner and
transition solutions, where the inner solution matches onto an outgoing trailing-edge
acoustic field, the analysis of which is detailed in the next section. The trailing-edge
transition solution does not affect the far-field acoustics similarly to the leading-edge
transition solution, therefore we only require explicit knowledge (which must be obtained
numerically) of the leading-edge transition solution at the trailing edge, (¢, %) = (¢, 0+),

in order to complete our approximation for the far-field noise.

3.6 Trailing-Edge Solutions

Here we determine the solution in the trailing-edge inner region and the trailing-edge
contribution to the outer region, denoted by (iv) and (ii) in Figure 3.1 respectively. The
transition solution in the wake (region (v) in Figure 3.1) is not required for the acoustic
far field, and is very similar to solutions found for background uniform flows in Chapters
1 and 2, and therefore will not be discussed in much detail.

We shift coordinates to be aligned with the trailing edge, defining (¢, ;) such that
(p,1) = (24 ¢t + €y, 14). Here ay = O(1) arises from the effect of thickness during the
mapping of coordinates from physical space to (¢, 1)-space and «; can be calculated in
much the same way as was done in Chapter 1, (1.4.1.4), because in the inner region the
aerofoil only sees a uniform flow. The transverse velocity of the incident gust solution at
the trailing edge is still given by (3.2.0.7).

3.6.1 Trailing-Edge Inner Solution

We move to inner trailing-edge coordinates, (®;, ;) = k(¢¢, ;). The trailing-edge inner

acoustic solution, equivalent to (3.3.1.1), satisfies a dual integral equation equivalent to
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(3.3.1.2), which is

/ eiafbt/kA<Oé)P0ut(Oé’0)dOé = —Ap(®,)/2 @, >0, (3.6.1.1a)
/ eiatpt/kA<a)V;)ut(Oéa O)dOé = _U9<q)t> 0) ®, <0. (3611b)

Here all functions are written in terms of trailing-edge coordinates, « is redefined ac-
cordingly as the Fourier transform variable with respect to ¢;, and Ap(®,) is the inner
approximation for the pressure jump across the trailing edge generated by the leading-
edge solution. We separate the required inner solution, p,(®;, ¥;), into a term that
corrects the pressure jump across the trailing edge, p, ,, and a term that corrects for the
zero normal velocity condition on the surface of the aerofoil, p, . Using the notation

from (3.3.1.1), we require

/ h e@®/F A () Py (a, 0)da = —Ap(®,) /2 &, > 0, (3.6.1.2a)
/Oo e@®/F A () Vou(a, 0)da = 0 &, < 0, (3.6.1.2b)
and
/ h Ptk Ay () Poye(,0)da =0 @, > 0, (3.6.1.3a)
/00 /R Ay (a)Voui (v, 0)da = —1v,(®y,0) &, < 0. (3.6.1.3b)

The solution of (3.6.1.2) and (3.6.1.3) is obtained using identical methods to those used
at the leading edge in Section 3.3, and is presented in Appendix B. We use the solutions
for P21 as previously obtained in Section 3.3.2, but translated to the trailing-edge inner
coordinate system. Taking the outer limit of the inner solutions, (B.1), and using the

method of steepest descents yields

Pa(r 9!77)~( i >1/2 Ry (kBio) - sin by e*rero GOk 3 )Q(1,) Q° (1) M (my)
VT 2k, ) (1 — M2sin? 6,)3/0 1 — B M () w9 (k/M (n))- V.3 (KB, 0)

{1 VR {Ql(m) M) (Polut(k/M(m),g; B volut(k/M(m),o)>

Q(ny) Pout(k/M (), Vol (k/M(n,),0)
+dt(k3/3t07 ;) — di(kpB, 0) H
CO(kB)
( i )1/ 2 k0(kBy)— sin B,e*rho0) G, (kByo) PO, (ki) (36.1.4)
2k, (1 — Mg sin®6,)3/4 V0. (kBwo) o
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as kr; — 0o, where )\ is the trailing-edge equivalent of Ay, and Sy is the trailing-edge
equivalent of 3y as defined in (3.3.2.9). The function xY(«)_ is defined in Appendix B

by ,
k() k) (a) = %, (3.6.1.5)

out
hence using a trailing-edge form of P,y given by (3.3.2.3), and using the leading-order
relationship between P and V' which can be obtained from (3.1.0.6), we find that

 VE—a(l+ M)
(@)= = k — oM '

(3.6.1.6)

The final term in (3.6.1.4) is in fact O(k™') due to the scaling of the pressure jump
term Gy, defined in (B.2c). The term involving d;(kB, ¥;) in (3.6.1.4) is negligible to
the orders retained here since in the trailing-edge region the terms o; in (3.1.0.6) are
negligible (because there is less curvature of the streamlines at the trailing edge than
at the leading edge). The choice of C? is again given by (3.3.2.4), which now ensures
that the trailing-edge inner solution has a sin /2 directivity pattern. This is the same
directivity pattern found for sound- and gust-aerofoil interaction in steady uniform flow
in Chapters 1 and 2 respectively. Once again we know that the shear flow directivity
pattern should match the uniform flow directivity pattern to leading order, since in the
trailing-edge inner region the aerofoil only experiences the local Mach number M,.

The terms in square brackets in (3.6.1.4) represent the scattering of the acoustic
pressure associated purely with the gust in the shear flow (in uniform flow a gust is
pressure-free, and these terms vanish). Whilst the contribution of these terms appears
to be the same order as the contribution of the leading-edge terms, (3.3.2.5), we in fact
find that it is at least O(M) smaller due to k) (k/M (n;))_ having a singularity at n; = 0.
We mentioned at the end of Section 3.3.1 that to evaluate the pressure p,(r,0) given
as an integral over n of p,(r,8|n) in (3.3.1.3), we consider only sharply peaked vorticity
distributions where n = 0 dominates. At 1, = 0, &)(k/M(n;))- = 0 therefore before
applying Laplace’s method we must take an expansion of x9(k/M (n;))_ as i, — 0. This
expansion reduces the apparent order of the first term in (3.6.1.4) by at least O(M) (the
true scaling depends on how the vorticity distribution relates to k), thus the true order of
these first terms should be treated as O(M) smaller than the leading-edge contribution
to the far-field acoustics. The final term in (3.6.1.4) accounts for the rescattering of the
leading-edge acoustic field by the trailing edge, and, as expected by comparison with

the uniform flow case, is O(k~'/2) smaller than the leading-edge solution. We write the
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outer limit of the trailing-edge inner solution (once integrated by 7;) as

1 1 .
—— [ MD,, + —=D,, | eFrtre000) 3.6.1.7
kry ( " \/E t2) ‘ ( )

where D,, is formally the same order as D;, but Dy, could be smaller (depending on the
choice of vorticity distribution). We set Dy = M Dy, + k~'/?D,,.

3.6.2 Trailing-Edge Outer Solution

The trailing-edge outer solution is found in a similar way to the leading-edge outer

scattered solution, assuming a form
pe = Ay(ry, Qt)eikgg(”’et)“keg%(Tt’etHO(E)- (3.6.2.1)

We find that
At(rt, 015) = Dt(9> (1{37’071/2, Q?(T’t, Qt) = T)\too(et), (3622)

where \;(0;) is the corresponding trailing-edge function to Ay (6), and o is given by
the corresponding trailing-edge formulation of (3.4.0.10). We match this to the trailing-
edge inner solution by setting D,(6;) equal to Dy(6;)s:(r¢, 0;), where the first factor arises
from the directivity emerging from the inner region in (3.6.1.4) and the second factor
accounts for the variation in ray tube area as the sound propagates though the shear -
see equation (3.4.0.3). The total far-field acoustic pressure emanating from the trailing

edge then takes the form

Dill) o (eroh () + ik /(MWL( v)d (3.6.2.3)
\/k—rteXP TtAt oo\ Ut 260 t\XG Ye)ax | -

Again, this is only valid in the far field, where the Mach number approaches M.

3.6.3 Trailing-Edge Transition Solution

We require a trailing-edge transition solution to ensure continuous pressure across the
entire wake; the inner trailing-edge solution only cancelled the pressure jump at the
trailing-edge, and not along the entire wake. We solve similarly to the leading-edge

transition solution, supposing the solution takes the form
1

Ditr = \/EGt(gzst,gt)ei’“@?(%O), (3.6.3.1)
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where & = \/E%@/}t and G satisfies

2
0°Gy n QjaGt’t

o0&t Iy

— 0. (3.6.3.2)

We factor the Mach number dependence into the transition variable, & so that our
trailing-edge transition problem resembles previous trailing-edge problems in Chapters
1 and 2. We require the pressure jump across the wake to be cancelled by G; and we
insist on having continuous normal velocity across the wake, hence we need G; to be

anti-symmetric in & near & — 0, and

Gi(or > 0,04) = —Ap(ey)/2. (3.6.3.3)
We also apply the radiation condition for large & (i.e. Gy — 0 as & — 00), hence by
using a Laplace transform we find that

e /Ao g Ap(y) €7 /26— g

- V8 Jo (¢t—X)3/2

This solution is of the same form as the trailing-edge transition solution given in Chapter

Gi(dr, &) =

X. (3.6.3.4)

1 by (1.4.3.1b), and the matching with the inner and outer solutions follows in a similar
manner. The transition solution matches to the inner solution, which can be seen by
considering the small ¢y, & behaviour. The trailing-edge outer solution already contains
a term that aids the cancellation of the pressure discontinuity (a Ap(®;) term which is
equal to Ap(0)). Thus the outer limit of the transition solution and the transition limit
of the outer solution have a common term involving this pressure jump, similar to the
common term found in the uniform flow analysis in Chapter 1. The existence of the
common term ensures matching, but we must take care to subtract the common term

from the final trailing-edge solution.

3.7 Total far-field solution

The total far-field solution is obtained by summing the leading-edge outer solution, from
(3.3.2.5) and (3.3.2.17) integrated in (3.3.1.3), and the trailing-edge outer solution, from
(3.6.1.4) integrated in (3.3.1.3). Both the leading- and trailing-edge transition solutions,
and the common term for the trailing-edge solutions are negligible in the far field at
angles where M =~ M, (i.e. everywhere except at small angles close to the downstream

direction, # = 0). We have previously neglected these small angles because during our
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outer solution analysis we supposed M ~ M, in the far field. Therefore our total result is
obtained solely from the leading- and trailing-edge outer solutions, with no contributions
from the transition solutions, and it is valid only where M ~ M, in the far field.

In the far field, the coordinate transformation between leading-edge and trailing-edge

polar coordinates is given by
re ~ 1 — (24 aqe) cos b, Oy ~ 0 — 7+ msgn(v), (3.7.0.1)

which allows the final solution to be written in terms of leading-edge variables (r,6).

The far-field acoustic pressure can then be written as

(DI(Q) i Dt<9)eik95(r,0)) ik Aoo (0)+ 3ike [V Lix#)dx (3.7.0.2)

1
Vi
where D;,; are defined in (3.4.0.11) and (3.6.2.3). In the far field, the leading- and
trailing-edge ray fields interact with a phase shift

kos(r,0) = k(0] (re, 0:) + €0y (re, 0,) — 0" (r, 0) — o' (r,0)). (3.7.0.3)
The leading-order contribution to the phase shift, k(o) — "), is given by
—2kA oo (6) cos . (3.7.0.4)

The O(ek) phase shift term given by ek(of — o'), is approximated by

ek [?

2 | L(x,v)dx (3.7.0.5)

in the far field.

3.8 Results

In this section we present results for the far-field pressure directivity generated by gust-
aerofoil interaction in steady shear flow. The analysis presented so far is applicable to
a general thin uncambered aerofoil, and, subject to the restrictions described in Section
3.2, to a general mean shear distribution. For definiteness, we consider a gust interacting

with a symmetric Joukowski aerofoil of thickness ¢ < 1 and chord length 2 in a steady
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Gaussian shear flow defined by

Uo(y) = Uy — 1) + 1. (3.8.0.1)

3.8.1 Evaluation of the Streamfunction

The streamfunction for the parallel shear, 1%(y), is simply

V(y) = Uy — l)gerf(y) +y. (3.8.1.1)

Let erp!(z, y) be the perturbation to the streamfunction caused by the presence of the thin
Joukowski aerofoil. We first note that in our limit of low Mach number flow, the effects
of compressibility on e!(z,y) do not arise to the order considered, and we can therefore
use the work of Sowyrda (1958), who considered incompressible steady flow around a
thin Joukowski aerofoil. Secondly, we recall that we need only find an approximation
to 1! close to the aerofoil because, as mentioned at the end of the previous section, the
O(eV'k) far-field acoustic terms are dominated by the inner effects at the leading and
trailing edges. We know that far from the aerofoil, ¢! — 0, thus here we only focus on
finding ¢! close to the aerofoil.

To determine the perturbation to the streamfunction caused by the aerofoil, we con-
sider the shear flow, (3.8.0.1), acting on an infinitely long circular cylinder of radius 1+ €
which may be thought of as purely two-dimensional. We map this conformally to the
Joukowski aerofoil, with leading edge at (x,y) = (—4¢2,0) ~ (0,0) and trailing edge at

(x,y) = (2,0) via the Joukowski transformation

1
22:C—e+<—+2. (3.8.1.2)
—€

Here z = x + iy are the coordinates for the aerofoil and ¢ = re? are the coordinates for
the circle.

The Joukowski transformation to O(e) is

1
z%{+z+2—e+éa (3.8.1.3)

The individual coordinate transformation from (7, 8) to (z,y) is

1 20
T~ (r+—)cos€+2+6<C082 —1)
r r

(3.8.1.4a)
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r2

1
TS (r — ;) sinf — < sin 20. (3.8.1.4b)

Since we assume at first order the flow is incompressible, we require 1! to satisfy the

equations given in Sowyrda (1958);

V23l =0, (3.8.1.5a)
oYt :
o —Up.n  on the surface of the aerofoil, (3.8.1.5b)

n

o' .

| = 0 on the trailing edge, (3.8.1.5¢)
r

YH(r,0) — 0 as r — 00. (3.8.1.5d)

These have imposed a zero velocity boundary condition on the aerofoil surface, the Kutta
condition across the trailing edge, and a radiation condition at infinity. We can write

the solution as

- b
'(r,0) = byf I cosnf + — sin nd 3.8.1.6
Y (r,0) = bo +;rncosn —i—rnsmn, ( )
SO We now require
oYt
— = —2Up (cos§ — cos 20) . (3.8.1.7)
90 r=1+e

To orders retained in our calculations, we therefore set

b() = 0, bl = —22/{0, bQ = Z/{(], a; = bz =0 otherwise. (3818)
Hence . )

close to the leading and trailing edges of the Joukowski aerofoil. Having calculated 1)
to two orders of magnitude, we can calculate the N; required to obtain the acoustic far

field using the expressions in Section 3.3.2.

3.8.2 Far-Field Results

We define the far field as being a distance, r, far enough away from the aerofoil so that
the mean flow is approximately uniform, and amplitude terms of O(1/r) are negligible
compared to terms retained in the asymptotic solution. Since there is no Rayleigh
distance for this gust-aerofoil problem, we choose r = 25 in all following results to

illustrate the far-field behaviour.
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In Figure 3.2 we consider the effect of altering the strength of the mean shear, char-
acterised by the parameter S = (M, — My)/M, on the leading-edge directivity. Here
we set € = 0, so that the aerofoil reduces to a flat plate, and plot the quantity |D;(6)]
as defined in equation (3.4.0.11). When S = 0 the directivity pattern takes the famil-
iar form cos @/2, which is characteristic of low Mach number uniform flow gust-aerofoil
interaction. Varying S away from zero has a significant effect; when the shear is jet-
like (S > 0) the directivity is particularly reduced in the downstream direction, with
little effect upstream, whereas for wake-like shear (S < 0) the directivity is reduced
predominantly upstream. Mathematically, these directivity effects may be coming from
two places; first, in (3.3.2.5) through the terms dependent on (y; and second, from the
ray-tube area scaling factor s(r,0) in (3.4.0.2). We have investigated the relative effects
of both sets of terms, and have found that the directivity variations seen in Figure 3.2
are arising primarily from the second effect of the shear increasing the ray tube area (and
therefore decreasing the pressure amplitude along the ray) in the downstream /upstream
directions for S positive and negative respectively. See Figure 3.3.

In Figure 3.4 the effects of aerofoil thickness on the leading-edge directivity are con-
sidered. In significant shear, S = 0.333, we see that increasing the thickness from zero
changes the nature of the directivity. The leading-edge sound is made up of two contri-
butions; the leading-order term corresponding to flat-plate scattering, see (3.3.2.5), and
an additive correction term of relative size O(ev/k) to account for the effects of thickness
in the leading-edge region, see (3.3.2.17). The interference between these two sources
in shear gives rise to the lobular directivity pattern seen in Figure 3.4. Note that the
contribution from (3.3.2.17) takes the same form as the contribution from (3.3.2.5), but
with a multiplicative correction factor which involves several effects (see the brief discus-
sion following (3.3.2.17)). However, the variation with observer angle, 6, seen in Figure
3.4 can only arise from the term in this correction factor involving d(kfy, k1), which in
turn arises from the term on the right hand side of equation (3.1.0.9a), i.e. from the
interaction between the leading-order scattered field and the non-uniformity of the mean
shear flow. We stress that the interference within the leading-edge field is only present
in shear flow.

We must now choose an upstream vorticity distribution in order to obtain quantitative
results for the trailing-edge noise. We therefore choose Q(n) ~ e #7* In Figure 3.5 we
see the relative effects of the two interactions generating sound at the trailing edge of the
aerofoil. The sound generated by the rescattering of the leading-edge field by the trailing
edge, given by k~Y/2D,, in (3.6.1.7), is familiar as it is the sole noise from the trailing

edge in uniform flow gust-aerofoil interaction. The scattering of the pressure associated
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— 5=0.000

0.001 0.002 0.003 0.004 0.005 -0.001 0.001 0.002 0.003 0.004 0.005
(a) Positive S, with M, = 0.3. (b) Negative S, with My = 0.3.

Figure 3.2: Leading-edge far-field acoustic pressure directivity for a flat plate, with
k = 10 and varying strengths of shear, S = (M., — My) /M.

-15 -1.0 -05 0.5 1.0 15

Figure 3.3: Magnitude of the scaling factor, s, for various shear flow profiles; dotted -
My = 0.3, M,, = 0.2, solid - My = M, = 0.3, dashed - My = 0.2, M, = 0.3, at a
distance r = 25.
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-0.001 0.001

0.002

0.003

Figure 3.4: Leading-edge far-field acoustic pressure directivity with k& = 10, My = 0.2,
M., = 0.3, and S = 0.33, for Joukowski aerofoils of varying thickness, denoted by e.

0.0005 0.0010

Figure 3.5: Trailing-edge far-field pressure directivity with S = 0.333, £ = 10, ¢ = 0.1.
The solid line denotes the total trailing-edge directivity. The dashed line denotes the
contribution from the rescattering of the leading-edge field by the trailing edge, and the
dotted line denotes scattering by the trailing-edge of pressure associated with the gust.
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with the gust, MD,, from (3.6.1.7), is peculiar to shear flow interactions, and as we see in
Figure 3.5 has a non-negligible effect on the total trailing-edge contribution upstream of
the aerofoil. For our chosen vorticity distribution, MD;, is formally O(k~'/*) smaller than
k~'/2D,,, which is most noticeable in the upstream region of Figure 3.5. Downstream of
the aerofoil, the size difference is increased, since this scattering of pressure (the dotted
line) takes a sin@/2 type directivity pattern. At the trailing edge, as with the leading
edge, there are two contributions to the acoustic solution; one from the rescattering
of the leading-edge field, and one from the interaction of the unsteady self-noise with
the perturbed steady flow. However, at the trailing edge, the perturbation to the steady
mean flow is smaller than at the leading edge by a factor of k~'/2, hence the interaction of
these two sources should be weaker than the interaction of the two leading-edge sources.
Furthermore, by considering Figure 3.5, we see that the contribution to the trailing-edge
field due to the scattering of gust self-noise is much smaller than the contribution due
to the rescattering of the leading-edge field. We therefore do not observe a modulated
trailing-edge field despite (as with the leading-edge field) there being multiple types of
interaction occurring.

We now consider the total scattered acoustic pressure as the sum of leading- and
trailing-edge fields. In Figure 3.6 we consider the far-field pressure directivity in the two
very low shear cases S = 40.03 for the flat plate, ¢ = 0. The significant modulation of
the directivity is now caused by the interference between the leading- and trailing-edge
fields, and is of course absent in the comparable plots of just the leading-edge flat-plate
field (see Figure 3.2). We repeat these flat-plate calculations in Figure 3.7, but now with
significant shear, and similar directivity patterns are again observed. Note that positive
shear significantly increases/decreases the sound level in the upstream/downstream di-
rections respectively, and vice versa for negative shear. This effect cannot be explained
by simple ray tracing arguments, which would suggest that rays in positive/negative
shear flow would tend to bend in the direction of decreasing/increasing 6 (see Amiet
(1978)). Rather, the refraction experienced by the leading- and trailing-edge fields is
the same as they propagate through the shear, therefore the pattern seen in Figure 3.7
is influenced by the interaction of the two fields via their phase shift, g, and their am-
plitudes (which both contain the scaling term, s, yielding the patterns shown in Figure
3.3). The refraction experienced by rays from the leading and trailing edges is contained
within the overall phase function multiplying the total far field solution, (3.7.0.2), thus
a directivity pattern does not pick out these effects.

In Figure 3.8 we introduce non-zero thickness to the finite-chord total far-field pres-

sure results. We observe that increasing the thickness predominantly alters the upstream

149



CHAPTER 3 RESULTS

— S=-0.500

-0.001 0.001 0.002 0.003 0.004 0.005 ~0.001 0.001 0.002 0.003 0.004

Figure 3.6: Far-field pressure directivity at Figure 3.7: Far-field pressure directivity
r = 25 in almost uniform Gaussian shear at r = 25 for jet-like and wake-like shear
flow with M ~ 0.3, k = 10, and € = 0. flows, with & = 10, and ¢ = 0.

-0.002 -0.001 0.001 0.002 0.003 0.004

Figure 3.8: Far-field pressure directivity at r = 25 with My, = 0.2, M, = 0.3, k = 10,
and varying thickness.

150



RESULTS CHAPTER 3

-0.001 0.001 0.002 0.003 0.004

Figure 3.9: Far-field pressure directivity at r = 25 with My = 0.2, £ = 10, ¢ = 0.1 and
varying S.

far-field pressure directivity, and one of these effects is to make the lobes more uneven.
For non-zero thickness we see that the lobes labelled by A, B, C, and D have markedly
different amplitudes (notably the lobes A and C are very large but B and D are less pro-
nounced). For zero thickness, each lobe has a roughly equal amplitude in the upstream
region. This uneven lobe pattern arises because of the leading-edge interaction seen in
Figure 3.4 being superimposed on the interaction between the leading- and trailing-edge
ray fields. Even-sized lobes are produced by leading-trailing interaction, as seen in Figure
3.7, but on introducing leading-edge interaction by allowing for non-zero thickness, the
overall pattern of the total directivity field becomes modulated by an oscillating leading-
edge field, thus allowing the uneven lobes to appear. This characteristic of the far-field
pressure directivity for a finite length aerofoil of non-zero thickness is peculiar to shear
flow interactions, as it is the interaction of the two leading-edge sources that creates
it. Another upstream effect we see in Figure 3.8 due to variations in thickness is the
positioning of the lobes and overall magnitude of the pressure. We see little difference in
the field downstream of the aerofoil. We expect to see the most difference to the far-field
pressure in the upstream region as we vary thickness because it is the blocking of the
horizontal gust velocities, and scattering of gust self-noise by the nose of the aerofoil that
is a new important source of noise for aerofoils of non-zero thickness.

In Figure 3.9 we show the effects of altering the shear strength, .S, whilst maintaining

a fixed value of M. It is important we mention that for this figure, M, is fixed, because
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Figure 3.10: Far-field pressure directivity for gust-aerofoil interaction in uniform flow
with M = 0.6 around a Joukowski aerofoil of thickness 0.1, and frequency (as defined in
Chapter 2) 10.

we then know to attribute any variation in lobe position to the variation in M.,. This is
sensible, as it is M, that has a dominant effect in the phase shift between the leading-
and trailing-edge ray fields which therefore governs the leading-trailing interaction in the
far field hence the positioning of the lobes. We see that as the strength of the shear is
decreased towards zero, the overall shape of the directivity pattern reduces to a familiar
pattern seen in uniform flow for purely transverse gusts, as illustrated by Figures 3.10,
and 2.12 from Chapter 2. As S increases away from 0, the overall shape of the directivity
pattern distorts in accordance to the ray tube scaling term, s, as seen in Figure 3.3. Once
again, for significant shear and non-zero thickness, we see uneven lobes in Figure 3.9 due

to the leading-edge interaction combining with the leading-trailing interaction.

3.9 Conclusions

We have constructed a model for the sound generated by gust-aerofoil interaction in back-
ground parallel shear flow, using asymptotic analysis in the limits of high gust frequency,
and small but non-zero aerofoil thickness and Mach number. We have determined the
first two terms in both the amplitude and the phase of the scattered pressure in the far
field.

In uniform mean flow, as studied by Myers & Kerschen (1997), Tsai (1992) and in
Chapter 2, the sound is dominated by the interaction of the gust with the leading edge
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of the aerofoil and the scattering of the leading-edge acoustic field by the trailing edge,
with the latter being formally O(k~'/2) smaller than the former. We have shown that
this feature is also present in shear flow, but that in addition the trailing edge itself
acts as a noise source, as it scatters the hydrodynamic pressure associated with the
gust into outgoing acoustic waves propagating to infinity. This trailing-edge noise is
formally the same order in k as the leading-edge noise, however in practice we found it
to be O(M) smaller (which is non-negligible) due to the restriction on the flow. These
imposed flow conditions, of a sharply peaked vorticity distribution, and a parallel shear
flow, permit gust-induced pressure fluctuations in the flow field which convect with the
mean flow and are dominated in line with the leading edge. The leading edge interacts
with the dominant self-noise component, blocking it from interacting with the trailing
edge (or allowing the trailing edge only to interact with the scattered component from
the leading edge). Therefore all gust-induced pressure fluctuations reaching the trailing
edge are smaller than those approaching the leading edge, and in the case presented in
this section, were found to be O(M) smaller.

We have seen that changing the shear flow can have a strong effect on the directivity.
The clearest effect is seen in Figure 3.2 where we found that wake-like, S > 0, and jet-
like, S < 0 shear flows produce significantly different leading-edge directivity patterns,
governed predominantly by the ray tube scaling factor, s, seen in Figure 3.3. This is also
evident in Figure 3.7, where we plot the far-field pressure for a zero-thickness aerofoil for
jet-like and wake-like shears, however we see an additional feature caused by introducing
the trailing-edge field; the lobed directivity pattern arises from the phase shift associated
with the differing paths from the leading and trailing edges to the observer, and by
changing the shear one can make significant changes to this phase shift and hence to the
interference pattern in the far field. We have calculated the first two terms (specifically
O(k) and O(1)) in the phase of the leading- and trailing-edge components, and therefore
effectively the first two terms in the phase shift between them. Changing the background
shear flow changes the leading-order phase term, and therefore has a more significant
effect than, for instance, changing the aerofoil geometry, which only affects the second-
order phase term.

In addition, we have identified another mechanism by which the shear flow modifies
the directivity, this time associated with the aerofoil thickness. This involves two stages.
First, the leading-order field from the leading edge (which is caused by the momentum-
blocking of the incident gust by the aerofoil surface) and the second-order field from the
leading edge (which is O(ev/k) smaller than the leading-order term and is caused by the

interaction between the unsteady flow and the non-uniform mean flow close to the thick
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leading edge) interfere with each other - see Figure 3.4. Second, this total leading-edge
field interferes with the trailing-edge field to produce a modulated far-field directivity, see
Figure 3.9. This creates a triple interaction which is not present in zero shear, because in
the zero shear case the two components of the leading-edge field are in phase with each
other, and the first stage of the interference does not occur. The triple interaction is also
not present for zero thickness because the second-order leading-edge term is clearly zero
in this case.

Our theory holds for more complicated parallel shear flows than the symmetric, sin-
gle maximum /minimum case presented here, but in that case more involved numerical
calculations would have to be included in order to evaluate the far-field scattered sound
pressure. Similarly, it would also be possibly to consider asymmetric aerofoil cases by
including the effects of angle of attack and camber on the mean flow, the gust evolution
and the sound generation, but again significant additional complexity would be intro-
duced. The issue of extending our work to O(1) subsonic Mach numbers, however, seems
much more difficult, not least because the small Mach number limit has allowed us to
complete asymptotic calculations which otherwise appeared intractable at various points.
Even so, we believe that the physical insights we have derived have broad application
in a range of areas. We are not aware of any fully-computational approaches to this
problem, but given the experience of gust-aerofoil interaction in uniform flow we believe
that our approach would provide a useful complement to fully numerical computations

in the high-frequency regime.
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List of Symbols for Chapter 3

=z = 5 7 U

S

=

Q0 =S

function found in the Wiener-Hopf solution to the inner problems.

directivity of the outer limit of the leading-edge inner solution. Total leading- and
trailing-edge directivities in the far field are D, respectively.

high reduced frequency parameter.
combination of ; terms required for finding o'.
Mach number of the steady flow with M (1) = 0) = My and M (¢ — +00) = M.

perturbation functions to the governing equations generated by the transformation
into (¢, 1))—space.

unsteady pressure with Fourier transform P(«, ).

steady perturbation to the mean velocity caused by the presence of the aerofoil, so
U = (U[) + €q)€¢.

function arising from the incident gust.
scaling factor arising from the stretching of ray tubes through a shear flow.
¢—component of unsteady velocity, with Fourier transform U(a, ).

steady parallel shear velocity, which takes value Uy(v))e, far upstream, and Uj —
Uz as ¢ — £o0.

t—component of unsteady velocity with Fourier transform V' («, ).

triple of Fourier transformed solutions to the governing equations, = {P, U, V'}.

Fourier transform variable of ¢, = kf in the inner region.

point of stationary phase of A, taking the values 3y when M = M .
pressure jump across the trailing edge.

small aerofoil thickness parameter.

acoustic phase function in the inner region, and the first order behaviour of the
phase in the outer region.

inverse of k/M (), and used as an integration variable to construct solutions.
mean vorticity.

arbitrary upstream vorticity distribution of the incident disturbance.
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acoustic phase functions in the outer region.

pseudo-velocity potential for the steady flow around the aerofoil, which in the inner
region is ¢ = k¢.

unsteady density p = M2 p.

streamfunction for the steady flow around the aerofoil, which in the inner region
is U = k.

collection of perturbation terms to the governing equations, dependent on the N;
and ¢, with Fourier transform ¥;(«, ).

hydrodynamic frequency such that £ = wM .

factor required for the metric element, hy, in (¢, 9)—space.

subscript denotes linearly independent solution from the outgoing wake-like solu-
tion.

subscript denotes scattered acoustic solution.
subscript denotes gust solution.

subscript denotes outgoing wave-like behaviour.

superscript denotes leading-order term.

superscript denotes second-order perturbation term.



Appendix A

From (3.3.1.2) we know that A(«)Pyu(c, 0) is analytic in the lower half « plane. Denote
such a function by a _, i.e. A(«)Pou(a,0) = [A(a)Pout(c,0)]_. If we take an arbitrary

minus function, x(a))_, then

A(a) Pout (e, 0)k () - = [A(r) Pout(r, 0)k () -] _ = G(a) —. (A.1)

We demand that x(«a)_ has algebraic behaviour at infinity, and that G(«)+ vanishes
at infinity. As before denote the O(1) term of any function by a superscript © and the
O(ev'k) term by a superscript .
Define
1 o0

Flo). =—5— O e 19®ky (D /K, 0)dd = FO(a)_ + eVEF (a)_, (A.2)

Ala)Vour (@, 0) = Fla)- + F(a)y, (A.3)

where F(a), is analytic in the upper half « plane, and is unknown. Expanding (A.1)
and (A.3) to O(evk) and equating at each power yields

PO

out

(o, 0)r%(a)_A%a) = G%a)_, (A.4a)
A%>a)V2 (a,0) = F(a)_ + F(a),, (A.4Db)

out

to leading order, and

0
P out

(a,0) [£'(a)—A%@) 4+ K" (@)~ A' ()] + Poy (v, 0)r%(a)—A"(a) = GM(a)—, (A.4c)
Al (@) Vo (a, 0) + A% () V

out (0, 0) = F' () - + F(a), (A.4d)

to O(evk). By demanding that x°(a)_ satisfies

P(zut(a> 0) _ /{O(a)-‘r : (A5)
V:)ut(av O) ’%O(a)—
we find that
G(a). = [Fa)-w(a)y] (A6
This determines G°(«)_ and also k°(a)_ from known quantities, P and V. Hence
0 GOa)-
A%a) = (A7)

RO(a) — Poyi (v, 0)
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is determined.

To next order

67a)- |t - Tl OS] ) ) + k(@) ) = G a)-,

(A.8)

We are free to choose k'(a)_ provided we have algebraic decay at infinity. Taking the

simplest case of x!(a)_ = 0 gives

G'(0)- = [P 0)-]_+ o) (Freed - Tl ()

Al(a) = GO ;gi (;(%)sz(ﬁaga)/l @ (A.10)

We see a priori that our condition of GG vanishing at infinity is satisfied. Goldstein

SO

(1978a) proves that G vanishes at infinity, and hence we only require that [x°(a) L F*(a)_] -
tends to zero as a — oo. This is immediate if G°(a) — 0 as a — oo, since F'' behaves
asymptotically in a similar way to F° given the form of the velocity terms vg’l. We
proceed using the same method as Goldstein (1978a); define R'(«) for i = 0,1 by

. k/Moo . ~ . 6]
v (®/k,0) = /k . elaq)/kQ(n(a))R’(a)dz(a ) dor (A.11)

Using (A.2) we see

Fio) = jim o 90 o B 4 (A12)

604 271 Jy gy @ —a+10 do/
Using the Plemelj formula (Ablowitz & Fokas, 2003) we find

dn(a)
da '’

Fi(a)_ = Fi(a)s — (H{a — k/My) — H(a — k/M.0))3(n() R'(a) (A13)
where H is the Heaviside function and the F(a), are bounded at infinity in the upper
half plane for ¢ = 0,1. Using (A.6) we find

L R (k/M () +

GO(Q)_ZQ—m i M(n) k—aM(n)

o

(mQ°(n)dn, (A.14)

where Q'(n) = R'(k/M(n)). This is the solution presented in Goldstein (1978a), in
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which £ is taken to have a small positive imaginary part to ensure convergence of all the
integrals (this imaginary part is set to zero at the end of the analysis).
The solution for G*(«)_ is more complicated, but is found using the same method:;

we have

). G, — o (L) Vi)

— (H (o~ h/Mo) — H(o— k/Mee)) () R () T 15)

SO

KM )
g | M TR0 )i

1 wka( GO/ M) [ PAk/M().0)  V(k/M(5),0)
2m/o M) (k — oM (n)) ( )d”'
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Here we present the Wiener-Hopf solutions to (3.6.1.2) and (3.6.1.3). Note that we need
only find A,(«) correct to leading order, since the pressure jump of the leading-edge field
across the aerofoil, Ap, is an order of vk smaller than the leading-edge pressure field,
p?. We have

pg,H(th, U,) = —sgn(T,) /OOO Q(nt)QO(m)M(m)

271

00 eiaéz/klig(a)_Pgut(Oé, |\I/t|/]{?) N .
/—oo (k - OéM(nt))lig(lﬂ/M(nt»_V;%t(a’ O)d dnh (B]_ )

Do (P, Uy) = — sgn(Ty) /000 Q(m>Q02<7:71t)M(77t){
00 eiaq’t/k/f?(a)_Polut(a’ W, |/k)
/oo (k= QD () WGk /M (1)) Ve, 0) ™
B /oo eiaqn/kP(?ut(oz, |\I’t|/k3)lig(a)_ polut(
—oo (k= M () (k/M (1)) Vi (@, 0) Py
)

~ som > Qn)Q ' (n) M (ne) [ ek PO (e W]/ K )- o
() e B = O T A A
— sgn(W )/Oo kM’(nt)G?(k/M(nt))Jr (Polut<k/M<nt)7 0) . ‘/Olut<k/M(nt)7 O))

' 0 2miM () Pc?ut<k/M<77t>70) Vo (k/M(n:),0)

out

e

0
Ry

R (o W)
I 7 i R
(B.1b)
B () = [~ e S P k) (B.10)
where
0 0 N V;?lt(aao)
Ry (@) kg () - = 0 (,0) (B.2a)
0()), — _L > M(m)Q(m)Q(m)
@ =55 | Gate e B
Gupl(0)- = [¥(a)s Fi() ], (B.2¢)
Fila)_ = —ﬁ h Ap(®, /k)e /b (i, (B.2d)

Here 7, is the trailing-edge version of the variable n given in (3.2.0.5).
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Leading-Edge Stagnation-Point Noise
Generated by Turbulence in

Subsonic Uniform Flow

As illustrated in Chapter 2, Section 2.8.2, the unsteady pressure on the nose of an
aerofoil during gust-aerofoil interaction in uniform flow was predicted to be singular,
which violates the small perturbation assumption, and hence the asymptotic results
become invalid in a small region close to the nose of the aerofoil. In this chapter we
therefore investigate the behaviour of the leading-edge stagnation point which is a crucial
factor concerning the singularity. Despite the stagnation point of the steady flow around
a cambered aerofoil not necessarily lying exactly on the leading edge, it is indeed the
stagnation point that causes the singularity at the leading edge in Chapter 2, because
the true location of the stagnation point for a cambered aerofoil is an O(€®) distance
from the leading edge, which is a negligible distance in the previous analysis. We must
therefore construct a new solution in a region close to the body which does not shift the
location of the stagnation point, and that correctly assesses the effects the stagnation
point has on the nearby flow.

We consider the evolution and interaction of an arbitrary gust of frequency k in
a steady uniform flow past a thin elliptic cylinder, specifically concentrating on the
region close to the nose of the body, and in the far field at small angles away from the
incident stagnation-point streamline (which is also referred to as the zero-streamline).
The thickness of the ellipse is parameterised by 7 < 1, but unlike Chapters 1, 2 and 3 we
do not impose 7k = O(1) when k > 1. Instead we obtain the leading-order contribution
to the acoustic solution that is dependent on a multiplicative combination of thickness
and frequency by imposing a different relationship between 7 and k. This ensures that
the thickness parameter can remain present in the analysis even to leading order, and
we can investigate an ellipse whose thickness is not as firmly constrained as the previous
requirement of 7k = O(1). In fact, in this chapter we not only consider high-frequency
asymptotics but also low-frequency results.

To obtain the steady mean flow around an elliptic cylinder, the Joukowski transfor-
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mation is applied to uniform flow around a circular cylinder. The cylinders are assumed
infinite in the spanwise direction so we again work essentially in two dimensions, but al-
low for upstream turbulent perturbations with spanwise velocity and phase components.
We work with an ellipse to simplify the algebra as much as possible and because an ellipse
and a parabolic-nosed body (such as the NACA 4-digit series aerofoils) both have radii
of curvature proportional to thickness squared. Furthermore, for small angles of O(7?%)
from the leading-edge stagnation point, the difference between elliptic and parabolic-
nosed bodies, both with thickness 7, is O(7%). During the analysis in this chapter we
find that O(7?) angles are indeed those considered for the size of the region close to
the stagnation point that we wish to study, and that terms of size O(7?) are negligible.
Therefore to the orders retained in the analysis of this chapter, for the very small region
close to the leading-edge stagnation point, a parabolic-nosed body can be approximated
by an elliptic body. Crucially, O(7?) is non-negligible in this chapter, which is a signifi-
cant difference from the work in the previous chapters, where we neglected terms of size
thickness squared. By neglecting terms of size thickness squared in Chapter 2, we did
not evaluate the effects of the stagnation point correctly and this led to the singularity
in acoustic pressure at the leading edge of the aerofoil.

The analysis of an individual gust again follows Goldstein’s rapid distortion theory
(Goldstein, 1978b); we decompose the perturbation velocity into two parts, one that
represents the evolution of the incident gust in the background flow, denoted by u!!),
and the other which contains all information about the interaction of the gust with the
solid surface, denoted by V¢, which contains all the acoustic pressure perturbations. We
determine the evolution of any single gust of high or low frequency (denoted by k) in
the background flow at points close to the nose of the ellipse and in the far field at small
angles away from the zero-streamline.

From the analysis of a gust of arbitrary frequency, the effects of weak homogeneous,
isotropic turbulence, incident from far upstream of a thin elliptic cylinder in uniform
plane flow can be determined, since turbulence of this type can be decomposed into a
Fourier series of gusts (Hunt, 1973). When turbulence is present in steady uniform flow
past a bluff body, the stagnation point of the uniform flow causes great deformation of
vortex tubes, hence our analysis focuses on the region close to the incident stagnation
point where the vortical perturbations are most deformed, and previously this predicted
a singularity in the unsteady pressure on the surface. The effects of the turbulence are
assessed by integrating the velocity correlations due to individual Fourier components
(single gusts) using a given upstream turbulent spectrum. We choose the upstream

spectrum to be the von Karman turbulent spectrum so that we can compare our re-
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sults with Goldstein (1978b), Durbin (1978) and Hunt (1973). This choice also ensures
that the Kolmogorov “—5/3 law” (Kolmogorov, 1941), relating the energy density of the
turbulence to its frequency, holds. The one-dimensional pressure spectrum is found as
a function of spatial position and turbulent frequency. Both high and low reduced fre-
quency (denoted by kil where ki o< k is the horizontal wavenumber, and [ is a typical
integral lengthscale) turbulent pressure spectra are found and these are compared to ex-
perimental results. The far-field high and low reduced frequency limits of the turbulent
pressure spectrum are found for regions very close to the frontal stagnation point of the
ellipse, and also in a thin wedge around the zero-streamline far from the body. These
solutions can be asymptotically extended outside these regions (as if using a matching
theory). We can therefore compare the new far-field results found in this chapter to
far-field results from Chapter 2. The two results, under appropriate asymptotic limits,
have similar cylindrical acoustic pressure forms, hence we anticipate that the solution
constructed in the “inner-inner” region in this chapter provides the required correction
to the singular pressure point on the surface of the aerofoils considered in Chapter 2.
Unlike previous chapters, the analysis here is carried out in physical space, denoted
by (z,y) in Cartesian coordinates, and (r, §) in polar coordinates. The elliptic cylinder is
aligned with the uniform flow, so there is zero angle of attack, and the stagnation point of
the base flow occurs precisely on the nose of the elliptic cylinder. We assume the Mach
number is small (the definition of “small” is to be discussed later) hence we can take
compressibility to be a perturbation on incompressibility (Van Dyke, 1975). In Section
4.1 we construct the stream and drift functions for uniform flow around an arbitrarily thin
elliptic cylinder by using the Joukowski transformation and the corresponding functions
for the flow around a circular cylinder which are well known. The stream and drift
functions are required for evaluating the evolution of a single gust component in the
background uniform flow which is done in Section 4.2. We also solve for the modified
velocity potential, ¢, that contains all knowledge of the interaction of the gust with the
solid surface. We construct solutions in both high- and low-frequency limits. The effects
of homogeneous isotropic turbulence are investigated in Section 4.3, where high and low
reduced frequency approximations are constructed for the one-dimensional turbulent
pressure spectrum both close to the nose of the ellipse, and in the far field close to the
zero-streamline. We compare our results with experimental data and other asymptotic

analysis in Section 4.4, and conclusions are discussed in Section 4.5.
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4.1 Streamfunction and Drift Function

To obtain the flow field around an elliptic cylinder we conformally map from steady flow,
with velocity U, = UZ e, far upstream, around a circular cylinder of radius L* using
the Joukowski transformation. We non-dimensionalise velocities with respect to UZ , and

lengths with respect to L*.

4.1.1 Streamfunction

The velocity potential of the flow around the circular cylinder is
®(0, ) = Bg + M?®, + O(M?), (4.1.1.1a)

where (g, @) are plane polar coordinates for the circle whose centre is taken as the
origin, and we take compressibility as a perturbation to incompressibility (Van Dyke,
1975) by supposing the Mach number is small. We treat the uniform flow as essentially
two-dimensional, allowing for only unsteady perturbations in the third dimension. We

also assume the fluid is a perfect gas, hence for plane flow, ®, satisfies

o, b M? o @, 0 2
P Fo  Fep M N[ L Ee Y (p2 e
0t T 2 K 93@+92590)(9+@2>

P2 o, @
+ (y=1) (@3 + Q—;” - 1) (cbgg + j’ + %)} , (4.1.1.1b)

where 7 is the ratio of specific heats which is constant. Solving for successive powers of
M? yields

1
Do (0, ) = (9 + E) cos @, (4.1.1.1c)
13 1 1 1 1
P =|——-"—+—=— —_— — — 3 4.1.1.1d

which is as found by Van Dyke (1975). With this, we can find the velocity field, U= V ®,

and hence the streamfunction, ¥, defined by
10w
0
_iaﬁ} ) (4.1.1.2)
p

Here p is the density (non-dimensionalised with respect to the density far upstream,

pL.), which is solved for via the continuity equation or the equation of state for an ideal
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isothermic gas (Sakurai & Arai, 1981);

p= (1—77_11\42 (|q|2—1))“, (4.1.1.3)

where ¢ is the complex velocity equal to U, — iU, in Cartesian coordinates. Expanding

in powers of M? yields

1 1
p=1+ M? (E cos 26 — 2—94) +O(M*), (4.1.1.4)

hence

1 M? 1
U(o,p) = (Q - E) sin gp—l—F (Q - E) sin ¢ (60” cos 2¢ — 40* — 1)—1—0(]\/[4). (4.1.1.5)

4.1.2 Joukowski Transformation of Coordinates

We have calculated the streamfunction and hence velocity field of the flow around a
circular cylinder. We apply the Joukowski transformation,

2
C:Z+_7
z

to map this to the flow around an elliptic cylinder, where ¢ = pe'¥, and z = rel defines
(r,0) polar coordinates for the elliptic cylinder geometry (centred on the centre of the
ellipse). The unit circular cylinder is mapped conformally to an elliptic cylinder of minor
axis 1 —b? and major axis 1+ b%. The thickness ratio, 7 = (1 —?)(1+b?)7', is therefore
less than unity and by choosing b sufficiently close (but not equal) to one, we obtain an

arbitrarily thin ellipse. The transformation of coordinates is given by

1
0= 3 <7" cos @ — /12 cos? § — 4b? cos? gp) , (4.1.2.1a)
cos ¢
402 — 1% 1 [(r?2 —4b2)2  r2sin?0
) .
sin“y = —o5— + 5\/ Tobt + I (4.1.2.1b)

Signs are chosen to ensure that the stagnation point at the leading edge remains at the
leading edge. We expand for # close to m which maps to ¢ close to 7, therefore near the

leading-edge stagnation point the coordinate transformation is given by

o~ % (V=4 + 1) + O((x ~ 0)%), (4.1.2.1¢)
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rsinf

This approximation for sin ¢ is valid provided sin /(1 — b?) < 1, hence we must restrict

+O(( — 0)?). (4.1.2.1d)

sin p ~

the size of # and 7 so that this holds. Both # and 7 are scaled appropriately with the

frequency of the incident gust, k, later.

4.1.3 Drift Function

The non-dimensionalised drift function is defined by Lighthill (1956) as

A= /_OO <Ui _ 1) d', (4.1.3.1)

which relates to the difference between the time taken for any fluid particle to travel from
far upstream to position x along a streamline and the time taken to do so in uniform
flow, and is the Cartesian equivalent to g given in (2.1.0.4g). The drift function relates
to time via ¢t = x + A(z). In polar coordinates it is easiest to find the drift function by

integrating the relation

_rdo
-2

To evaluate (4.1.3.2) we require an expansion of r in terms of 6 along a given streamline.

dt (4.1.3.2)

Since we wish to investigate the effect of the stagnation point of the flow we consider a

streamline close to the zero-streamline, i.e. ¥ (r,0) = ¢ for 0 < § < 1, and write
§ = Wo(r,0) + M*V,(r,0). (4.1.3.3)
We solve (4.1.3.3) for r by writing
r =1+ 0ry + 0°ry + M?ry + SM?ry + O(8°, M*, 6°M?), (4.1.3.4)

similarly to Lighthill (1956). Equating (4.1.3.3) at each order using (4.1.3.4) yields

solutions for the r; which are given by

ro =142, (4.1.3.5a)
(1—0%)?

ry = T csc b, (4.1.3.5b)

Ty = ﬂ (b4 +106% + 1) csc2 0 (4.1.3.5¢)
8(1 + b2)3 ’
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Figure 4.1: Diagram of the flow problem and coordinate system.

(1+0?) . (1—10%)?
5 sin 0 241 1 07
rq=0. (4.1.3.5¢)

rs =

csc b, (4.1.3.5d)

We notice that (4.1.3.4) is in fact a series in 0/ sin @ so it is only valid when 1 > (7 —6) >
0. We further note that the d-streamline is approximately a straight line from upstream
infinity, which arises from the uniform flow, followed by a curve around the ellipse. We
can treat this in a similar manner to Goldstein (1978b); when calculating the drift we use
a uniform flow approximation for the straight line section, yielding an additive constant
to the drift function, and our expansion, (4.1.3.4), for the curved section. Since we only
end up using derivatives of the drift function to analyse the interaction of a gust with the
body, we do not explicitly evaluate the constant contribution from the uniform flow-like
section.

We change our polar coordinate system to measure 6 clockwise from the zero-streamline,
as shown in Figure 4.1, so we can treat the region close to the stagnation point now as
a region of small #. The definition of the “small—6#" region, wherein our asymptotic
expansions are valid, can be found in Appendix A along with the derivation of the drift
function close to the body. We denote by 6¢ the angle at which we swap from the uni-
form flow approximation for the straight section of the streamline, to the curved section,

illustrated in Figure 4.1.
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4.2 Velocity Potential Given an Incident Gust

Here we evaluate the evolution of an arbitrary gust in uniform flow around a thin ellipse.

We take an unsteady harmonic disturbance upstream to be a generalised Fourier integral
Uoo (T — €,t) = / A(k)eFm Rt . (4.2.0.1)

We require us to be solenoidal so demand A - k = 0 for all k. We write k = kk' =
(k1, k2, k3), where k is our asymptotic frequency parameter, non-dimensionalised with
respect to L*~1, and kf are wavevector components. For simplicity we initially consider

just one Fourier mode. In particular the gust mode far upstream is
Uoo (T — €,1) = A(k)ellFr (@t +haythaz] (4.2.0.2)

It follows from Goldstein (1978b) that the non-dimensionalised incident velocity compo-

nents evolve as

ulf) = (Aé ¥ Aﬁ) (it (4.2.0.32)

(0 _ (4,192 0 4 LOVN G (a-tythaw ks 4.2.0.3b
up <1r(‘39+27‘5’96 ’ (:2:0:80)
ul) = Ayellkr(A=t)thoUthsz] (4.2.0.3¢)

Supposing that the steady mean flow around the ellipse is U = U+ M?U;+O(M?), and
u is the small velocity field generated by the perturbation w., upstream to the uniform

mean flow, then we can write
u=Vo+u, (4.2.0.4)

where ¢ contains all knowledge of the interaction of the gust with the solid surface (and

contains the acoustic part of the flow). The governing equation for ¢ is

Doy (1 Dy 1 1 0
- = —_ V. =-V. 4.2.0.
D <02 Dt) o pV (pV o) pV (pu'l), (4.2.0.5a)
V¢-n=—ul)n on the solid surface, (4.2.0.5Db)

where % = % + U - V. This is the typical velocity decomposition for rapid distortion

theory, resulting in the familiar acoustic equation (see (1.1.2.2)). Here ¢ is the non-
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dimensionalised speed of sound for the steady flow and is given by

1 v—1 _
? = AL TM2 (JgI* = 1)| = M*(1 4+ M>c}), (4.2.0.6)
where ¢ is the complex velocity for the steady flow around the ellipse.

Equation (4.2.0.3) allows us to write the source term of (4.2.0.5a) as

1 .
;V < (pull) = (Hy + iH,) eF1 (A0 ko Tikse], (4.2.0.7)

where the H; are real functions defined by

A18A+A28\If AL PN Ay 0P

L I Rl
Ay A2 0o 2 2sin2p dp (A1 0A Ay OV
M? A+ =0 = — Zcos2p | — =
* [(r T )8?“( Q3COS (’0) ro? 06 r8(9+7"80
(4.2.0.8a)
10A\> 0AA 100\> 80U
= Ak (;%) M (zw) e R
1 AT AU 1 AW WOV
+ Ak, [72 2090 T o } + Asky [—2 000 " 7 ar} (4.2.0.8b)

4.2.1 High-Frequency Solution

We first suppose that the frequency of the gust is high, £ > 1. We wish to solve
(4.2.0.5a) in a region close to the stagnation point, hence we use the small—f approx-
imation (discussed in Appendix A), particularly for the conformal mapping (4.1.2.1d).
Setting

p; = e kattikaz g (4.2.1.1)

and neglecting small terms in (4.2.0.5a) yields
" — B*wr*p = —r?f(r,0), (4.2.1.2)
where / denotes differentiation with respect to 0, w? = kI2M? — ki®, and
f(r,0) = (Ho(r,0) + iH, (r, §)) eFr Ao +ik2 () (4.2.1.3)

We suppose w = O(1) with respect to k, and w? > 0, so the spanwise component

of frequency, k3, is much smaller than the streamwise component, k;. The small—6
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approximations of the source terms Hj; are dominated by ¢ derivatives of A, yielding

Hy~ O <L) . H, ~O (ﬂ) : (4.2.1.4)

a,0%r? a?0?r?

along a streamline, hence the terms in (4.2.1.2) balance if § = O(k™'). This defines the
small—6 region given k, and is consistent with any previous restraints on the size of 0
given in Appendix A. Initially this appears to yield the same sized leading-edge region as
found in Chapter 2, however we stress that there are two key differences in this chapter.
First, the thickness of the ellipse, 7, is not constrained by the limit 7k = O(1), and
secondly, throughout Chapter 2 we took # = O(1) whereas now we have created a region
in which @ scales with k1.

We solve (4.2.1.2) using a Green’s function, imposing the homogeneous boundary

conditions

G=0 at 0=0° (4.2.1.5a)
oG .
and requiring
5 (r —1")

G"(0,0 r,7") +w(r)GO,0 ,r,r") =80 —0) : (4.2.1.6)

2rr

where w(r) = k?w?r?, and on the right hand side are Dirac delta functions, §/. Since w >
0, the Green’s function is oscillatory, hence on application of the method of stationary
phase (Bender & Orszag, 1978) we obtain a solution where ¢y = O(k=/2). If w < 0, we
would obtain an exponentially decaying solution, which would be negligible compared
to the oscillatory solution, thus we only consider |ks| < M]|k;|. In this case the Green’s

function is given by

L 0 if 0 <o
COORIZ sl ame -0 ese s D

We solve the homogeneous version of (4.2.1.2), satisfying zero normal velocity on the solid

surface, separately to the non-homogeneous equation. Hence if superscript h denotes the
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homogeneous solution and superscript p the particular solution, then

.
omky/ k2 M? — kI?
(4.2.1.8)

where w = k2Q? and ¢ is the upper limit of validity of the small—# solution for a given

& = / (Ho + iHy)(r, @) FACOHRYTE) gin (00 — 0')) dO,
0

frequency. We notice that in the small—6 approximation, ¥ = O(¢), which we neglect
(we discuss how ¢ scales with & later, which ensures this assumption is valid). The phase
functions in (4.2.1.8) are therefore g, (r,6') = kI A(r, ) £Q(r) (0 —#'). By approximating
the drift function by the expression found along a streamline, (A.6a), we find the points
of stationary phase of g4 are given by

o n +(1 + b2k gy (a13 + 3ays) (1 + b2k

0 a2 =02 + M?0.. (4.2.1.9)
1 1

Note, we are supposing that kIM = O(1), but since we are working to leading order
in k only, M?0! < 6° hence we neglect M?0!. We require 0 < 0 < 6, < ¢, hence on
noting that a; < 0 (given in Appendix A) we see that only ¢g_(r, ) yields a valid point

of stationary phase, hence

- -

P~
ATik3/24 kPP M2 — kf?

We are permitted to use the streamline approximation of the drift function when using

2 . .
folr, 09 H(—%em/‘*emwg@). (4.2.1.10)
g"(r, 6

the method of stationary phase because the result we wish to obtain after the application
of the method of stationary phase is one valid for a small—6 region close to the body,
i.e. on and around the streamline. For small values of 6, on the surface of the ellipse,
r ~ (1+b%) + O(6?%), hence in a small region close to the body, for all values of 6 we
consider close to the stagnation point, r varies from its value on the streamline only by
an O(#?) amount, which is negligible. We do, however, write r as a variable in most of
the following functions to make it clear where it features in the solutions, rather than
setting it to 1 + b? outright.
The homogeneous solution that solves for the solid boundary condition requires eval-
uation of the Green’s function on the surface
o"(r,0) = — / G(@’,e,r’,r)aih r'df . (4.2.1.11)
5 on =1/ (14b2)2 cos? 0/ +(1-b2)2 sin® ¢’
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This expression is valid both on and off the streamline, hence we view r and 6 here as
truly independent variables. Technically we should be integrating over the entire surface
of the ellipse to capture all of the boundary condition behaviour, however our constructed
Green’s function and particular solution are only valid for 6 € [4, ¢]. Beyond this region
we can attempt to extend the solution, but we find that %i: is an order of vk lower than
within this region. Also, u'Y).n ~ A;A/r on the surface, since ¥ < 1, and A ~ 7 cosf
when 6 — 7/2, hence uD).n is also small. Thus the greatest contribution to ¢" is from

the small—6 region so this is all we consider. Evaluating the integral in (4.2.1.11) yields;

"

N | (rghir),om)

"(r,0) = ” sin [kR(Qh; rw(f — Hh(r))] : (4.2.1.12a)

1
2k R(0"; 1)

where

1 —6b2+b* — 12 +4by /12 — (1 — b?)?
0" (r) = 2 arctan \/ 00"+ - il ) (4.2.1.12b)

(14 b2)2 — 72 ’
R(0";7) = \/(1 +02)2 cos? 0" + (1 — b%)2sin” 0", (4.2.1.12¢)
og" oy, 09
9" oy = _ gD, 9P 4.2.1.12
. (r,6) wn - o ( d)

From here on in we neglect any terms of O(M?), except those present in the form
kI2M?2, due to the complexity of the following calculations. We also treat terms of O(4)
as negligible.

The overall scaling of our particular solution is

P ~ k32 (g"(00)) 712 (00) 2 [ai + %} ~ET =) R - 022 - 1], (4.2.1.13)
1 1

which for a sufficient scaling of thickness results in the same order (in k) as our previous
inner solution, (1.2.0.3), from Chapter 2. This required scaling is (1 — b%) = O(k~'/?),
which we highlight implies that O(7?) terms are non-negligible. Note that this scaling
also ensures that Hy and Hp, from (4.2.1.4), are comparable. Given this scaling, for
the series (A.5) to be valid we require § < O(k~'/2). This agrees with the limit given
for the validity of (A.1b). We have not bounded M yet, so we choose a scaling that
permits a valid asymptotic series for ¢. We want the scaling to ensure that (A.6a) is
also an asymptotic series and hence choose M = O(k™!), which is consistent with the
assumption that we neglect terms of O(M?). We are free to choose the scaling of §

provided it satisfies § < k=2 which ensures that neglecting ¢ is justified.
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Far Field Implications and Matchings to Previous Work

We can consider what happens to this high-frequency “inner” solution as we take r to
be large, and maintain the small—6 approximation. For r > 1, (4.2.0.5a) has negligible
source term (to the orders retained previously) hence (4.2.1.2) also has zero source term.
By taking the limits of » > 1 and small # we therefore find that ¢» ~ 0, so we are
left with ¢ ~ ¢" as r — oo. We notice that 0" — 7/2 for » — oo hence it is out of
range of the limits of integration, thus ¢ — 0 also. This tells us, to the orders retained
in the calculations, the far-field noise is negligible in the small-6 region. This may ini-
tially seem incorrect in that there is negligible far-field sound radiated upstream from
the leading edge, but recall we are only considering a thin wedge about the stagnation
point. We could have anticipated this by considering the far-field result for an incident
gust in uniform steady flow (Chapter 2); the far-field directivity of this function scales as
O((kr)~1/20), for  measured clockwise from the zero-streamline direction. If § = O(k™!)
this contribution is also deemed negligible in the analysis. In the next paragraph we see
that this @ = O(k™!) scaling holds, hence we have an agreement between the far-field
results presented here, and those from previous work in Chapter 2 to first order in thick-
ness. We can also consider Tsai (1992, Figure 4.25), and Figure 4.2 which visually show
that directly upstream in the far-field, the acoustics are much smaller than elsewhere,
hence to orders retained here would be deemed negligible. Note, the Mach number for
Figure 4.2 is much larger than allowable in this chapter, however is sufficient to illustrate
the lack of direct upstream radiation.

We can also consider ¢” as # moves out of our predefined “small” region, and when 7 is
large. This asymptotically extends our solution into a leading-edge outer region similar
to that described in Chapters 1 and 2. We use the method of stationary phase again, but
this time do not restrict the drift function, A, to its approximation along a streamline,
since we have moved out of the region where (A.6a) is valid. Further, A is now seen as
a function of both r and 6 and we take # = O(1) but # < 7/2. The point of stationary
phase, (4.2.1.9), now occurs at ki A'(r,0,) = Q ~ r hence A ~ rcos 0. Therefore

f (7“> 95) oikwr(0:—6)

oo L J\LTs) 1.21.14
¢ k kA" (r,05) ( )

for large k. For r > 1, we see f(r,0;) ~ 7% ~ %, which is physically sensible because

the far field sees a dipole source created by the body (Gershfeld, 2004), and this yields

v cos 6
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Figure 4.2: Far-field scattered pressure directivity for a NACA 0006 aerofoil, k = 8, a; =
0°, My = 0.6,0, = 0.01°, k3 = 0, variables as defined for Chapter 2.

which is formally the same order in k£ and r as the leading-edge field obtained in Chapter
2. The contribution from ¢" is negligible, since when r is large, " — /2 regardless of
the size of 6.

4.2.2 Low-Frequency Solution

Here we investigate the low-frequency limit, & < 1, of (4.2.0.5a). In this limit, the
wavelength of the gust is much larger than the thickness of the ellipse, hence we would
expect, to leading order, that the solution matches to that of the flat plate, i.e. is
independent explicitly of the thickness parameter, b. The equivalent governing equation

to (4.2.1.2) for the low-frequency solution is
¢ = —r?f(r,0), (4.2.2.1)

where f(r,0) is given in (4.2.1.3), and the scalings, (4.2.1.4), still hold albeit % is now
small, hence Hy < Hy. The conditions (4.2.1.5) still hold, and we also still require zero
normal velocity on the surface of the ellipse. We assume r is O(1) in deducing (4.2.2.1),

thus we neglect terms of O((kr)?). Due to this, any far-field expansion we attempt to
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make of our solution (r > k~') will be erroneous, thus we only use the low-frequency
solution to provide us with details close to the boundary of the ellipse. This problem
did not occur in the high-frequency case, because we were not required to place bounds
on 7 (beyond the fact that it is at least O(1) close to the nose of the ellipse) in order to
determine the governing equation, thus we could consider the far-field limit easily, and
indeed extend our solution out of the small—6 region.

The particular solution to (4.2.2.1) satisfying (4.2.1.5) is

0 0
&P:ﬁ/ d@’/ f(r,0"May". (4.2.2.2)
o¢ o¢

The homogeneous solution is

" = c(r)(0 - 6,), (4.2.2.3)

where ¢ is an as yet undetermined function of r.
On the surface and under the small—@ approximation, u(!).n can be approximated

by
AlTC

r

= 0(1), (4.2.2.4)

and from (4.2.2.3) we know that

og" 1T, )
o ST A=) =T s )

(4.2.2.5)

hence on the surface of the ellipse we require c(r) = O((1 — v*)0~!). Note we do not
solve explicitly for ¢" in the low-frequency limit, as it is sufficient to know just the order
of magnitude of the solution in order to deduce the effect of turbulence and to examine
the leading-order turbulent pressure spectrum in this limit (we discuss this point in
more detail shortly). We also have not calculated the normal derivative of the particular
solution (which we would use to fully determine ¢(r)), as this is generated through
scattering and hence is no greater in order of magnitude than the normal component of

the gust at the boundary.

4.3 Effect of Turbulence and the Turbulent Spectra

We now consider the effect of homogeneous weak turbulence from upstream incident
on the stagnation point of the ellipse (see Goldstein (1978b) and Hunt (1973) for early
work on this topic). We assume the three dimensional upstream turbulent spectrum,

@E?)(kl,k%k;g), is known. The one dimensional non-dimensionalised “v, i/ turbulent
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spectrum is defined by

1 [~ -
O,,.(x, k) = 2—/ R, (x,7)e* 7 dr, (4.3.0.1)
™ —0o0
where v, u = {r,0, 2z} and
R, (x,7) = u,(x, t)u,(z,t +7) (4.3.0.2)

is the one-point turbulent velocity correlation tensor, where the long over-bar denotes

time averaging. ©,,, relates to the known upstream turbulent spectrum via

O (T, k) = / / M, M, @ (K)dksdks, (4.3.0.3)
where here the short over-bar denotes complex conjugation, and the M, ; are given by
= A; M, ;(r, 0 (A-DFkVHiksz o — g (4.3.0.4)

We assume the turbulence is isotropic and homogeneous upstream, so choose the von

Karman spectrum, as done by Goldstein (1978b),

(K3 + k3 + k3)0;0 — kjkyy

el — 4.3.0.5

i = NG /P K+ 1+ )T 8035)
where L
55g1u%,

= e (4.3.0.6)

the g; are constants to be determined from experimental data, and [ denotes the integral
lengthscale of the turbulence. The far upstream magnitude of the vortical perturba-
tion is given by u.,. This von Karman spectrum is chosen because it agrees with the
Kolmogoroff —5/3 law (Kolmogorov, 1941) which states that E(k) ~ e2/3k~%/ where
E(k) = 279, (k)k? is the energy density (per unit mass) of the turbulence, and e is
the rate of energy dissipation per unit mass. Commonly this law is just quoted as
E(k) ~ k™5 as the dissipation is either unknown or not of interest. See Durbin &
Pettersson Reif (2001) for further details.

We define the one-dimensional turbulent pressure spectrum as

Opp // NN;® (k) dkodks, (4.3.0.7)
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where the N; are defined by

P Nj(r, 0) Ayl (B-Otikew+ikaz (4.3.0.8)
p

and the unsteady pressure can be found using

DO(rb
= —pp—— 4.3.0.9
p Po Dt ( )

We present expressions for ©,, in Appendix B.

4.3.1 High-Frequency Pressure Spectra in the Far Field

We can extend our solution for ©,, into the far field, for § = O(1), using (4.2.1.14).
For the ellipse, in the far field, the homogeneous solution is negligible, hence n; — 0
for i = 2,3,4,5 (where the n; are defined in Appendix B). Also ¢* = O(
C = O(\/LF) (Appendix B). Substituting this into (B.1) gives

k’3/2\[)

2g1u2v/T T (
@pp ~

1 kil < 1
) cos 6 sin* 9l2M{ 92 s (4.3.1.1)
3r F(

) (ki)™83  kl>1°

Hence for kil < 1, ©,, = O(I2Mr~1) and for kil > 1, ©,, = O(k; ¥*1-2/3Mr1).
We construct a composite function to combine the high and low reduced frequency
results for ©,, given by (4.3.1.1). This yields

ol|ut|wol—

2uZ /T PMT (%) g, ** cos Osin* 0 t
o~ uZ /T (3) Ccos sm3 _ cons WO, kyl). (4.3.1.2)
3rl (2) <1+ (kll)8> 1/ T

We plot the functional behaviour of the far-field turbulent pressure spectrum in Figure

4.3, which we discuss later in Section 4.4.

4.3.2 High- and Low-Frequency Surface Pressure Spectrum

Low-Frequency

In the low-frequency regime, k < 1, the scattered pressure can be written as

. o6 Uy0
p = —poeFiTksz | ik 6+ U, a—d) + —98—2 : (4.3.2.1)
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where ¢ = ¢" + ¢P. Evaluating each term in the small—6 approximation gives
P =0(1-b), ph=0(), (4.3.2.2)

where pP" are the contributions to the pressure due to the particular and homogeneous
solutions respectively. Thus, for 1 —b < 1, the homogeneous solution dominates the pres-
sure on the surface of the ellipse near the nose. This agrees with the high-frequency limit,
where the same result was found. This is a result of both high- and low-frequency theo-
ries because the particular solutions arise from source terms in the governing equations,
which are generated by significant changes in momentum associated with the convected
disturbance. It is sensible to assume that close to the boundary, in a thin wedge around
the nose of the ellipse, the variation in momentum gradients is small, hence the volume
sources make little contribution to the overall sound generated. The direct interaction
between the boundary and the gust therefore generates the majority of the sound.
We write
p AN elfrttiksz (4.3.2.3)

where N; is independent of ko3 and is O(1) in the low-frequency regime. Hence using
(4.3.0.7) we find that
Opp ~ |N1’2@9192_5/6> (4.3.2.4)

which is independent of ki, and is O(1) for 0, (1 — %) = O(k'/?) (these scalings of the
small angle and thickness are consistent with the asymptotic analysis throughout when
k < 1). Since the solution does not depend on the thickness of the ellipse at leading
order then we are safe to indeed assume that the wavelength of the gust is so large that
is does not see an elliptic body in the steady flow, but just a flat plate, and the pressure
spectrum is dominated by vertical blocking of the gust velocity by the solid surface. To
compute the coefficient Ny we therefore look to Mish (2001), who considers spectra for
a NACA 0015 aerofoil, based on the work by Amiet (1975) for a flat plate, and writes

the pressure jump across a flat plate as
Ap*(x,y,t) = 2nps U b*wig(x, ki, ks)e'ks® ~FU™ (4.3.2.5)

in dimensional form. Here ¢ is the transfer function between turbulent velocity and

aerofoil pressure jump, and wf is the magnitude of the gust velocity. We can therefore
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write that the cross power spectral density at a given point is

Sl 0.6) =42t [~ [ lgto, /U kPO (- (U7, k5 )b,
o (4.3.2.6)
where w* is the circular frequency, U* is the steady free-stream velocity, and b* is the
semi-chord length of the flat plate. Mish (2001) provides us with the transfer function

for a thin aerofoil, which, in our limit of small k] and low Mach number, is

g, ko, eg) = — (1 - \/g (1 - erf[ 22 — @@])) 7r3/2\/;j::,+71k1' (4.3.2.7)

Equation (4.3.2.6) can then be evaluated numerically. We see that (4.3.2.7) is dependent

on kp thus we would naively expect our expression given in (4.3.2.4) to be incorrect,
and O, should be dependent on k; in the low-frequency limit. However, we must now
recall that whilst the overall scaling on our asymptotic estimate of ©,, is independent
explicitly of kq, this only arises through cancellation of orders of magnitude of k; with the
thickness factor (1 — b?), thus to compute N; to agree with experimental data, we must
evaluate (4.3.2.6) for the value of small k; associated to the thickness of the aerofoil in
the experiment. This then gives us a low-frequency asymptotic estimate for the turbulent
pressure spectrum.

We evaluate (4.3.2.6) close to the nose of the aerofoil, at = 0.01 say, and for a
circular frequency of 2.31, steady free-stream velocity of 30, semi-chord length of 0.3,

and integral lengthscale of turbulence (measured close to the surface) 0.0078, to find
Sqq ~ 2.06. (4.3.2.8)

We choose the position z, integral lengthscale, [, and free-stream velocity U in this way to
agree with the experimental set up of Mish & Devenport (2003). The circular frequency
is chosen to concur with our relation between thickness of the aerofoil and frequency of
the gust (which in the low-frequency limit is (1 — b%) = O(k'/?)). We do not consider a
high reduced frequency limit in this case because it would be unphysical for turbulence

to have such a large integral lengthscale to allow k; < 1 but kil > 1.

High-Frequency

For small # and high frequency, k; > 1, we consider the turbulent spectrum on the
nose of the ellipse by considering the limiting behaviour of (B.1) in Appendix B. It

is expected that this depends on the exact location of the stagnation point, and hence
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Figure 4.3: Plot of h(0,k;l) governing the turbulent pressure spectrum far from the
ellipse, for varying values of #. The constant, g5 is chosen to be 0.6.

depends explicitly on the thickness parameter b, unlike in the far field where the solution
decays exponentially and this dependence is negligible (as previously seen in the high-
frequency limit in the far field). At intermediate distances, solutions for both small and
O(1) values of 6 depend on thickness for the high- and low-frequency limits. Indeed from
Appendix B we find in the high-frequency limit,

w2yl (3) PM [ gy kil < 1
gyl () {92 s (4.3.2.9)

PETBIE) (=027 | (D) k> 1]

50 Oy, = O(kyI2M) for k1 < 1 and = O(k;”*172/3M) for kil > 1 when we take account
of the scaling of the thickness. A composite function can be constructed similarly for

the far-field high-frequency solution.

4.4 Results

We first compare our high-frequency far-field solutions found in Section 4.3.1 to those
obtained, also asymptotically, by Durbin (1978). From Figure 4.3 we see that as 0
decreases, so too does h(0, kil) for all k;l, whilst maintaining the overall shape of the
curve. This can be anticipated through the results obtained by Durbin (1978); there he
analysed the turbulent pressure spectrum for uniform flow at zero angle of attack around
a circular cylinder, and found that at the stagnation point and along the zero-streamline,
the pressure spectrum decays exponentially fast for high frequencies. This is due to the
piling up of eddies at the stagnation point that cancel each other out. It is sensible to
assume a similar effect takes place for our problem.

On the solid surface for small § the high-frequency limit of the turbulent pressure
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(a) On a linear scale. (b) On a log-log scale.

Figure 4.4: Asymptotically obtained cross-PSD (normalised by 47U) close to § = 0 with
U=30,b=2,py=1,1=0.0078, and M = 0.09, compared to experimental data, on
the surface of a NACA 0015 aerofoil. The horizontal axis measures frequency, and the
vertical axis measures the surface pressure spectrum. Experimental results are courtesy
of William Devenport (pers. comm.).

spectrum is given by (4.3.2.9), and the low-frequency limit of the surface turbulent
pressure spectrum is given by (4.3.2.8). It can be seen from (4.3.2.6) that the cross-
PSD is directly related to the turbulent pressure spectrum, thus we can compare our
asymptotic results to experimental readings for PSD, and related quantities. We compare
our asymptotic solutions for high- and low-frequency on the surface of the ellipse (Section
4.3.2) against the experimental data obtained by Mish & Devenport (2003) in Figure 4.4.
It is clear that the asymptotic results are a good match to the experimental data in both
the high- and low-frequency domains, therefore the new solution for the acoustic potential
close to the stagnation point found in this chapter reveals a turbulent pressure spectra
that agrees well with experimental data. We therefore expect that this acoustic solution
gives a physically sensible unsteady pressure at the leading edge of an aerofoil, i.e. one
with no singularity. We also note that, whilst the potential solution close to the body
scales with an inverse power of r (see Section 4.2), this is not singular since the origin is
at the centre of the body and not at the leading edge itself.

The far-field limit of the high-frequency solution, given in Section 4.3.1, along with
the sound pressure levels measured experimentally by Geyer et al. (2012) are plotted
in Figure 4.5. We see a good agreement for large kil, however in the low-frequency
region the asymptotic approximation no longer matches the experimental results. This is
because the integral lengthscale of turbulence is fixed in an experiment, however our high-

frequency approximation has allowed for us to vary [ so that kil can be very small whilst
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-4
5x10 Experimental data

3.75x1074 f Asymptotic
approximation
2.5x107%
1.25x1074 |
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Figure 4.5: Sound pressure levels in the far field from the leading edge of an SD7003
aerofoil measured experimentally, compared to the asymptotic result for £ > 1. The
horizontal axis measures frequency and the vertical axis measures the pressure level.
Experimental data comes courtesy of Thomas Geyer (pers. comm.). In the asymptotic
result we have set [ = 0.01, U = 35, M =0.09, g, = 0.2 and g, = 0.56.

kq is still very large. For us to obtain a matching in the high-frequency limit, we would
require an incredibly small integral lengthscale of turbulence to be used experimentally
which is not usually considered as it is not physically relevant to the effects of real

turbulence on aerofoils.

4.5 Conclusions

We have found approximations for the turbulent pressure spectra generated by homo-
geneous isotropic turbulence far upstream of a thin elliptic cylinder in a background
uniform steady flow. Both high- and low-frequency turbulence has been considered. In
regions close to the leading-edge stagnation point, and in the far field at angles close
to the zero-streamline, both approximations show good agreement with current experi-
mental data. Specific bounds have been placed on the thickness of the ellipse, the small
angles defining how close to the stagnation streamline we must be, and on the Mach
number of the steady flow. These bounds are given as powers of the frequency of the
incident turbulence, k, in order to allow asymptotic series to be truncated for algebraic
simplicity. As mentioned in Chapter 3, despite this work only being valid for low Mach
number flows, we believe that these results are still of great importance given the com-
plexity of the problem and the difficulty current computational schemes face in tackling

the high-frequency regime.

182



CONCLUSIONS CHAPTER 4

The high-frequency velocity potential found in the far-field for O(1) values of 6,
(4.2.1.14), shows that as we move out of our designated zero-streamline region, we obtain
a matching form to the leading-edge inner velocity potential found in Chapter 2. This
concludes that it should be possible to construct a further inner solution, for O(k™!)
values of 6, to the one obtained in Chapter 2 to properly assess the effects of high-
frequency gust-aerofoil interaction.

We have seen that at large distances upstream from the leading edge, the radiated
power approximation is in agreement with current experimental data by Geyer et al.
(2012). We must note that other experimental data has been collected using a single
microphone, but the asymptotics in this chapter require certain restrictions on the angle
with respect to the leading edge. A microphone positioned outside the region of validity
of these results will give us nothing worth comparing against, and this restriction limits
the amount of available experimental data. We have also seen that our asymptotic results
close to the nose of the body are in good agreement with experimental data from Mish
& Devenport (2003).

Crucially, in this chapter we have constructed a solution for the pressure generated
on the surface of a thick body whose nose has a radius of curvature of order thickness
squared that is not singular near the nose itself, and whose solution depends on the

frequency of the incident turbulence, and the thickness of the body.
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Q;
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constants in solution to steady flow drift function, velocity, and potential.
amplitude of incident gust, = (A, Ay, A3) in Cartesian coordinates.
Joukowski transformation parameter, 7 = (1 — %) /(1 + b?).

speed of sound, ¢ = M2 + 2.

modified form of the acoustic source term.

phase functions in integrand for ¢.

Green’s function for the velocity potential.

composite function determining the behaviour of the high-frequency turbulent pres-
sure spectra in the far field as a function of reduced frequency.

amplitude functions in the source of the acoustic equation.

wavevector of a single incident gust mode, = /{;(/{;I, k;, k;,) in Cartesian coordinates.
integral lengthscale of turbulence.

Mach number of the steady flow.

amplitude of the r-component of velocity for a single gust mode with wavevector
k, dependent on A;.

amplitude of the pressure of a single gust mode dependent on A;.
pressure.

function arising in the high-frequency ¢" solution.

one-point turbulent velocity correlation tensor.

velocity of a single incident gust mode, = u'") + V.

evolution of the unsteady incident gust.

steady flow = Uy + M2U 1, and far upstream equals U, = Uxe,.
kM2 — kS

complex coordinate for elliptic geometry, = re®.

constant in the upstream pressure spectrum, proportional to g;.

drift function.



streamline close to the zero-streamline.

upper limit of validity of the small # approximation.

density, = po + M?p;.

radial coordinate in pre-transformed space for circular cylinder.

velocity potential for the steady flow, = &y + M2®,.

velocity potential for the acoustics generated by the gust, = ¢¢ + M?2¢.

angular coordinate in pre-transformed space for circular cylinder.

peF1t=iksz and ¢ = ¢" + ¢P is a sum of homogeneous and particular solutions.

three-dimensional upstream turbulent pressure spectrum.

streamfunction for the steady flow, = Wq + M2,

small thickness parameter.

one-dimensional turbulent velocity spectrum.

angle at which the d-streamline begins to curve on approach to the ellipse.
turbulent pressure spectrum.

point of stationary phase of ¢?, = 69 4 M?20!.

frequency of the Green’s function, G, = k2.
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Here we evaluate the drift function, A, needed in Section 4.1. Using (4.1.3.4) we can

write the velocity component uy as

) 1 csch )
up = ay sinf + 6 (ag + as f(0) + aq cos 20) 70 + 52f(9) (asf(0) + ag + aysin® 6)
+ OM? (ag + ag f(0) + ayo cos 20 + ay1 f(0) cos 20 + ay cos 46) ﬁ
+ M? (a138in 0 + a4 sin 36) (A.la)
where
F(0) = /(1= 02)2 = (1 + 12)2sin0, (A.1b)

and 6 measures from the positive x-axis anticlockwise in the standard manner. For
0 € [r—2arctan [(1 —b)/(1 4+ b)], 7], f(6) > 0 hence the square root function is well

defined. We therefore must choose our limit of “small 8” to be below
7w — 2arctan [(1 —b)/(1 +b)],

so that f(0) is real. This upper limit clearly decreases as the thickness of the ellipse
decreases. We still work with a general value of b (governing the thickness of the ellipse)
but bear in mind there is an upper limit of € for any further series expansion.

The constants a; are given by

2(1+ v?)
a; = —m, (A2a)
2(b* — 6b* + b°)
= — A2b
a’? (1 + b2)(1 - 62)37 ( )
(b* 4+ 6b* + 1)
= A2
BT A1 - )2 (A.2¢)
20%(1 4 v?)
ay = —m, (A2d)
1+ 3b® + 3205 + 26b* + 57b*
as = — s (A2e)
41— 02)2(1 + b2)3
B2(6 + 14b% + TbY)
= A2f
b2 (6 + 22b% + Tb*)
= — A2
TR (A.2¢)
b (— b? 16 + 41205 b® — 24b10 4 12
Gy — (=7 + 760> + 331b* + + 75 +b'%) (A.2h)

3(1— 62)7(1 + b2) !
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63+ 3096% + 299b* — 30305 — 550° + 187b' + 9p'% — 5pt4

o= 12(1— 02)7(1 + 0?) ’ (A.2)
aw_b%1+wx—y+§?f;§nw—5%ﬁ+mx (A.2i)
an:(L+RXM+1%WHN§;ji;+MW+4W—6N+§X (A2)
o = S =2 (A2
aB:2u+w§itZ¥L+%%’ (A2m)
14 = —2((1%{););. (A.2n)

Using (4.1.3.4) we obtain

1 2 1 2
TR ()
Ug a; aj

2

[%u_w>_1+w
2(1 4 b?) f(6)

1
+ SM? csc? 0— {—2(@13 + a4 + 2a14 cos 20) (
ay

(a13 + a4 cscOsin 36) csc

1
+ 0 esc? 0—
aj

(ag + a4 cos 20 + agf(e))]

aq 1— 62)2

1+0° !
~ 70 (az + ascos 20 + a3f(9))) T {m
(1+0?)

f(8)

, 1 9\ . (1 —b*)%csch
+(1181n0<§(1+b )SIDQ—W

(ag + a1gcos 20 + aja cos 40 + (ag + a1q cos 20) f(6))

+ 6% csc? b

| L ALy
st |0 )

f(9)
&Luﬂ4_aa = aa OV — ara sin?
+T(9)2( 1a6f(0) — aras f(0)° — araz f(6) sin* 0

+[az + a4 cos 20 + agf(e)]Q)} + O(M*,5°, 6 M?). (A.3)

(ag + aqcos 20 + az f(0))

Integrating (A.3) to obtain (4.1.3.2) requires:

L = /CSC 0dh = log [tan (0/2)], (A.4a)

I, = /CSC2 0df = — cot 0, (A.4Db)
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I3 = /CSC2 0 sin 30d0 = 4 cos 6 + 3log [tan g} : (A.4c)
csc? 2 : 22
I, = WCI@:\/E( 1) (){( )sm20—2(1—b)cot9
) (b* + 1) ) (b +1)°
+\/§(1_b)9( )E <‘9 (1— b2 )2> ﬂ(l—b)g(@)E (0 (1—62)2)}7
(A.4d)
Iy = csc” 6 cos 20d0 =
© ] fO) -
g(0) cot 6 1 (0% +1)° %+ 1)
o e (],
Is = /CS(32 6 cos 20df = —26 — cot 0, (A.4f)
[ esc?d cod? _ 1 4 g2 %+ 1)
I; = 0 20d60 = R (b* — 146 + 1) F (9 - 62)2)
1 2 (02 + 1) g(0) cot 6
— (50" — 6b +5)E<9 m)] v (A.4g)
csc? 0 B 1 4 a2 b+ 1)
Iy = f( ) cos 460d0 = DI 1)2 (b 306" + 1) F <9 (- b2)2>
1 2 (b +1)° g(0) cot 6
— (90" — 140> +9) E (9 ) )] T A0 (A.4h)
b2+1)
b= [ s = () (A.4)
SRV OE S o
csc?d (b% +1)* tanh~ (Q?tab%e) 2b (1 —b?) cot 0 _
Lo = 0E — _df = (1P , (A.4j)
csc?
I, = OE cos? 20d6 =
4 p12 2 anh~! (2btan6
L (s ) a0 - s
2(1-0?) b(b?+1) (b2 41)
(A.4k)
csc2 0 (1 — b?) cot(#) + (b — 6b+ 1) tanh ™" (2”3—25"))
Iy = 70 cos 20df = S , (A4l
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where

g(0) = /b + (b2 + 1)2cos 20 — 662 + 1. (A.4m)

For 6 sufficiently close to 7 the quantity within the square root defined in ¢(6) is positive,
hence ¢ is real. This boundary is 7 — %cos._1 [%}, which for b close to 1 is
~ 1 — (1 =), hence is closer to 7 than the limit of real f(#). We therefore take this
as the new limit of validity for our expansions. In the above expression, F'(z|m) and
E(z|m) denote the elliptic integrals of the first and second kind respectively (Abramowitz
& Stegun, 1964, p. 589).

We now redefine our coordinates to measure 6 clockwise from the zero-streamline.
The origin remains at the centre of the ellipse (see Figure 4.1). We expand the integrals,
(A.4), for small § now, to obtain the expressions near the frontal stagnation point. These

expansions are

0] 0
I~ =2+ 5+ 0(8), (A.5b)
2

I3 ~ 3log {g} +4— % +0(6?), (A.5c)
1 (5b* + 2% +5) 0 5

Iy~ — A.

4 A= 090 + 61— b2)3 + O(0%), (A.5d)

1 (76* — 26 +7) 0

Iy ~ — — 3 A.

Taowme . ea-wy O (4.5
1 50

I~ =g -5+ O(6?), (A.5f)
1 (19b* — 500% +19) 0

I; ~ — - 6 A

1 (43b* — 98b% + 43) 0 5

b monst swon " 0(9?), (A.5h)

Iy~ 5 + 0(6%), (A.50)
1 40P +0*+1)6

oo~ — + 063, A.5j

10 (1—[)2)20 3(1—b2>4 ( ) ( J)
1 4(20* — 7* +2) 0 5

Iy~ — - +0(6%), A.5k

Y- 3(1—02) &) A5
1 2(b* =8 +1)0

Ly ~ — - + O(6?). A5l

P —2)%e 3(1—02)° ©") (4.5
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We therefore obtain the drift function (non-dimensionalised with respect to L*~1U*) for

uniform flow around a thin ellipse;

1+ 0v? 1+ 0v?
A(0) ~ const. — rcosf + ull - Msz) (a3l + aiul3)
aq CLl
) 1 —b?)?
+ (l_% <a1 ((1 n b2)> 12 - (1 + b2) [CLQI4 + CL4I5 + Clgfg])
52
+ 8@%(1 + bg)g {a’1<1 - b2)2]2 - 4(1 - b4)2 [CL2]4 + C'/415 + CL3[2]
8(1 + b*)*
+ % (—a1a6]4 — ayasly — ayarly + a3l + aglyy + a3ly + 2aza4119
1

[(a13 + aia) o + 2a141¢]

OM? [ —ar (1 —b?)?
+2CL26L3]4 + 2@4(13]5) } + { al( )

a} (1+0?)
+2(1 4 b) [(ara + ara)(aly + agls + azly) + 2a14(asls + asl7 + asls)]

1—10%)?
+ ay (ﬁ (@13 + a14) Io + 2a14 1] — (14 b%)(agly + arols + araly

agly + ane) + o | (1407 — L0 (A.6a)
a a ay | = - .6a
9l2 + aile 135 24(1+ bY) 2 ;

where the constant depends on 7, 6¢ and §. Recall (¢, 6°) denotes the position at which
the d-streamline begins to veer away from the uniform zero-streamline as illustrated in

Figure 4.1. These points approximate to

0=, (A.6b)
o (1+0%)4 (4_
1+ 62 + 8b* + 266 — b8 + (1 + b2)24/506* — 2466 — b5 — 8b2 — 1
M?(1 — b%)?
( ) )+Ow% (A.6c)
3v/500% — 2406 — B8 — 8b% — 1
~2—2(1—=b)+O(M* (1-10)? 6. (A.6d)

We do not explicitly calculate the constant because we only use the drift function in a

differentiated form where the constant is irrelevant.
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The turbulent pressure spectrum is given by

_ 12ak M /7T (3) 2o\ 1
™ 550 (3) 2
720/7T (1) 2o\ 3 kEM?
1— ,F 2 - ) O(MP) ] | ?
+ 55F(%) ( ; ) { 2 1( % gg—k%P)—i_ ( )} |nq|
| 36am®”T (3) ( & )1/3 { - (—2 L, KeM )
550 (3) I3 gk
113  kPEM
22 g, — K2

3 KN2M? )
3 g )| ™

) + O(MZ)} Re(non?)

Akyan/7l (%
;5#(5()3) [8kfl2\n4|2J1 +n2Jy + 2ny(Re(ny J5) + Re(noJ)))
6
2|n 812 ns|?
+ Ins| (Im(nyJ5) + Im(noJ7)) + —|ns|*Jo + | 32| Js |, (B.1)
k1 ki ki
where
Ny = (ng + nyy/k2M? — k2)e " VRMA=R0-00) 4 ) cos {R\ [K2M? — k2(0 — 9’1)}
+——_— \/W sin {R,//&’M? k2(0 — 0™ } (B.2)
/ n . /
Ng = Ny COS |:R k%M2 - k‘%(@ - Qh)} + \/ﬁ Sin |:R k%M2 - /{332)(0 — Gh)} s
(B.3)
with
ik, O Uy, [0C . OA(Y) ico iC
ng = W - 1:3/2 {a + lklcT ) ny = WUO,T WUO,O,
Fl 3 h 0 F1 3A(R 9h> (B4)
ny = Uy, R or [R(Q 05)} + — Uo 05 = il Rkl or )
2 - OA(R, 0"
Ny = UO’TEE [R(e 93)] + 7U(),9, IUQ Tﬁle7
and we define
u(I) n‘(R oo — A, F(R eh ) 1]€1A+il<:2\11+i1€3z7 (B5)
Qgp _ Alcli;";;fa kl)eik1A(r,eg)+ik2\1f(r,62)+ik3z—im/k%MLkg(e—eg)’ (B.6)
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U = (Uo,, Upyp,Up,.) + MQ(ULT7 Uig,Ui.). (B.7)

The function oF; denotes a hypergeometric function (Abramowitz & Stegun, 1964, p.
556). When integrating over k3 to obtain the pressure spectra, we take only |ks| < M|k|
to ensure an oscillatory solution for ¢ rather than an exponentially decaying one. The
velocity, U, is the velocity field due to the uniform flow around an ellipse as calculated
in Section 4.1. The J; are defined by

M 12 7/3
— 1 2 2 M2 2 _ph B
Ji /0 (1+s%) (g2 e —1—32)[2) cos [Rklv s2(60 — 6 )] ds, (B.8)
M 2 /3
Jy = / ( : ) (392 + k7 (3 + 115*)1%) cos® [Rklx/ M2 — s2(6 — 0" | ds,
0 g2 + k(1 + 7)1
(B.9)
M 12 7/3
_ VMZ = &2 k2(3 4 11s%)1?
n= armras) GnrHe 2
oS [Rklx/ M? — s%(0 — Hh)} ik VME=s2(0-03) g g (B.10)
7/3
Jy = / : - / (3g2 + k(3 + 11%)12) eirkr VA7 =s(0-02)
0 g2 + ki (1+ s2)02
Ccos [Rklv M? — s%(0 — Qh)} ds, (B.11)
" 1 r v 2 2472
Js = 392 + ki (34 11s%)1
sin [Rklv M? — s2(0 — Hh)} ds, (B.12)
Mo s? 12 B, N
= i VIME = 2(0 - B.1
Jo 2 (92 T 52)l2> sin [Rkl s2(0 — 0 )] ds, (B.13)
M 7/3
Jr = / ! ( ’ ) (392 + k23 + 1152)) oirk1 VM =s2(6-63)
o VM2 =52 \go+ki(1+ )2
sin [Rklv M? — s2(0 — Hh)} ds, (B.14)
M 1 l2 7/3 - )
Jg = 3 E{5(3 4+ 11
i /0 M2—82(92+k%(1+52)l2> (392 + B3 + 1157))
sin? [Rlﬁ\/ M? — s2(0 — Hh)] ds. (B.15)
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Chapter 5

Concluding Remarks and Further Work

This dissertation has considered various ways in which sound is generated in an aero-
engine, with a particular focus towards the sound generated by blade-blade interactions
within the engine. We have constructed semi-analytic solutions for certain interactions;
gust-aerofoil interaction in steady, subsonic, uniform and shear flows; and sound-aerofoil
interaction in steady, subsonic uniform flow. To find these solutions we had to separate
the solution domain into various asymptotic regions wherein different behaviour domi-
nated the production of sound. The regions were matched using Van Dyke’s matching
rule. The unsteady pressure singularity arising on the nose of thick aerofoils during
gust-aerofoil interaction in uniform flow has been accounted for by constructing a new
asymptotic solution specifically close to the incident stagnation point that can be com-
bined with the solutions considered in earlier work (where the singularity was present).
This correction is currently only valid for low Mach numbers, although if certain func-
tions could be solved for computationally (requiring only simple numerical methods, but
doing so is beyond the aims of this dissertation), we could extend our solutions to the
range of Mach numbers more typically seen during aircraft flight. These solutions can
be implemented in parallel with computational schemes, allowing the acoustics of the

aeroengine to be modelled more quickly than is currently possible.

We have identified dominant sources of far-field noise generated by sound-aerofoil in-
teraction, which can be reduced by altering the aerofoil geometry. These sound-aerofoil
interactions arise due to sound scattering upstream from gust-aerofoil interaction, hence
the dominant noise could also be reduced by altering the gust-aerofoil interaction noise.
We have presented a simple method of calculating the maximum noise output from
sound-aerofoil interaction, hence provided with gust-aerofoil scattering data, we could
calculate the maximum acoustic pressure generated by sound-aerofoil interaction. Fur-
ther work is required to establish the complicated relationship between the gust-aerofoil

noise, and the maximal sound-aerofoil noise.

To analyse gust-aerofoil interaction (in either uniform or shear flow) we chose a single

frequency sinusoidal upstream vortical disturbance, which is typically used computation-
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ally and analytically because a Fourier composition of such gusts can generate an arbi-
trary upstream vortical disturbance, yet their simplicity allows for analytic solutions to
be obtained without too much difficulty. Gusts of arbitrary shape have been considered
by Chapman (2002, 2003); the leading-edge flat-plate acoustic directivity is obtained us-
ing Wiener-Hopf techniques similar to those in Chapters 2 and 3. It would therefore be
possible to consider the noise generated by gust-aerofoil interaction for gusts of arbitrary
shape using a similar method as outlined in Chapters 2 and 3, however, as shown by
Chapman (2003), a more complicated solution for the pressure would be obtained. This
complication would only magnify when considering the rescattering of the leading-edge
ray field by the trailing edge. The benefit of analysing the noise generated by gusts
of arbitrary shape would be to allow a wider range of results for CAA code validation.
Indeed, the principal benefits of analytic solutions are to obtain results against which
CAA codes can be validated, and be implemented directly into CAA codes.

We have attempted to validate our results against previous analytic and computa-
tional solutions, in particular for gust-aerofoil interaction in uniform flow. We found
agreement analytically with Myers & Kerschen (1997) and Tsai (1992) in the limiting
cases of zero-thickness and zero-camber respectively. Comparison with current numer-
ical schemes is difficult due to the lack of high-frequency solutions available; we have
only been able to find one scheme (Gill et al., 2013) which permits high enough gust
frequencies in moderate speed flows. It appears from our comparison with Hixon et al.
(2006) that our analytic solution is viable for mid-range frequencies, however it would be
difficult to assess the accuracy in this regime. As yet we are not aware of any numerical
solutions for high-frequency gust-aerofoil interaction in shear flow, however we have been
able to recover a result consistent with the uniform flow solution for some validation.
Given the importance of the shear flow problem we are hopeful that numerical solutions
may be on the horizon, and our analytic solution will prove mutually beneficial for CAA
code validation. Similarly the high-frequency sound-aerofoil interaction problem has not
yet been considered computationally for aerofoils with real geometry, nor has it been

considered analytically.

The intuitive next step to this work would be to consider gust-cascade interaction
(i.e. the sound generated by a gust interacting with a staggered cascade of generalised
aerofoils) in uniform steady subsonic flow, and indeed also sound-cascade interaction.
This would allow us to comprehensively assess the rotor blockage preventing sound from

radiating upstream of the blade-blade system and out of the engine inlet. We must
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also investigate how the Fresnel regions propagate through a cascade, as these will likely
indicate locations of maximum noise output. Blandeau et al. (2011) find that the up-
stream and downstream high-frequency sound power radiated by a cascade has a strong
relationship with the single aerofoil result (provided the frequency is sufficiently high).
Therefore the single gust-aerofoil results in Chapter 2 could prove greatly beneficial for
high-frequency cascade models. However, this correlation is only valid for a restricted
set of cascade parameters and it is not clear if this relationship will hold for more gen-
eral cases. The sound power is obtained in Blandeau et al. (2011) by considering the
response function, which is related to the pressure distribution on the aerofoil surface.
It would therefore be of interest to obtain an analytic approximation for the acoustic
pressure generated in both the near and far field of a cascade containing blades with
real geometry; we could then compare the radiated sound power for a wider range of

parameters.

We mentioned in the Introduction that the flat-plate gust-cascade problem has been
analysed by Peake & Kerschen (1997, 2004), and approximations for the upstream and
downstream acoustic radiation has been found. Evers & Peake (2002) have also con-
sidered gust-cascade interaction for generalised aerofoils, but given the complexity of
the method (requiring conformal mapping from the generalised cascade to a flat-plate
cascade) only the upstream radiation has been found. Applying Evers’s theory to ob-
tain approximations for the downstream radiation would result in long numerical codes
to evaluate the conformal mapping and steady flow interaction throughout the cascade,
before applying the results from Peake and Kerschen. We believe it would be easier to
obtain an approximation for the downstream acoustic radiation by directly adapting the
method from Peake & Kerschen (2004) for the base solution of single gust-aerofoil inter-
action for a generalised aerofoil, therefore it is necessary to have an analytic solution for
the far-field acoustic radiation generated by single gust-aerofoil interaction for a gener-
alised aerofoil. Sound-cascade interaction for flat-plate cascades has been considered by
Amiet (1971), who used matched asymptotic expansions to solve for the high-frequency
noise transmitted through a blade row. Koch (1971) extended this problem, by construct-
ing a finite Wiener-Hopf problem for the far-field sound (of any frequency) transmitted
through a blade row. Whilst this is relevant to incident sound waves of any frequency,
the simplicity of the blades (not only flat, but at zero angle of attack) does not yield
results that accurately model the true design of an aeroengine. Even recent work by
Posson et al. (2013) considers flat-plate cascades at zero angle of attack. Now that we

have an asymptotic solution for the single-blade sound-aerofoil interaction problem, we
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expect that, as with gust-cascade interaction, upstream and downstream approximations
for the noise generated during sound-cascade interaction could be obtained by applying
the theory of Peake & Kerschen (1997, 2004) to the solution obtained from single sound-
aerofoil interaction. This would significantly extend Amiet (1971) to yield cascade results

for realistic geometries.

Finally, we mention a purely mathematical problem arising from this dissertation;
in Sections 1.2.1 and 1.2.2 we encountered two integrals with singularities, and upon
use of the standard method of stationary phase we obtained singular far-field approx-
imations. We therefore had to consider the effects of the pole and square root-type
branch point more carefully. The square root-type singularity (by far the more unusual
of the two) arose from the boundary condition accompanying the unforced Helmholtz
equation, (1.2.2.1b), and this was a direct result of the leading-edge inner approxima-
tion for the potential, (1.2.0.1). Therefore, if the nose of the aerofoil were not parabolic
(e.g. y ~ z'/3 rather than z'/?), we would see a different branch point singularity arise
in the expression for H; given in (1.2.2.2). Indeed, one could go further and consider
the effects of a general singularity interacting with a general saddle point of arbitrary
order (not just the simple saddle points obtained from the Helmholtz equation) to ob-
tain uniformly-valid expressions for highly oscillatory integrals with singularities. Work
on this topic has been considered by Bleistein & Handelsman (1975), however current
results do not generalise the order of the point of stationary phase, or the branch cut
singularity. Bleistein & Handelsman (1975) also highlight other integral problems during
which there is interference between points of stationary phase and the standard methods
cannot be used. Further work to make uniform expressions in these singular cases looks

most promising.
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