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ABSTRACT
When people talk to each other, they express their feelings
through facial expressions, tone of voice, body postures and
gestures. They even do this when they are interacting with
machines. These hidden signals are an important part of
human communication, but most computer systems ignore
them. Emotions need to be considered as an important
mode of communication between people and interactive sys-
tems. Affective computing has enjoyed considerable success
over the past 20 years, but many challenges remain.

Categories and Subject Descriptors
H.5 [Information Systems]: Information interfaces and
presentation—User interfaces; I.3.6 [Computing Method-
ologies]: Computer Graphics—Interaction techniques.
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1. INTRODUCTION
Charles Darwin published The expression of the emotions

in man and animals in 1872, exploring the role of emotional
expression in communication between humans. Over a cen-
tury later, Rosalind Picard observed that effective commu-
nication between people and computers also requires emo-
tional intelligence; computers must have the ability to rec-
ognize and express emotions.

The study of affective computing has blossomed subse-
quently. This paper presents a summary of some of the
challenges involved in affective computing, and illustrates
them with examples drawn from work in the Computer Lab-
oratory at the University of Cambridge1; it is not intended
as a comprehensive survey. We have also produced a video,
The Emotional Computer [6], which gives a light-hearted
account of some of the projects2.

1http://www.cl.cam.ac.uk/emotions/
2http://www.youtube.com/watch?v=whCJ4NLUSB8

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage, and that copies bear this notice and the full ci-
tation on the first page. Copyrights for third-party components of this work must be
honored. For all other uses, contact the owner/author(s). Copyright is held by the
author/owner(s).
ICMI’14, November 12–16, 2014, Istanbul, Turkey.
ACM 978-1-4503-2885-2/14/11.

2. RECOGNISING EMOTIONS
Although Darwin concentrated on facial features to con-

vey emotions in Expression, he also mentions vocal sounds,
other sounds, body posture and gesture, and physiological
responses as further indications of emotion. All of these
channels have been considered as ways of automatic moni-
toring emotion in humans, although these sensors used for
some are more invasive than for others. Signals that can be
monitored non-invasively are of particular interest for per-
vasive computing.

2.1 Facial expressions
People routinely express their mental states through their

facial expressions and this is one of the clearest channels for
communication. Inference from facial expressions has been
studied using a variety of techniques but mostly restricted to
six basic emotions. Recognising complex, cognitive mental
states is more difficult, but probably more useful as part of
general interaction with computer systems. We have devel-
oped a fully automatic system requiring no human interven-
tion which operates in real-time [4]. Our Facial Affect In-
ference System uses a multi-level representation of the video
input, combined in a Bayesian inference framework operat-
ing at four levels: facial feature points, FACS action units
(AUs), gestures composed of several AUs, and mental states.

An evaluation considered six conditions together covering
a tenth of the range of mental states. For a mean false
positive rate of 4.7%, the overall accuracy of the system is
77%. The system also generalises well to faces not included
in the training data.

We have also considered inference of continuous measures
of valence (from negative to positive) and arousal (from pas-
sive to active) [1].

2.2 Non-verbal aspects of speech
The voice provides another significant channel for the ex-

pression of emotions. Features such as the pitch, energy and
tempo can reveal a lot about the mood of the speaker. There
are no characteristic features that indicate particular men-
tal states but it is possible to distinguish between using two
emotions using a small number of features, with a different
set of features may be required to distinguish those emo-
tions from others. Our approach [8] has been to calculate a
large collection of about 170 features for each utterance. A
training phase uses data mining to identify the features that
separate each pair of emotional conditions. The operational
phase then uses these pair-wise comparisons as preferences
in a voting scheme to give an overall ranking.



Evaluation separated nine conditions with an accuracy of
70%, increasing to 83% if multiple winners were considered.
The approach also generalises well to speakers other than
those used for training, and even to other languages.

2.3 Body posture and gesture
The third natural channel for expression of emotions in-

cludes body posture and gesture. However, characteristics
indicating the movement being considered and who is doing
it must be discounted before it is possible to analyse how it
is being done. Movement involves an individual bias, so the
analysis is harder than for facial expressions or voice [2].

Our approach breaks complex motions down into a sys-
tem of isolated elements whose dynamic cues can be used to
distinguish affects. As with speech, pair-wise comparisons
are used on individual motion segments, and each segment is
classified using a majority vote. A complete motion is then
classified by a majority vote of its component segments.

The method was tested on a corpus of about 1200 motion
samples, representing roughly equal numbers of four expres-
sions of four different actions. The average recognition rate
of 81% is comparable to the rates achieved by human ob-
servers of similar data.

3. EXPRESSING EMOTIONS
Humans routinely convey empathetic responses through

involuntary facial mimicry, and this extends to human-robot
interaction. An experiment showed that conversation be-
tween a participant and a robot is enhanced when the robot
mimics the subject rather than moves randomly. This raises
questions about the degree of human-likeness required in
the appearance of robots that interact with humans. A
further experiment investigated participants’ empathy for
robots shown in film clips, and the responses were directly
correlated with human-likeness.

The technology has been tested using a high-fidelity robotic
head which simulates movements disorders that might be en-
countered by trainee doctors [5], and we are currently look-
ing at its use as an intervention for autism therapy.

4. APPLICATIONS
An early application of affective inference is monitoring

cognitive load in command-and-control systems. Driving a
car provides a good model for this, but it is difficult to con-
struct repeatable experiments using real cars on real roads.
Simulation allows controlled experiments, but fails to engage
participants. Remote control of real vehicles retains control
while enhancing emotional investment [3].

Autism Spectrum Conditions (ASCs) are neurodevelop-
mental conditions characterized by social communication
difficulties and restricted and repetitive behaviour patterns.
The European ASC-Inclusion project [7] aims to create and
evaluate the effectiveness of an internet-based game plat-
form, intended for children with ASCs and their carers. The
platform combines several state-of-the art technologies in
one comprehensive virtual world providing training through
games, and including feedback from analysis of the player’s
gestures, facial and vocal expressions using a standard web-
cam and microphone. The game also includes text com-
munication with peers and smart agents, animation, video
and audio clips. One component of the game monitors the
player’s face while he or she is acting a particular emotion.

Computer vision and machine learning are then used to in-
fer the emotion depicted and report back, both assessing the
player’s performance and also suggesting changes to make it
resemble a canonical performance more closely.
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