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Abstract

In this paper we bring to light a significant aspect of firm level
heterogeneity over the business cycle. We analyse the responsiveness
of firm growth (quoted UK companies, over the thirty year period to
1997) to aggregate shocks, conditioning on firm size, age and industry.
We find that the effects of aggregate shocks, positive and negative,
are more pronounced for firms in the middle range of growth. We
show that, the higher moments of the distribution of firm growth
rates are significantly counter cyclical, and that this follows from the
fact that rapidly growing and rapidly declining firms are less senstive
to aggregate shocks than firms in the interior of the growth range.
These findings are of importance in understanding firm level as well
as business cycle dynamics.
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1 Introduction

The focus in business cycle research over most of the last century has been on
movements and co-movements in aggregates at the national and international
level'. More recently, aided by the availability of disaggregated, longitudinal
micro data, increasing attention has been paid to the role of micro economic
adjustment behaviour (of individual households and firms) in the dynamics
of the aggregate economy. It has been powerfully argued that a proper un-
derstanding of business cycles requires knowledge of the evolution of cross
sectional distributions of individual behaviour.? Besides, the impact of ag-
gregate shocks on firms is of direct interest once it is recognised that not all
firms respond to aggregate shocks equally.?

Our objective is to add to the body of stylised empirical facts on the
cross sectional dynamics of business cycles. What type of firms are most
susceptible to recessions (and recoveries)? Are they, for example, the small or
the young? This is of central interest to industrial economists concerned with
growth and performance of firms.* A clear answer should help in formulating
policy to assist firm growth. At the same time, it should help in the design
of policies to reduce the amplitude of the business cycle. Thus our analysis
is also addressed to macro-economists.

IFor a recent analysis of 130 years of UK aggregate business cycles see Chadha et al
(2000).

2 A modelling approach pioneered by Caballero and Engel (1992, 1993) and Caballero,
Engel and Haltiwanger (1997) allows for heterogeneous agents that adjust ‘lumpily’ to
shocks. Aggregated, this micro behaviour generates rich, aggregate dynamics that depend
upon the cross sectional distribution. For a recent application of this approach to un-
derstanding the aggregate dynamics of inventories from a study of firm level behaviour
see McCarthy and Zakrajsek (1998). For a review of the discussion on the impact of the
cross sectional distribution of microeconomic actions on macroeconomic fluctuations, see
Haltiwanger (1997).

3See for example, Caballero, Engel and Haltiwanger (1997) and Geroski and Gregg
(1997).

{There is a literature in Industrial Economics on the cyclical nature of firm performance.
Close in focus to our concerns is the work of Goudie and Meeks (1991) and of Geroski
and Gregg (1997) who concentrated substantially on determining what types of firms
were susceptible to recessionary pressures. Boeri (1995) examined the cyclical sensitivity
of growth of firms in Germany. Related work by Audretsch (1994) and Mata (1997)
examined the importance of macro economic fluctuations on start ups. There is also a
rich vein of work on the cyclical nature of profitability, see Geroski and Machin (1993),
Bhaskar, Machin and Reid (1993), Machin and Van-Reenen (1993) and Geroski, Machin
and Walters (1997).



This paper brings to light distinctive and significant patterns in the het-
erogeneous growth responses of firms to external shocks. In the next section
we introduce a framework to highlight the issue and organise our findings.
We consider two hypotheses. The first focuses on the role played by features
of firms in their growth. In industrial economics the relationship between, on
the one hand the size of the firm (and its age and sector), and on the other its
growth rate, has been the focus of a much empirical research. Can changes
in the growth impacts (and distributions) of these firm level features explain
the time series patterns of the growth rates cross section? The second hy-
pothesis relates to the possibility that the growth responses of firms may be
differentiated, not so much according to firm characteristics, but according
to firm growth itself.

In section 3 we provide an initial characterisation of the cross sections
of growth rates of UK quoted firms. Our empirical analysis is based on a
data set of UK listed company accounts from 1968 to 1997 comprising more
than 31,000 company years. We find that there is a characteristic business
cycle pattern to the dynamics of the cross section. In particular, some higher
moments of the cross section (variance and skewness) are counter-cyclical
(while kurtosis is pro-cyclical). We analyse these patterns in Section 4 by
setting out operational versions of the hypotheses set out in section 2 and
bringing them to data. We conclude that there is little evidence in favour of
the first hypothesis. In section 5 we explore the second hypothesis in more
detail by investigating the impact of aggregate shocks, differentiating firms
according to the percentiles of growth rates. We find that the (cyclical) ag-
gregate shocks have a stronger impact on the central mass of the distribution
and a weaker effect on the tails. Section 6 concludes.

2 Shocks, Growth Responses and Moments
of the Cross Section: A Framework

In this section we develop a framework to discuss the issues we are concerned
with. Consider a set of firms producing output according to some production

function. Consider a population of firms with the ¢th firm producing output
according to some standard production function:

Yit = .ft(Az'ta K, Lit) (1)



with y the output/sales, A the level of technical efficiency, and K and
L inputs of capital and labour. We assume that production takes place in
a stochastic environment, and each firm is subjected to a variety of shocks,
real and nominal: idiosyncratic, industry specific and economy wide. The
total shock experienced in period t by the ith firm is:

€it = Eit + Cje + My (2)

with €;; the firm specific shock, (;, the jth industry shock and 7, the
economy wide disturbance. The observed growth rate of any individual firm
can be conceived in terms of firm specific responses to shocks:’

Git = tit€it + Kty + Niehy (3)

For the ¢th firm, in period t, Ay is its response to the growth of the
aggregate economy, k;, its response to the growth of the industry, and finally,
L its response to shocks unique to the firm.

Our primary interest is in characterising and explaining the cycle related
patterns in the time series of the cross sectional distribution of growth rates
(denote this by h(g)). While idiosyncratic and industry specific shocks are
not likely to have cyclical patterns, aggregate shocks constitute the business
cycle. Therefore the obvious area to seek explanation for cycle related pat-
terns in h;(g) is the heterogeneity of responses of firms to aggregate shocks.
To this end, the key point from (3) above is that aggregate shocks may have
different impacts on different firms, as captured by the \;.°

There are two obvious ways in which firm specific responses to shocks
could be characterised. Aggregate shocks may modify the relationship be-
tween the growth of the firm and its characteristics systematically, in ways
that depend on whether the shock is positive or negative. For example, it
may be that large firms grow faster than small firms in recoveries. System-
atic cycle phase related changes such as these may drive the cross sectional
distribution of growth rates over time.

®Caballero, Engel, Haltiwanger (1997) and Foster and Haltiwanger (2000) suggest that
adjustment in employment may be driven by non-convexities and irreversibilities and be
either large or nil. This feature of lumpy adjustment is not as much of a feature in growth
of sales.

0See also Abadir and Talmain (2000). A;; can be thought akin to the 3 of the corporate
finance literature.



Another possibility is that the growth response of any firm to an aggre-
gate shock depends on its relative position in the entire range of firm growth
rates. For example, negative aggregate shocks may not affect firms that
have registered positive growth as severely as it does firms that grew moder-
ately. Likewise, firms at the extreme negative end of the growth range may
face limits to their decline, and if they survive, and may sustain better, if
not actually improve, their growth performance despite a negative aggregate
shock.” In summary, firms at the extreme ends of performance may respond
less to aggregate shocks, both positive and negative, relative to firms in the
middle range of growth. These mid growth firms may prove to be the most
susceptible to the changes in macro economic conditions. The implications
of these response patterns for the growth rate cross section can be set out in
formal terms.

In formal terms: denote variables relevant to the growth rate of the firm
by Z (a key element of which is firm size, s;), and the probability distribution
of growth rates conditional on Z; by h,(g|Z).® If the way firm growth rates,
git, depend on firm specific features is represented by f;(Zy), observed growth
rates of firms are given by E[f;(Z)]+vt where vy is that portion of the growth
rate than cannot be ascribed to any systematic firm specific influence. By
examining changes over time in ft(Zt) we can draw inferences on whether,
for example, small firms grow faster relative to large, in recoveries and large
firms contract less relative to small, in recessions. But is the growth rate
distribution driven by aggregate shocks changing the growth relationship? If
so, distributional features of the systematic growth component, ft(Zt), will
dominate h;(g). If on the other hand, the influence of aggregate shocks on
the growth of firms is independent of these firm level determinants we would
expect the distribution of v4 to dominate h;(g).

In this latter case, our second hypothesis (that the magnitude of firm
growth response to an aggregate shock (\;;) depends on the relative position
of the firm in the growth range, and independent of its other characteristics)

"Likewise, with an positive aggregate shock, firms that have registered extreme negative
growth may barely turn around to positive growth, while firms that have grown very
strongly may find themselves overstretched and limited in further growth.

8This may pertain to surviving firms or may include entering and exiting firms. In the
latter case, it would be convenient to define the growth rate as (s;: —sit—1)/[(Sst + Sit—1)/2].
This definition of growth rate has the advantage of symmetry in expansion and contraction
as well as in entry (growth rate of 200% and exit, growth rate of —200%). Continuous
growth rates lie in the interval [—100%, co].



can be framed as follows. With the firms ordered in ascending order of
growth rates, denote the magnitude of response to aggregate shock by A,
the parantheses around the subscript i signifying the new ordering.” The
hypothesis can be stated in terms of how A(;) varies with the ordered . If
the mass of firms in the interior of the range of growth rates sway more
according to the general economic climate than firms at either extreme end,
A@) will have an inverted u shape with respect to ¢, increasing monotonically
up to some 7 in the interior of the growth range, and declining monotonically
thereafter. Such a “well behaved” and inverted u-shaped A;) function is
consistent with countercyclical skew in the growth rate distribution.

The hypothesis about the shape of the A\j;) function can be refined. If the
A() function is well behaved in the above sense, and if the peak is reached for
a firm at a lower position in the growth rate range than the mean growth rate,
the dispersion of the cross section of growth rates will be countercyclical. In
this case a positive aggregate shock will drive firms with lower than mean
growth rate towards the mean, while firms with relatively higher growth
rates will not respond as much to the shock. The dispersion of the growth
rate cross section will decline (and the kurtosis increase) as the economy
expands. Likewise in a contraction, firms with lower than mean growth
will decline further away from the mean, while firms with relatively higher
growth will not regress towards the mean as much. Dispersion will increase
(and kurtosis decline) with negative aggregate shocks. In summary, if the
A is well behaved and peaks before the mean growth rate, the dispersion of
growth rates will be countercyclical, and the kurtosis cyclical; if it peaks after
the mean growth rate, dispersion will be cyclical and kurtosis countercyclical.

3 A First Look at Evidence

In this section we describe the central features of the cross sections of real
annual growth rates of sales of UK firms between 1968 and 1997. In Table 1
we report the moments of each years cross section using continuous growth
rates and the total number of firms in each year.!” In Figure 1 we plot the
Bowman-Shenton test for significant skewness against the x*(1) 95% critical

QWe add structure in empirical work by restricting this response to be time invariant.

0, is the rth central moment, m is the median, BS'is the Bowman-Shenton omnibus
test for normality, distributed as x2(2), and BS? is a x2(1) test for skewness. p is the
probability for the omnibus test statistic.



Figure 1:

Bowman-Shenton Test for Significant Skewness
against 95% and 99% critical values
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value of 3.84. What is noticeable is that periods of significant skewness are
associated with periods of particular macroeconomic variation or turbulence,
such as the boom of 1973, the sharp downturn after the oil price shock in
1975, the recession of 1980-81, and 1991 and so on. To explore this further
in Figure 2 we plot each of the moments reported in Table 1 against the
rate of growth of aggregate UK GDP. To exclude outliers we truncate the
sample and the results reported are based on growth rates lying between
+25 percent''. The Mean (m;) and median (m) of the cross sections track
the aggregate quite closely while skewness appears to be counter-cyclical and
kurtosis pro-cyclical. For much of the sample there appears to be an upward
trend in dispersion. Regressions of the moments on GDP in Table 2 confirms
the visual impression. The central moments are well accounted for by cur-
rent and lagged rates of change of GDP, while dispersion and skewness are
negatively related to the business cycle. Increasing dispersion of firm perfor-
mance during recessions suggests that firms may be differentially affected by
aggregate shocks.

1'We have replicated the analysis with cutoff points at £50%, £75%, £100% and +150%,
as well as cutoff points based on mean+k*Std Dev, with k taking values between 1 and 2.
The patterns in the results we report are robust across all these experiments.



Table 1: Summary statistics - Growth rates of real sales: 1968-97

Year my m mo m; m, BS' BS? n
1968 3.67 3.80 9.18 -0.239 295 11.02 1091 1145
1969 216 248 9.69 -0.148 284 6.89 536 1474
1970 212 212 9.84 -0.125 296 3.35 3.25 1244
1971 0.84 0.83 10.09 -0.076 2.v8 3.30 1.10 1137
1972 211 234 10.14 -0.194 274 990 6.85 1087
1973 856 9.69 9.72 -0.683 3.35 88.54 82.95 1067
1974 295 3.62 1042 -0.235 2.63 16.93 10.44 1131
1975 -491 -5.86 1091 0.323 253 27.97 18.29 1051
1976 1.68 2.50 10.75 -0.195 254 16.31 6.84 1082
1977  3.40 3.73 1047 -0.298 2.71 20.15 16.23 1094
1978 1.83 2.29 10.04 -0.229 282 10.84 9.44 1077
1979 -0.19 -0.68 9.73 0.120 284 3.85 269 1118
1980 -5.54 -6.30 10.43 0.409 2.82 31.73 30.21 1085
1981 -5.45 -6.19 10.89 0.401 2.62 32.21 26.39 984
1982 -0.31 0.08 10.64 -0.104 2.57 10.17 194 1083
1983 216 245 10.62 -0.180 2.64 11.46 5.74 1066
1984 530 5.83 997 -0.425 296 29.85 29.77 991
1985 3.45 3.82 1043 -0.270 2.76 14.78 12.41 1019
1986 4.41 490 10.68 -0.320 2.67 20.21 1599 939
1987 4.14 451 1094 -0.290 2.64 18.00 12.89 921
1988 5.85 6.16 10.63 -0.366 2.72 2254 19.64 879
1989 5.00 5.58 11.06 -0.373 2.63 27.16 21.77 940
1990 1.19 1.02 11.27 -0.036 2.41 1526 0.22 1024
1991 -3.53 -4.58 11.73 0.316 2.39 32.03 16.52 990
1992 -149 -1.77 10.65 0.110 250 12.26 1.97 970
1993 216 2.83 10.62 -0.255 2.61 16.53 10.46 967
1994 517 5.87 10.62 -0.504 3.01 40.72 40.71 960
1995 5.16 5.63 1042 -0.394 283 26.89 25.64 992
1996 3.89 4.25 1045 -0.261 2.75 13.82 11.21 986
1997 3.00 3.29 11.15 -0.183 257 13.13 546 979

Note: m, is the rth central moment, m, the median, BS!,the

Bowman-Shenton x?(2) omnibus test for normality and BS?
a x?(1) test for skewness = 0.



3.1 Non-Parametric Analysis

Figure 3 is a three-dimensional plot of the kernel densities fitted to each
cross section of continuous growth rates. The density estimates were gener-
ated with a gaussian kernel and an automatic bandwidth'?, with the density
evaluated at 100 equi-distant points in the common range of the cross sec-
tions. The same kernels are plotted as a contour map in figure 4. These non-
parametric estimates of the cross sectional distributions should be regarded
as largely impressionistic. Nevertheless, they do suggest some interesting
features of the evolution of cross sectional growth rates in the 30 year period
from 1968 to 1997. Because the average or mean growth rate of the U.K.
economy has been positive over the sample period, the mass of the distri-
bution alwyas lies to the right of zero. There is considerable dispersion in
performance with many firms experiencing negative growth even when the
economy is booming, suggesting churning at the sectoral and firm level. The
central mass also moves with the aggregate growth rate of the macroeconomy.
What is striking is that these fluctuations in the mean are associated with
changes in the asymmetry in the distribution. Note the accumulation of firms
in the poor growth end during the recessions of 1975, 1981 and 1991. These
cycle related contortions of the distribution show up clearly in the contour
map of figure 4. This picture suggests that there are significant deviations
from normality and that these deviations are associated with the aggregate
business cycle.

4 Systematic and Stochastic Growth Compo-
nents over the Cycle

We now turn to an operational version of the framework set out in section 2.
A useful benchmark is the simplest approach to the cross sectional growth-
size relationship, a first order Galton-Markov model (which generalises the
Gibrat model) to allow past size to influence current size:

Zit = ByZit—1 + Uit (4)

12The bandwidth is data based, following Silverman (1986). See Cosh, Hughes, Lee
and Pudney (1998) for an application of non-parametric and semi-parametric methods to
analyse corporate growth in the UK.




Table 2: Regression of firm growth rate cross section moments on GDP
growth

Mean  Median SD Skewness Kurtosis
constant -1.5753  -1.8674 49.8787  0.083 1.6995
-3.04  -3.04 2.67 1.86 2.89
moment;_1 0.2039  0.1421  0.6644  0.2169  0.3894
1.18 0.83 2.93 1.22 1.7
moment; o -0.1668 -0.1734 -0.0838  -0.2585  -0.0576
162 -1.67  -0.45 -2.36 -0.33
Aln(gdp;) 1.054 11927  -1.7389  -0.0798  0.0532
7.8 7.32 -2.42 -6.54 3.3
Aln(gdp;—1) 0.4920  0.6299  0.5628  -0.0309  -0.0029
1.97 2.19 0.68 -1.53 -0.14
Adjusted R? 0832  0.812  0.387 0.774 0.425
LM(2) 3.85 3409  3.031 2.591 3.693

Method: Least Squares
Sample(adjusted): 1970 1997

where z;; is the deviation of the log of size of firm ¢ at time ¢t from the
mean of the logs of sizes of firms at time ¢, 3, is the size growth coefficient
and u; is the disturbance. Gibrat’s law holds if 3, is unity. A value of 3,
less than 1 would suggest regression towards the mean with small firms, on
average, growing faster than large. A value of 3, greater than 1 would suggest
that large firms, on average, grow faster than small."®> We augment (4) with
the other crucial growth determinants, such as firm age (y;), as well as an
industry dummy (7; ),'* and write the growth equation, for each period, ¢, as

git = Zit — Zit1 = @y + (B — D21 + Yyl + 0cli + ui (5)

13See Hart and Oulton (2001) who estimate a time series of size coefficients in a com-
prehensive empirical exercise testing Gibrat’s law. This branch of literature started in
the 1950s and has generally found violations of the law, though it is often used as a first
approximation. See Dunne and Hughes (1994) and Sutton (1997) for reviews.

1 Firms change their sectors very rarely, and in our data, not at all. Thus the Industry
variable is devoid of time dimension.
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The constant captures the linear shared effect of aggregate shocks, while
the industry dummies capture the linear effects of industry wide shocks
shared by firms within the industry. 3, and v, capture the systematic compo-
nent of growth responses to shocks that depend on size and age. As usual, the
residual u;; stands for that component of growth that cannot be accounted
for by observable firm or industry level characteristics. If there is no signif-
icant serial correlation'®, and if u; is independent of z;_1,y; and I;, then
the variance of growth rates evolves, in each period, according to:

V(Qit) = (ﬁt - 1)2V(zz't71) + ”Y?V(yz't)
+2(8; — 1)(7,)Cov(zit—1, yir) + K + V (€ir) (6)

where £ is the variance and covariance terms involving the industry indi-
cator variables.!¢
The third central moment, which measures skewness evolves as:

E(gu = g)* = (B, = V*Ezi1 = Zu1)” + v/ E(yie — )"
—f—5t3E(Ii. — L)+ E(eir — Ez't)3 (7)

It is easy to see that the coefficient of skewness, (7) normalised by the
standard deviation to be dimensionless, evolves as:

Sk(gi) = (B, — 1)*Sk(zu—1)0(zi—1)" + 77 Sk(yie)o (y)?

+SK(L)o(1)* + Sklew)o(en)']—
o(git)?
These decompositions, when applied to the series of estimated cross sec-
tion models, tell us what proportions of growth rate moments are explained
by firm characteristics (their distributions and growth impacts). In (6) and
(7), the terms on the rhs excluding the last one capture aspects of the system-
atic mechanism that work upon the dispersion of growth rates: the growth

(8)

15 Demeaning will have taken out any serial correlation at business cycle frequencies.
16

k= (80)2V(I1) + (86)(B, = 1)Cov(Ly., zie—1) + (8¢) () Cov(Li., yit)

11



coefficients of size, age, and industry, and the variances of firm sizes, firm
ages, and industry indicator variables and the covariances among them. If
these terms together account for only a small part of the lhs, the time series
patterns in growth moments must be accounted for by non-linearity and time
variation in the cross-correlation of residual component of growth, i.e., the
component that is unrelated to ex-ante observed firm characteristics.

We estimate the Galton process in (5) by OLS for successive pairs of
years using data on firms that survive from one year to the next.!” The
decompositions of the higher moments of the growth rate distributions given
by (6) and (8) are reported in Table 3 and Table 4. The main feature that
stands out is that the contribution of the moments of the residual component
in growth, given in the final columns in the two tables, dominate the growth
rate moments in all years.

We can draw out some implications. To start with, take the upward drift
of the cross sectional dispersion of growth rates. It is clear that the variance
of the purely idiosyncratic residual term accounts for nearly all the variance
of growth rates. It is this that has driven the increasing in variance of growth
rates. Empirical studies of firm growth have established that growth rates of
firms cannot be predicted well by size or age, or indeed, other explanatory
factors. What this suggests is that the degree of unpredictability, of volatility
in the growth rates of firms, has increased over time.

Moving to the countercyclicality of the higher moments, Tables 3 and 4
show that the cycle related patterns in the moments of the growth rate cross
sections are driven almost entirely by similar patterns in the moments of

17Tt is worth reporting that there is evidence that Gibrat’s law is violated in different
ways in the up and down phases of the cycle. These results are reported in detail in
forthcoming work. One important point about short run growth is that transitory com-
ponents may dominate permanent components in the short run. Transitory components
bias the OLS estimate of coefficients downwards: firms that are of transitorily low size
will show higher growth rates than firms that are of transitorily high size. It is possible
to treat this as an errors in variables problem, as Hart and Oulton (1995, 2001) have, and
control for the transitory influences by estimating a reverse regression to get compromise
estimates of coeflicients (the geometric mean of the standard coefficient and the inverse of
the reverse regression coefficient). See Prais(1958) and Maddala(1992). This also assumes
there is zero correlation between errors in dependent and independent variables. It may
be that transitory components are larger among the small firms than the large. We find
that this coefficient is quite close to the standard Galtonian coefficient. It is clear that
the transitory components are not responsible for the increasing dispersion or the counter
cyclical skew of the growth rate distribution.

12



Table 3: Decomposition of Variance of firm growth rates (m3 in Table 1)

Due to
Size  Age  Covariance Industry Residual
(Size, Age)
1968 1.142 0.191 -0.092 1.352 81.56
1969 0.818 0.058 -0.042 1.685 91.19
1970 0.312 0.250 -0.065 1.370 94.82
1971 0.133 0.106 0.032 2.729 98.46
1972  0.003 2.332 -0.021 7.186 92.03
1973  2.030 1.010 -0.319 3.415 86.60
1974  1.459 0.342 -0.132 5.851 100.89
1975 0.855 0.003 0.010 2.902 115.20
1976 0.851 0.400 -0.128 2.822 110.85
1977 0.514 0.324 0.095 2.074 105.84
1978 0.955 1.560 0.290 2.039 93.04
1979 0.008 1.324 0.020 0.410 92.59
1980 0.287 0.164 0.042 5.901 100.94
1981 1.630 1.820 -0.383 7.012 107.72
1982  0.664 2.241 -0.295 3.248 107.37
1983 0.195 1.339 -0.124 2.858 106.82
1984 0.261 0.123 -0.046 -0.500 98.63
1985 0.006 0.751 0.016 0.304 106.80
1986 0.678 0.564 0.190 -0.185 112.47
1987 0.045 4.149 0.124 -0.301 114.97
1988 0.163 1.153 -0.127 4.636 103.68
1989 0.609 2.827 -0.452 4.341 115.55
1990 0.055 1.926 0.108 0.231 122.72
1991  0.248 1.946 0.204 4.655 129.03
1992  0.222 1.470 -0.174 2.982 106.81
1993 1.693 0.378 -0.243 -0.997 114.04
1994 0.213  2.247 -0.199 1.821 107.51
1995 0.492 1.451 -0.246 4.654 102.41
1996 0.150 0.950 -0.103 1.355 103.49
1997 0.005 4.220 -0.046 1.114 118.78

Note: Values in the 'Industry’ column are the sum of the variance

-covariance components involving industry, size and age.

13



residual growth component. The distributions and growth impacts of factors
such as firm size, age and industry do not have explanatory power here. These
findings drive home the importance of understanding the countercyclical
pattern in residual growth moments. They also suggest that the explanation
might lie in the how growth responses of firms to (cyclical) aggregate shocks
are differentiated on the basis of growth itself. If aggregate shocks impact
relatively more on mid growth firms than on firms at either tail of the growth
range, as the economy grows (declines), firms in the middle of the growth
range move closer to firms at the top (bottom) of the growth range. The
probability mass will shift up in a recovery and down in a recession, leaving
behind a long tail at the bottom end or the top, and generating the counter
cyclical skew. Concurrently, and not contradicting this, growth rates will be
less dispersed in a recovery and more dispersed in a recession, if positive and
negative aggregate shocks impact on the lower of the medium growth firms
more than on the higher of the medium growth firms. The relative gain of
firms growing at the less than mean in recovery, and their relative loss in a
recession could explain countercyclical dispersion. We turn to an analysis of
this conjecture on differential impacts of aggregate shocks: the shape of the
A function.

5 Relative Growth Rates and the Cycle

We now examine differentials in impact of aggregate shocks on firms at dif-
ferent locations in the growth rate cross section. The panel of firms is unbal-
anced so that it is not possible to obtain a continuous record for more than a
small number of firms. We work with the time series of the cross section ob-
tained from the percentiles of the cross section of growth rates. This amounts
to selecting 100 firms selected systematically from the order statistics of each
year’s growth rate distribution. The selection function for the kth percentile
is unlikely to settle on the same firm in successive years. Nevertheless, the
time series of percentiles (px:, for the kth percentile) captures the dynamics
of relative locations within the cross section'®.

To examine whether firms out on the tails of the growth rate distribution

are less sensitive to business cycle fluctuations than firms closer to the centre,

BFor an example of the use of the deciles to capture the time series dimension of cross
sections see Harvey and Bernstein (2000).
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we estimate a simple dynamic model for each of the percentiles on GDP
growth:

(1 — caunl — a0 L?)pre = o + (A1x + Aok L) py (9)

where L is the lag operator, py the kth growth rate percentile and p the
continuous growth rate of aggregate GDP. Figure 5 plots the estimates'? of
A1x and A1+ Agx. The full regression results for selected percentiles are shown
in Table 5. The last column reports the p-value for a likelihood ratio test
that A + Aor = 0. It is striking that the impact of the aggregate economy is
much stronger upon firms in the interior of the growth rate range compared
to the tails. () increases monotonically up to nearly the 25th percentile
and declines monotonically thereafter. This means that an aggregate shock
has differential effects on firms that grow at different rates; the central mass
of firms moves closer to the fast growing firms in a boom and away from de-
clining firms generating negative skewness. On the other hand in a downturn
the mass of firms shifts to the left, closer to declining firms and leaves the
group of rapidly expanding firms behind so the cross sectional distribution
exhibits positive skewness. This is sufficient to generate the counter-cyclical
skewness we observe in the data.

It is also clear that the peak of A is reached at a lower growth rate
in the range than the mean growth rate. The implication is that a positive
aggregate shock will drive firms with lower than mean growth rate towards
the mean, while firms with relatively higher growth rates will not respond as
much to the shock. The dispersion of the growth rate cross section will decline
(and the kurtosis increase). Likewise in a contraction, firms with lower than
mean growth will decline relative to the mean, while firms with relatively
higher growth will not regress towards the mean as much. Dispersion will
increase (and kurtosis decline) with negative aggregate shocks. The pattern
in 5 is sufficient to account for countercyclical dispersion of growth rates, and
cyclical kurtosis.

In Table 6 we report, for completeness, a breakdown of firm growth ac-
cording to the size of the firm. For each year we have taken the percentiles
from the cross sectional distribution of the logarithm of firm size, measured
by sales and then calculated the real percentage change of each of these log

9These are OLS estimates. A Durban-Hausman-Wu test for the exogeneity of p clearly
indicated that instrumental variables were unnecessary.
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Table 4: Decomposition of Skewness (m3 in Table 1)

Due to
Size Age  Industry Residual
1968 0.001  0.000 -0.079 -0.158
1969 0.001  0.000 -0.038 -0.108
1970 0.000 0.000 -0.017 -0.113
1971 0.000 0.000 -0.008 -0.068
1972 0.000 0.003 -0.035 -0.166
1973 0.002 0.001 -0.153 -0.516
1974 0.001  0.000 -0.032 -0.206
1975 0.000  0.000 0.083 0.238
1976 0.000  0.000 -0.096 -0.094
1977 0.000 0.000 -0.002 -0.299
1978  0.000 0.001 0.062 -0.277
1979 0.000 0.001 0.068 0.044
1980 0.000  0.000 0.115 0.296
1981 0.001 0.001 0.040 0.370
1982 0.000 0.001 -0.064 -0.035
1983 0.000  0.000 -0.041 -0.137
1984 0.000  0.000 -0.013 -0.430

1985 0.000  0.000 0.024 -0.296
1986  0.000  0.000 0.018 -0.340
1987 0.000  0.000 0.022 -0.317

1988  0.000  0.000 -0.015 -0.331
1989 0.000 -0.001  -0.006 -0.356
1990 0.000 -0.001 0.015 -0.038
1991 0.000 -0.001 0.071 0.278
1992 0.000 -0.001  -0.029 0.166
1993 0.001  0.000 -0.060 -0.178
1994 0.000 -0.001  -0.029 -0.500
1995 0.000 -0.001  -0.074 -0.353
1996 0.000  0.000 -0.031 -0.267
1997 0.000 -0.003 0.075 -0.261
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Table 5: Regression of growth rate percentiles on gdp growth

Percentile . o o, AL Ao, R? DW LM(2)

5 -16.5188 0.2316 -0.0737 0.8676 0.3097 0.74 2.03  1.76
-6.86 1.37 -0.64 683 157

30 -7.5908  0.1563 -0.1786 1.3139 0.6038 0.85 1.90  0.93
-7.84 .02 197 933 236

50 -1.8257  0.1630 -0.1714 1.2214 0.5608 0.81 1.72  2.06
-3.10 099 -1.70 794 211

70 3.1817  0.3511 -0.1766 1.1045 0.2703 0.79 1.63  5.49
3.64 1.95  -1.58 748  1.04

95 10.0225 0.4505 -0.0717 0.7554 0.1091 0.75 1.82  3.19

4.21 2.36 -0.55 6.65 0.57

size percentiles for 1968 to 1997. Thus we are now selecting our growth rates
according to the percentiles of the log size distribution rather than the per-
centiles of the cross section of growth rates. For brevity we only tabulate
the deciles in Table 6, though similar results emerge for all the percentiles.
There does appear to be a correlation between the growth rate of each decile
and the aggregate growth rate of the economy but the relationship does not
vary in a systematic way with the size of the firm.

The results in this section confirm that firms that grow at different rates
are affected in different ways by aggregate shocks. Firms that are declin-
ing as well as those that are growing rapidly are less affected by aggregate
shocks than firms with medium low growth rates. The observed cycle related
dynamics of the growth rate cross sectional moments is consistent with this
micro growth behaviour.

6 Conclusions

In the empirical exercise reported in this paper we examined the relationship
between the business cycle and the cross sectional distribution of firm growth
rates for the UK over the period 1968 to 1997. We found that the distribution
of annual growth rates varies in a systematic way with the business cycle.
Both dispersion and skewness of the growth rates cross section are counter-
cyclical. In trying to explain this we found that the most important firm
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level determinants of firm growth held virtually no explanatory power. On
the other hand, the differentiation of growth responses to aggregate shocks
of firms that grow at different rates appear to be largely responsible for the
cyclical pattern in the cross section. While aggregate shocks do affect all
firms and appear to be pervasive, both rapidly growing and rapidly declining
firms are clearly less sensitive to aggregate shocks than the mass of firms in
the interior of the growth range. When there is an economic upturn, firms
growing at lower medium rates speed up and move closer to rapidly growing
firms and away from the stragglers. In a downturn these firms slow down
relative to rapidly growing firms and move closer to those in the left tail of
the cross sectional distribution.

To analysts of growth of firms in industrial economics these findings sug-
gest the importance of designing policies with due consideration given to
nonlinear responses of firms to aggregate shocks. To macroeconomists con-
cerned with the amplitude of business cycles, the finding of differential re-
sponsiveness to aggregate shocks suggest a clear policy focus on low medium
growth firms, more than merely the small or the young.
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Table 6: Regression of growth rate of firms at deciles of log size, on gdp

SIZE

PERCENTILES

10

20

30

40

50

60

70

80

90

Q.

-7.4684
-2.07
-6.3768
-2.20
-5.6995
-2.22
-5.1737
-1.83
-4.6205
-1.95
-3.4978
-1.41
-4.2822
-1.66
-3.0670
-1.17
1.0754
0.33

g,

0.3480
1.90
0.3470
1.95
0.2698
1.48
0.1915
1.02
0.1271
0.68
0.0280
0.15
0.0683
0.41
0.2326
1.42
0.0057
0.03

(653

-0.0883
-0.45
0.0115
0.06
0.0987
0.55
0.0670
0.36
0.0526
0.30
0.0652
0.36
0.0104
0.06
0.0292
0.18
-0.0188
-0.09

22

At

0.3414
0.28
0.0095
0.01
0.3594
0.42
0.0455
0.05
0.8126
1.04
0.4062
0.52
0.3949
0.50
0.2692
0.34
0.4269
0.44

Aa,

1.7189
1.52
2.2732
2.45
1.7889
2.05
2.1943
2.42
1.4385
1.74
1.5800
1.99
2.0424
2.51
1.6399
2.05
0.4851
0.50

R2
0.13
0.28
0.24
0.18
0.16
0.08
0.18
0.16

-0.15

LM(2)
4.46
4.21
6.76
3.43
10.88
10.08
4.84
4.93

5.33

p-LR
0.106
0.027
0.018
0.024
0.007
0.024
0.007
0.035

0.424



Figure 2:

Moments of Truncated (-25,+25) Cross Sections: 1969-97 against GDP
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Figure 4:

Kernel Density Contours of UK Sales Growth
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Figure 5:
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