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Abstract

This thesis deals with the analysis and numerical simulation of different partial differ-

ential equation models arising in socio-economic sciences. It is divided into two parts:

The first part deals with a mean-field price formation model introduced by Lasry and

Lions in 2007. This model describes the dynamic behaviour of the price of a good being

traded between a group of buyers and a group of vendors. Existence (locally in time)

of smooth solutions is established, and obstructions to proving a global existence result

are examined. Also, properties of a regularised version of the model are explored and

numerical examples are shown. Furthermore, the possibility of reconstructing the initial

datum given a number of observations, regarding the price and the transaction rate, is

considered. Using a variational approach, the problem can be expressed as a non-linear

constrained minimization problem. We show that the initial datum is uniquely deter-

mined by the price (identifiability). Furthermore, a numerical scheme is implemented

and a variety of examples are presented.

The second part of this thesis treats two different models describing the motion of

(large) human crowds. For the first model, introduced by R.L. Hughes in 2002, sev-

eral regularised versions are considered. Existence and uniqueness of entropy solutions

are proven using the technique of vanishing viscosity. In one space dimension, the dy-

namic behaviour of solutions of the original model is explored for some special cases.

These results are compared to numerical simulations. Moreover, we consider a discrete

cellular automaton model introduced by A. Kirchner and A. Schadschneider in 2002.

By (formally) passing to the continuum limit, we obtain a system of partial differential

equations. Some analytical properties, such as linear stability of stationary states, are

examined and extensive numerical simulations show capabilities and limitations of the

model in both the discrete and continuous setting.
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Notation

As this thesis is mainly based on work that has already been published, the notation

may differ in between the chapters. In these cases we mention all variants and mark in

which chapter they are used.

Sets

R Set of real numbers

N Set of natural numbers

Ω Domain in Rd

∂Ω Boundary of domain Ω

|Ω| Volume of Ω, i.e.
∫

Ω dx

Calculus Symbols

df
dx Total derivative of a function f with respect to x

Partial derivative of a function f with respect to t:
∂f
∂t in Chapter 2

ft in Chapter 4

∂tf in Chapter 5

∇f Gradient of a function f

div(f) Divergence of a vector-valued function f

∆f Laplacian of a function f∫
Ω f dx Volume integral of a function f over Ω∫
∂Ω f ds Surface integral of a function f over ∂Ω
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Function Spaces

Ck(Ω) Space of k-continuously differentiable functions

Ck0 (Ω) Space of k-continuously differentiable functions having compact support

Lp(Ω) Space of p-integrable real-valued functions

W k,p(Ω) Sobolev space of real-valued functions with p-integrable

derivative up to order k

W k,p
0 (Ω) Subspace of functions in W k,p(Ω) with trace zero

Hk(Ω) Sobolev space W k,2(Ω)

Hk
0 (Ω) Sobolev space W k,2

0 (Ω)

H−k(Ω) Dual space of Hk(Ω)

BV (Ω) Space of functions having bounded total variation

Lp((0, T );X) Space of p-integrable functions with values in X

Hm((0, T );X) Sobolev space of functions with values in X,

quadratically integrable derivatives up to order m
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Chapter 1

Introduction

In this thesis partial differential equation (PDE) models in the contexts of sociology and

economics are analysed. The use of PDE models to explore socio and economic problems

has become an active research area in the last decades. Many models are derived from

microscopic systems consisting of a large number of individuals with a given interaction

law. Then, a coarse graining procedure leads to the corresponding PDE model. We

remark, however, that this strategy is not always possible, as will be explained using the

example of human crowd motion later on. Nowadays, a large number of models treat

many socio and economic effects. They range from classical economic problems such as

the wealth distribution in a society, cf. [35, 34, 81], to less standard applications, such

as criminal behaviour in urban areas, cf. [100, 94]. Another problem often discussed in

this context is the formation of opinions in large groups. A possible approach is the use

of kinetic models, see for example [33] and the references therein. We also mention that

this field is closely related to socio- and econo-physics, cf. [20].

The thesis is divided into two major parts: First, we shall analyse a mean field game

model describing the dynamics of the price of a good being traded between two groups.

In the second part, two different models for the movement of human crowds are consid-

ered.
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1.1 Mean Field Games

The first part of this thesis is concerned with a mean field game model in economics

and finance which, among others, was introduced in a series of papers by J.-M. Lasry

and P.-L. Lions [67, 65, 66, 69, 68, 70, 71]. The idea of mean field games is, roughly

speaking, the following: One is interested in a situation involving a large number of

agents or players. Each player has only limited information about the whole system.

This information is global (or macroscopic) in the sense that it is given by the actions

of all other agents or players, thus the name mean field. Each agent tries to follow an

optimal strategy, based on the information available to him. Passing to the limit of

infinitely many players, this approach results in one or a system of non-linear PDEs.

In this thesis, we shall study the particular example of a price formation model. It

consists of a (large) group of buyers and a (large) group of vendors trading a good at

a certain price p = p(t). The model is given by a non-linear free boundary evolution

equation that describes the dynamical behaviour of buyers and vendors which in turn

define the price. It is set up on the whole real line, i.e. the price can, in principle, take

arbitrarily large or small values. Already the original paper of Lasry & Lions, cf. [71],

provided a sketch of a proof for global existence of a smooth solution. Furthermore,

there exists a series of papers by Gualdani, Gonzalez and co-workers. In the first paper,

they discussed the case of a symmetric initial data which leaves the price fixed for all

times, cf. [44]. In the second paper they prove global existence on a bounded domain

using a particle method, cf. [22] and finally examine the asymptotic behaviour, cf. [45].

In this thesis, we will prove local in time existence of a continuous solution. Then, we

examine the difficulties that occur when trying to extend this local to a global solution.

Finally, we will present some results for a regularised version of the model along with

numerical examples.

We finally remark that recently global existence (both on bounded and unbounded do-

mains) has been shown using an transformation between the original problem and the

heat equation, cf. [18, 19].

The Inverse Problem

Solving the price formation model for a given initial state allows one to observe the

dynamical behaviour of the densities of buyers and vendors and thus of the price (and

the transaction rate). This is called the direct or forward problem. In practice, another
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interesting problem is to determine the state of the system at a given time and use

the model to be able to predict the price for future times. This, however, is by no

means straight forward as the state of the system (i.e. the densities of buyers and

vendors) cannot be observed directly. One approach to tackle this problem is to use

so-called data assimilation schemes. Given a set of observations (in our case the price

and transaction rate at several times), these schemes estimate the initial state of the

system by minimising the error between the observations and the model predictions.

We apply this procedure to the price formation model, prove identifiability of the initial

datum and present several numerical examples.

1.2 Crowd Motion

The second part of this thesis deals with the motion of human crowds. In this context

the term crowd denotes a large number of human beings residing in a certain (confined)

venue. A typical example would be a soccer stadium or a pedestrian bridge. We em-

phasize that we exclude situations in which people are too far away from each other to

directly interact. The term motion refers to the collective behaviour of the crowd, i.e.

the movement of each person biased by the influence of its surroundings.

Video recordings of real crowds show that they exhibit a wide range of what is called col-

lective phenomena. One common example among them is lane formation. This means,

in a situation where two groups walk into opposite directions, the tendency to form

lanes of people belonging to one group. This can be observed both in real word (e.g. on

footpaths) as well as in artificial settings, cf. Figure 1.1.

A good understanding of crowd motion is of growing importance for several reasons.

First of all, a growing fraction of humanity is living in urban regions, cf. Figure 1.2.

These regions especially include facilities such as airports or shopping malls in which a

large number of people is concentrated in a relatively small place. Appropriate math-

ematical models can help to optimize these buildings in order to avoid congestion and

allow for faster operation. Even more important, they can be used to create and validate

(using numerical simulation) evacuation plans which are of course of highest importance.

This also applies to events such as rock concerts or sports games. A very illustrative

example often used in the literature is the Hajj, the annual pilgrimage of Muslims to

Mecca. In 2009 at least 2.5 million people participated in this event which takes place

between the 8th and 12th day of Dhu al-Hijjah, the 12th and last month of the Islamic
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Figure 1.1: Lane formation in an artificial experiment, [99].

calendar. Sadly, there have been disasters involving the death of pilgrims in the past.

Using video recordings, it was possible to analyse the circumstances and to propose

improved pedestrian routes, cf. [50, 3]. Therefore the ultimate goal in terms of mathe-

matical modelling is to develop a model which is able to describe (at least qualitatively)

the behaviour of human crowds over a large range of situations. Such a model does not

yet exist and in the following we shall outline the difficulties in creating one. A major

issue here is obviously the complexity of the humans involved. Their behaviour depends

on the individual characteristics of each agent such as age, height, sex or even cultural

heritage, cf. [21]. Furthermore the behaviour of each individual may change drastically

depending on the situation (e.g. normal walking versus panic). However, even if it is as-

sumed that all people behave exactly in the same way, the situation remains complicated.

This becomes clearer by comparing a human crowd with a multi particle system from

physics (e.g. an electron gas or a plasma). The usual strategy in physics to understand

these complex systems is to start from a simple case, i.e. the interaction between only

two particles. This process is governed by a simple physical law which then acts as a

starting point for the understanding of the complete system using certain mathematical

tools. In crowd motion, however, the interaction of a small number of people is already

difficult to understand and therefore the principle “from simple to complex” does not

work. As a result, most existing models are built upon simplified hypotheses and are

mostly phenomenological. The only indication for the quality of a model is therefore its

capability to reproduce observed behaviour such as the formation of lanes as described

above but also characteristic patterns in the vicinity of exits can be used as a benchmark.

A possible approach to overcome these problems would be to try to use data obtained

from either real situations (e.g. video recordings) or artificial experiments, cf. [74, 91],
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Figure 1.2: Distribution of the world urban population by major area, [84].

to inversely determine the mathematical structure of an appropriate model, cf. [12].

We shall now briefly discuss existing models. One can distinguish between two general

approaches: microscopic and macroscopic models. In the microscopic framework, people

are treated as individual entities (particles). The evolution of the particles in time is de-

termined by physical and social laws which describe the interaction among the particles

as well as their interactions with the physical surrounding. Examples for microscopic

methods are social-force models (see [49] and the references therein), cellular automata,

e.g [42, 83], queuing models e.g. [114] or continuum dynamic approaches like [109]. For

an extensive review of different microscopic approaches we refer to [48]. Note that the

microscopic approach in [109] uses the eikonal equation to compute the pedestrians’ op-

timal path. This is a common feature with the model we will analyse in chapter 4. In

contrast to microscopic models, macroscopic models treat the whole crowd as an entity

without considering the movement of single individuals. The crowd is often represented

by a density function depending on (‘continuous’) space and time. Classical approaches

use well known concepts from fluid or gas dynamics, see [51]. More recent models are

based on optimal transportation methods [82], mean field games, cf. [63] (see [71] for a

general introduction) or non-linear conservation laws [25]. In [90], an approach based on

time-evolving measures is presented. We finally note that crowd motion models share

many features with traffic models, cf. [4]. In this thesis, two different models will be
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analysed. First, we shall consider a model introduced by Hughes in 2002, cf. [54]. We

present regularised versions (Subsection 4.2) and prove existence and uniqueness of en-

tropy solutions. In Section 4.4 we will analyse some special cases for the non regularised

problem and compare the results with our numerical simulations. In Chapter 5 we deal

with the analysis and numerical simulation of a macroscopic model for the motion of a

human crowd, derived by (formally) passing to a continuous limit from a microscopic

cellular automata model developed by Kirchner and Schadschneider, cf. [59].
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Part I

A One Dimensional Price

Formation Model
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Chapter 2

Price Formation using a Mean

Field Approach

2.1 The Lasry-Lions Model for Price Formation

This chapter is organized as follows. After introducing the model, we discuss stationary

solutions in Section 2.2. In Section 2.3 we show local existence of (2.3) for general

initial data and discuss the maximal extension of the solution (Section 2.4). Finally

we illustrate the behaviour of solutions with numerical experiments in Section 2.5. The

groups of buyers and vendors are described by two non-negative density functions fB

and fV , which satisfy the parabolic system

∂fB
∂t
− σ2

2

∂2fB
∂x2

= λ(t)δ (x− p(t) + a) , for x < p(t) (2.1a)

fB ≥ 0, fB(x, t) = 0 for x ≥ p(t)

and

∂fV
∂t
− σ2

2

∂2fV
∂x2

= λ(t)δ (x− p(t)− a) , for x > p(t) (2.1b)

fV ≥ 0, fV (x, t) = 0 for x ≤ p(t),

where

λ(t) = −σ
2

2

∂fB
∂x

(p (t) , t) =
σ2

2

∂fV
∂x

(p (t) , t) (2.1c)

is the transaction rate and x = p(t) denotes the price. The variable t denotes time and

the space-like variable x ∈ R stands for the possible value of the price. The positive
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parameter a measures the bid-ask spread (assumed to be equal to 2a) and σ > 0 the

randomness. A natural property of the model is that the total numbers of the buyers

and vendors is preserved, i.e.

d

dt

∫
R
fB(x, t) dx = 0 and

d

dt

∫
R
fV (x, t) dx = 0. (2.2)

The preservation property (2.2) holds for the Dirac delta δ as well as for smoothed

versions δε with compact support in (−a, a) and
∫
δε = 1.

By introducing the function (signed density of buyers-vendors)

f(x, t) =

fB(x, t) if x < p(t)

−fV (x, t) if x > p(t),

system (2.1) can be reduced to the following scalar free boundary value problem, with

unknowns f = f(x, t) and p = p(t):

∂f

∂t
− σ2

2

∂2f

∂x2
= λ(t) (δ(x− p(t) + a)− δ(x− p(t)− a)) (2.3a)

f(x, t) > 0 if x < p(t), f(x, t) < 0 if x > p(t) (2.3b)

with

f(x, 0) = fI(x), p(0) = p0 (2.3c)

(initial conditions). The compatibility conditions

fI(p0) = 0 and fI(x) > 0 for x < p0 and fI(x) < 0 for x > p0. (2.4)

are assumed to hold. We reiterate λ(t) = −σ2 ∂f
∂x (p(t), t). Note that this reduction

requires that at t = 0, f ′(p0+) = f ′(p0−) or equivalently (fB)′(p0, 0) = −(fV )′(p0, 0)

(otherwise additional technicalities have to be taken care of). Also, we remark that by

the shift x = p(t) + y equation (2.3) is equivalent to

∂g

∂t
=
∂2g

∂y2
− ∂g

∂y
(0, t) [δ(y + a)− δ(y − a)] + ṗ(t)gy

ṗ(t) = −gyy(0, t)
gy(0, t)

,

where we set g(y, t) = f(y + p(t), t). Here the time derivative of the free boundary ṗ(t)

can be interpreted as the constraint that ensures g(0, t) = 0. Note that this formulation,
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based on mapping the free boundary into the line y = 0, shows that the problem under

consideration is highly nonlinear.

Existence and asymptotic behaviour in case of equally distributed buyers and vendors,

i.e. fB(p0 − x, t = 0) = fV (p0 + x, t = 0) for all x ∈ R has been addressed by Gonzalez

and Gualdani in [44] recently. In this special case the price p(t) is constant in time,

i.e. p(t) = p0 and the free boundary disappears from the problem, which becomes a

linear parabolic IVP. For this special case they verified existence and proved exponential

convergence of the solution towards its stationary state. An extension of their analysis

to problems with initial condition close to equilibrium, on bounded domains, has been

presented in [45], based on linearisation and semigroup techniques.

In [66] a strategy for carrying out an existence proof (by a time stepping argument, in

the framework of nonlinear semigroups, introduced by Crandall and Liggett in [26]) is

outlined, we shall however follow an entirely different ’direct’ approach, based on classical

solutions.

2.2 Stationary Solution - Bounded Interval

As a model we consider the stationary problem (2.3), posed on the bounded domain

(0, A), (A > 0), subject to homogeneous Neumann boundary conditions:

σ2

2

∂2f

∂x2
= −σ

2

2

∂f

∂x
(p, t) (δ(x− p+ a)− δ(x− p− a))

∂f

∂x
(0) =

∂f

∂x
(A) = 0.

The solution, as given by J.-M. Lasry and P.-L. Lions in [71], satisfies:

∂f

∂x
= 0 if x < p− a or if x > p+ a (2.5a)

∂f

∂x
=
∂f

∂x
(p) if p− a < a < p+ a. (2.5b)

For the equilibrium price p they obtained the algebraic equation

p =
2M−A− a(M− −M+)

2(M− +M+)
, (2.5c)

where M− =
∫ p

0 fdx (number of buyers) and M+ =
∫ A
p (−f)dx (number of vendors), if

the parameter are such that p ∈ [a,A−a]. Note that the price depends explicitly on the

ratio of M−
M+

. If the number of buyers increases or the number of vendors goes down the
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price goes up, which is reasonable from an economical viewpoint.

We reiterate that the corresponding dynamic free boundary problem with close to equi-

librium initial data and homogeneous Neumann boundary conditions has been analysed

in [45]. We shall consider the case of a bounded price domain in our numerical experi-

ments in Section 2.5.

2.3 Local Existence

Note that throughout this Section we use the letter C as well as C1, C2, . . . for generic,

not necessarily equal constants. When needed we shall specify on which parameters the

constants depend. Without restriction of generality we set σ2

2 = 1 in the remaining parts

of this paper.

At the beginning we would like to reiterate a classical estimate for the first derivative

(with respect to x) of the solution of the heat equation

∂u

∂t
=
∂2u

∂x2
, x ∈ R, t > 0

u(x, t = 0) = uI(x), x ∈ R

with uI ∈ L2(R). Multiplying by u and integrating, we obtain

1

2

d

dt

∫ ∞
−∞

u2 dx = −
∫ ∞
−∞

(
∂u

∂x

)2

dx.

Integrating this equation with respect to time and using the L2-bound on the initial

datum, this leads to

u ∈ L∞((0,∞);L2(R)),
∂u

∂x
∈ L2((0,∞);L2(R)).

Using again the equation we furthermore obtain

∂u

∂t
∈ L2((0,∞);H−1(R)).

We now localize this estimate by choosing

ϕ ∈ C∞0 (R). (2.6)

Then v = uϕ satisfies
∂v

∂t
=
∂2v

∂x2
+ h (2.7)
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where

h = −2
∂u

∂x

∂ϕ

∂x
− u∂

2ϕ

∂x2
∈ L2((0, T );L2(R)).

Thus multiplying (2.7) by ∂2v
∂x2 and integrating with respect to x we deduce

−
∫
R

∂2v

∂x∂t

∂v

∂x
dx =

∫
R

(
∂2v

∂x2

)2

dx+

∫
R
h
∂v

∂x
dx,

i.e.

1

2

d

dt

∫
R

(
∂v

∂x

)2

dx = −
∫
R

(
∂2v

∂x2

)2

dx−
∫
R
h
∂2v

∂x2
dx.

Therefore, by integrating with respect to t, we obtain

1

2

∫
R

(
∂v

∂x

)2

dx+
1

2

∫ T

0

∫
R

(
∂2v

∂x2

)2

dx ≤ 1

2

∫ T

0

∫
R
h2 dx+

1

2

∫
R

(
∂vI
∂x

)2

dx,

where vI denotes the corresponding initial datum. We conclude

∂v

∂x
∈ L∞

(
(0, T ) , L2 (R)

)
,
∂2v

∂x2
∈ L2((0, T );L2(R)),

if ∂vI
∂x ∈ L

2(R). Employing (2.7) then gives

∂v

∂t
∈ L2((0, T );L2(R)).

Iterating the above procedure with

z = vψ, ψ ∈ C∞0 (R)

with suppψ compactly contained in suppφ and so on we obtain, after a simple exercise,

for β ∈ N:

‖u‖L∞((0,T );Hβ(l2)) ≤ C
(
‖u‖L2(((0,T ));H1(R)) + ‖uI‖Hβ(l1)

)
≤ C

(
‖uI‖L2(R) + ‖uI‖Hβ(l1)

) (2.8)

where l1 and l2 are real open intervals with l2 compactly contained in l1 and C depends

only on l1 and l2. Now we pose the following assumption

(A1) The initial data fI satisfies

fI ∈ L2(R) ∩H4(Λ) ∩ L1(R) ∩ C(R),

where Λ = (p0 − r0, p0 + r0) for some 0 < r0 < a and p0 is such that fI(p0) = 0,

fI > 0 for x < p0 and fI < 0 for p > p0.
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Note that (A1) can certainly be weakened, as far as the local regularity close to p0 is

concerned, at the expense of additional technicalities. By a simple Min-Max-principle

argument the solution f of (2.3) has a unique zero x = p(t) for all t in its maximal

interval of existence. In addition λ(t) ≥ 0 (as long as the solution exists). The Maximum-

Minimum principle implies:

f ≥ u1, x < p(t); f ≤ u2, x > p(t), (2.9a)

where

∂

∂t
u1 =

∂2

∂x2
u1, x < p(t); u1(−∞, t) = u1(p(t), t) = 0, u1(t = 0) = fI (2.9b)

∂

∂t
u2 =

∂2

∂x2
u2, x > p(t); u2(+∞, t) = u2(p(t), t) = 0, u2(t = 0) = fI . (2.9c)

By classical arguments we shall now derive a fixed-point formulation of the system (2.3)

that will be used to prove local existence. Let Γ denote the fundamental solution of the

one-dimensional heat equation

Γ(x, t) =
1√
4πt

e−
|x|2
4t . (2.10)

Then the (mild) solution of (2.3) can be expressed using the Duhamel’s principle

f(x, t) =

∫
R

Γ(x− y, t)fI(y) dy +

∫ t

0

∫
R

Γ(x− y, t− s)λ(s)q(y, s)dsdy, (2.11)

where q(x, t) = (δ(x− p(t) + a)− δ(x− p(t)− a)). The explicit formulation of (2.11) is

given by

f(x, t) =

∫
R

1√
4πt

e−
|x−y|2

4t fI(y)dy︸ ︷︷ ︸
=:f1(x,t)

+

∫ t

0

λ(s)√
4π(t− s)

(
e
− |x−p(s)+a|

2

4(t−s) − e−
|x−p(s)−a|2

4(t−s)

)
ds︸ ︷︷ ︸

=:f2(x,t)

=: F [p, λ](x, t).

(2.12)

By differentiation of (2.11) with respect to x and evaluation at x = p(t) we obtain the

Volterra integral equation of second kind for λ (given by (2.1c) with σ2/2 = 1)

λ(t) = λ0(t) +

∫ t

0
λ(s)K[p](s, t)ds, (2.13)
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where K[p](s, t) is the difference of the x-derivatives of the heat kernel (2.10), evaluated

at x = p(t)− p(s)∓ a, i.e.

K[p](s, t) =
1

2
√

4π(t− s)

(
p(t)− p(s) + a

(t− s)
e
− |p(t)−p(s)+a|

2

4(t−s)

−p(t)− p(s)− a
(t− s)

e
− |p(t)−p(s)−a|

2

4(t−s)

)
.

(2.14)

The function λ0 is given by

λ0(t) = −
∫
R

∂Γ

∂x
(p(t)− y, t)fI(y) dy =: λ0[p](t).

Since f(p(t), t) = 0, we conclude that

−ṗ(t)λ(t) +
∂2f

∂x2
(p(t), t) = 0. (2.15)

Here we use the fact that near the free boundary f satisfies the heat equation and

therefore replace ∂f
∂t by ∂2f

∂x2 . Throughout our calculations we will frequently use

lim
z→0+

z−γe−
β
z = 0 ∀γ, β > 0. (2.16)

Using the above considerations, we can write (2.3) as the following fixed-point problem:

1. Given p = p(t) appropriately, we define

S[p](λ)(t) = λ0[p](t) +

∫ t

0
λ(s)K[p](s, t)ds, (2.17)

where K is given by (2.14) and we prove that S[p] has a unique fixed point λ in

an appropriate set.

2. Given λ = λ(t) from step 1, we define

L(p) = p0 +

∫ t

0

∂F [p,λ]
∂t (x = p(τ), τ)

λ(τ)
dτ, (2.18)

where F is given by (2.12) and prove the existence of a locally unique fixed point

p.

Lemma 2.3.1 (Volterra equation). Let p = p(t) and λ0 = λ0(t) be in C([0, T ]) and let

(A1) hold. Then there exists a unique solution λ = λ(t) in C([0, T ]) of the second kind

Volterra integral equation (2.13). The L∞((0, T )) norm of the solution depends only on

the modulus of continuity of p and on ‖λ0‖L∞.

19



Proof. The kernel K[p](s, t) is continuous for s ≤ t. An explicit upper bound is easily

found due to (2.16) if max|p(t) − p(s)| < a. Since by assumption λ0 is continuous on

[0, T ], the result follows from the standard theory of Volterra integral equations of the

second kind (by Picard iteration, cf. [37]).

Remark 2.3.2. Clearly, λ0(t) is the x-derivative of the solution of the heat equation

with initial datum −fI(x) evaluated at (x, t) = (p(t), t). Thus, assumption (A1), giving

local x-Lipschitz continuity of the solution of the heat equation with initial datum −fI ,
implies that λ0 is bounded in C([0, T ]), if ‖p − p0‖C([0,T ]) ≤ r0. In particular, note that

by the localisation procedure leading to estimate (2.8) a bound on ‖λ0‖C([0,T ]), which only

depends on ‖fI‖L2(R) + ‖fI‖H2(Λ) can be established if ‖p− p0‖C([0,T ]) ≤ r0.

Lemma 2.3.3. Let p1, p2 ∈ C([0, T ]) be such that

‖pi − p0‖C([0,T ]) ≤ r0, i = 1, 2.

Then

‖λ1 − λ2‖C([0,T ]) ≤ C1

(∥∥∥∥∂2f

∂x2 I

∥∥∥∥
L∞((p0−r0,p0+r0))

+ ‖fI‖L2(R) + Tν

)
eC2T ‖p1 − p2‖C([0,T ]),

where λ1 = S[p1]λ1, λ2 = S[p2]λ2. The constants C1, C2 may depend on r0 and ν is an

upper bound for λ1 in L∞((0, T )).

Proof. We have

λ1 − λ2 = λ0[p1](t)− λ0[p2](t)

+

∫ t

0
(K[p1]−K[p2])λ1(s)ds

+

∫ t

0
K[p2] (λ1(s)− λ2(s)) ds.

Using the Lipschitz continuity of the x-derivative of the solution of the heat equation

with initial datum −fI we obtain

|(λ1 − λ2) (t)| ≤ C1

(
‖fI‖H3(Λ) + ‖fI‖L2(R)

)
‖p1 − p2‖C([0,T ])

+ νC2T‖p1 − p2‖C([0,T ]) + C3

∫ t

0
(λ1(s)− λ2(s)) ds.

(2.19)
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Here we used the localisation estimate (2.8), the boundedness of K[p](t, s) as long as

s < t and ‖p− p0‖ ≤ r0 and the uniform Lipschitz continuity property

|K[p1](s, t)−K[p2](s, t)| ≤ C3‖p1 − p2‖C([0,T ]),

if s < t, ‖pi − p0‖ ≤ r0 for i = 1, 2. The Gronwall Lemma gives the result.

Remark 2.3.4. Using the same arguments we easily obtain the bound (as long as ‖p−
p0‖C([0,T ]) ≤ r0):

‖λ‖C([0,T ]) ≤ C3

(∥∥∥∥∂f∂x I
∥∥∥∥
L∞((p0−r0,p0+r0))

+ ‖fI‖L2(R)

)
eC4T , (2.20)

where C3, C4 may depend on r0, too.

Lemma 2.3.5 (Positivity of λ for short time intervals). Let (A1) hold and assume

‖p − p0‖C([0,T ]) ≤ r0. Then there exists a time T = T (fI), such that λ = λ(t), the

fixed-point of S[p] on C([0, T ]), is positive for all t ∈ [0, T ].

Proof. Note that λ0(0) = −∂fI
∂x (p0) is positive, we write

λ0(t) = λ0(0) + (w(p(t), t)− w(p0, 0)), (2.21)

where w, as said before, solves the heat equation

∂w

∂t
=
∂2w

∂x2
, x ∈ R, t > 0, (2.22a)

w(x, t = 0) = −∂fI(x)

∂x
(x), x ∈ R. (2.22b)

Here w is locally Lipschitz in x and t, therefore we conclude that λ0(t) > λ0(0)
2 as

long as T = T (fI) is sufficiently small. Note that T depends on fI only through r0,

1
/
∂fI
∂x (p0) , ‖fI‖L2(R) and ‖fI‖H3(Λ). Simple calculations show that K[p](t, s) > 0 for

|p(s)−p(t)| < a and 0 < s < t. Therefore, choosing T small enough, we ensure that λ(t)

is strictly positive for all t ≤ T .

Theorem 2.3.6 (Local Existence and Uniqueness). Under the assumption (A1), the

system

λ(t) = λ0[p](t) +

∫ t

0
λ(s)K[p](s, t)ds (2.23a)

0 = −ṗ(t)λ(t) +
∂2F [p, λ]

∂x2
(x = p (t) , t) (2.23b)
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supplemented by p(0) = p0, has a unique solution (λ, p) ∈ A × C([0, T ]) on some time

interval [0, T ], where A is given by

A =
{
p ∈ C([0, T ]) | ‖p− p0‖L∞((0,T )) ≤

r0

2

}
.

Then the solution f of (2.3) is uniquely determined on the same time interval.

Proof. The local existence proof is based on Banach’s Fixpoint theorem. Using Lemma

2.3.1 we conclude that the operator S[p], given by (2.17), has a unique fixed-point. The

function λ, being a fixed-point of the operator S[p], is then used in the definition of the

operator L given by (2.18).

First, we have to check that the operator L is a self-mapping of A . Integration of (2.23b)

gives

p(t)− p0 =

∫ t

0

1

λ(τ)

∂2F [p, λ]

∂x2
(p(τ), τ)dτ, (2.24)

where f = F [p, λ](x, t) is given by (2.12). Using estimate (2.16) we obtain for t ∈ [0, T ]∣∣∣∣∂2(f1(p(t), t))

∂x2

∣∣∣∣ =

∣∣∣∣∂w∂x (p(t), t)

∣∣∣∣ ≤ C (‖fI‖L2(R) + ‖fI‖H3(Λ)

)
=: M, (2.25)

where w solves the IVP (2.22a). The second derivative of f2 with respect to x is given

by

∂2f2

∂x2
(x, t) =

∫ t

0

(
λ(τ)

4
√
π(t− τ)3

(
|x− p(τ) + a|2

2(t− τ)
− 1

)
e
− |x−p(τ)+a|2

4(t−τ)

− λ(τ)

4
√
π(t− τ)3

(
|x− p(τ)− a|2

2(t− τ)
− 1

)
e
− |x−p(τ)−a|2

4(t−τ)2

)
dτ.

(2.26)

Inserting (2.25) and (2.26) into (2.24) and setting x = p(τ) we obtain the following

estimate

|L(p)(t)− p0| ≤
∫ t

0

M

λ(τ)
dτ

+

∫ t

0

1

λ(τ)

∫ τ

0

∣∣∣∣∣ λ(s)

4
√
π(τ − s)3

(
|p(τ)− p(s) + a|2

4(τ − s)
− 1

)
e
− |p(τ)−p(s)+a|2

2(τ−s)

∣∣∣∣∣ dsdτ
+

∫ t

0

1

λ(τ)

∫ τ

0

∣∣∣∣∣ λ(s)

4
√
π(τ − s)3

(
|p(τ)− p(s)− a|2

4(τ − s)
− 1

)
e
− |p(τ)−p(s)−a|2

2(τ−s)2

∣∣∣∣∣ dsdτ
≤
(
M + Ct max

s∈[0,t]
λ(s)

)∫ t

0

dτ

λ(τ)
,
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since λ is uniformly bounded away from 0 on [0, T ]. By choosing T sufficiently small we

ensure the self-mapping property of L. The contraction property of L follows from

‖L(p2)− L(p1)‖L∞((0,T )) =

= max
t∈[0,T ]

∣∣∣∣∫ t

0

(
1

λ1(τ)
F [p1, λ1](p1(τ), τ)− 1

λ2(τ)
F [p2, λ2](p2(τ), τ)

)
dτ

∣∣∣∣
≤ CT‖p2 − p1‖L∞((0,T )),

(2.27)

where λi is the fixed point of S[pi] for i = 1, 2. In (2.27) we used Lemma 2.3.3, simple

estimates on the derivatives of the heat kernel and in particular (2.16). Once λ and p

are known the linear parabolic equation (2.3a) can easily be integrated.

Lemma 2.3.7. Let λ ∈ L∞((0, T )), p ∈ C([0, T ]) and let (A1) hold. Then the solution

f of (2.3) is in C((0, T ];Hβ(R)) for every β < 3
2 . Moreover the estimate

‖f‖C((0,T ];Hβ(R)) ≤ C1‖fI‖L2(R) + C2‖λ‖L2(0,T )

holds with generic constants C1 and C2.

The proof follows from a simple computation based on the Fourier transformed equa-

tion (2.3).

Remark 2.3.8. In Theorem 2.3.6, the time T , determining the length of the local exis-

tence interval, can easily be traced to depend only on the quantities ‖fI‖H4(Λ), ‖fI‖L2(R),

r0 and 1/| ∂∂xfI(p0)|. In fact, T can be chosen universally, if ‖fI‖L2(R), ‖fI‖H4(Λ) and

1/| ∂∂xfI(p0)| vary in a bounded subset of the non-negative reals and if r0 is bounded away

from 0.

2.4 Towards a Global Existence Result

To discuss global existence we make use of a blow-up alternative. For this we need to

apply the local existence result on a sequence of time intervals

[0, T0], [T0, T1], [T1, T2], . . . , [Tn−1, Tn], . . . ,

with Tn > Tn−1. Proceeding by induction, assume that the n-th time step has been car-

ried out, giving a solution on [Tn−2, Tn−1] (Tn−2 6= 0). We have to verify that f(Tn−1) sat-

isfies the assumptions (A1) with r = rn−1 > 0, such that the local existence-uniqueness
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Theorem 2.3.6 can be reapplied to extend the solution on [Tn−2, Tn−1]. First of all we

note that by construction

sup
t,s∈(Tj−1,Tj)

|p(t)− p(s)| < a

for j = 1, . . . , n − 1, so we can iterate the estimate (2.20) and obtain λ ∈ L∞(0, Tn−1).

Thus by Lemma 2.3.7,

f ∈ C((Tn−2, Tn−1];Hβ(R)) for all β <
3

2
,

so in particular

f(Tn−1) ∈ L2(R) ∩ C(R).

Mass conservation (actually conservation of M+ and M−) then follows from the solution

representation (2.12) by dominated convergence. Thus f(Tn−1) ∈ L1(R). To verify local

regularity of f(Tn−1) around x = p(Tn−1), we recall the well known localisation estimate

for solutions of the one-dimensional heat equation

∂u

∂t
=
∂2u

∂x2
, x ∈ R, t > 0,

which states that there are constants Dl,k > 0 such that

sup
(x,t)∈C r

2
(x0,t0)

∣∣∣∣ ∂l+ku∂tl∂xk
(x, t)

∣∣∣∣ ≤ Dl,k
1

rk+2l+3
‖u‖L1(Cr(x0,t0))

for all k, l ∈ N∪{0}. Here the parabolic downward cylinder Cr(x0, t0) centered at (x0, t0)

is given by

Cr(x0, t0) = {(x, t) | |x− x0| ≤ r, t0 − r2 ≤ t ≤ t0},

see [40, Section 2.3, p. 61]. Now, having constructed f = f(x, t), t ≤ Tn−1, we choose

0 < rn−1 < a such that

Crn−1(p(Tn−1), Tn−1) ⊆ {(x, t) | p(t)− a < x < p(t) + a, 0 ≤ t ≤ Tn−1}.

In particular, let w = wt(δ), δ > 0, be the modulus of continuity of p = p(t) at time t.

Therefore it suffices to set rn = qn
2 , where

wTn−1(q2
n) = a− qn
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(chose the minimal solution). Then f satisfies the heat equation in an open cylinder,

which contains Crn−1 (p (Tn−1) , Tn−1), and

sup
x∈(p(Tn−1)− rn−1

2
,p(Tn−1)+

rn−1
2 )

∣∣∣∣∂f(x, Tn−1)

∂xk

∣∣∣∣ ≤ Dl,k
M+ +M−

rk+1
n−1

, k ∈ N ∪ {0} (2.28)

holds due to mass conservation. We conclude that (A1) is satisfied at t = Tn−1, so the

local existence and uniqueness Theorem 2.3.6 can be applied and f can be extended

to [0, Tn] for some ∆Tn−1 := Tn − Tn−1 > 0 sufficiently small. Now there are two

possibilities: Either Tn → +∞, which implies global in time existence of a unique

solution of (2.3) or Tn → Tmax < ∞. In the latter case either, possibly after extraction

of a subsequence:

(C1) γn := ‖f(Tn)‖L2(R) + ‖f(Tn)‖H4((p(Tn)−rn,p(Tn)+rn)) →∞ as n→∞

or, again after possible extraction of a subsequence,

(C2)

∣∣∣∣ ∂∂xf(p(Tn), Tn)

∣∣∣∣ = λ(Tn)→ 0 as n→∞

or after maybe extracting another subsequence

(C3) rn → 0 as n→∞,

as otherwise the local solution argument could be restarted in T − ε1, with ε1 > 0 suf-

ficiently small and - due to Remark 2.3.8 - a solution could be obtained on [Tmax −
ε1, Tmax + ε2] for some ε2 > 0.

Before we proceed with discussing global versus local existence we prove that ∂f
∂x (p(t), t) <

0 on [0, T ], assuming that p = p(t) is in C([0, T ]). Note that every solution f of the heat

equation in a cylinder D := (a, b)×[T1, T ] is analytic in the spatial variable, for each time

t ∈ (T1, T ] (where the non-empty interval (a, b) is contained in, say, (p(T )− a
4 , p(T ) + a

4 )

and T1 < T but sufficiently close to T , see [40, p. 62]. From this we conclude, that if

all spatial derivatives of f at z0 := (p(T ), T ) are zero we obtain that f(x, T ) = 0 for

all x ∈ (a, b). This implies that f vanishes identically in D, according to the min-max

principle, applied in the small downward cylinders D1, D2 to the left and resp., to the

right of p(T ), such that the free boundary does not intersect the cylinders D1 and D2.

Without loss of generality we may drop this last case. Thus there exists K ∈ N such
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that the K-th order spatial derivative of f is not zero at (p(T ), T ):

∂Kf

∂xK
(p(T ), T )) 6= 0,

∂lf

∂xl
(p(T ), T )) = 0, for l = 1, 2, ...,K − 1.

Now let us consider f ∈ C2K+1 (using again the localisation estimate) in both x and t

coordinates and

∂2f

∂x2
= ft in D := (a, b)× [T1, T ], (2.29a)

∂f

∂x
< 0 on B := {(x, t) ∈ D : f(x, t) = 0}. (2.29b)

We know that B is a graph of a function p(t) in D and:
f(x, t) > 0 when x < p(t),

f(x, t) = 0 when x = p(t),

f(x, t) < 0 when x > p(t).

(2.30)

Lemma 2.4.1. We have ∂f
∂x (p(T ), T ) < 0, if p is continuous up to t = T .

Remark 2.4.2. For the proof of Lemma 2.4.1 it is sufficient to show that p is differen-

tiable at t = T−. Then the parabolic version of the Hopf Lemma can be applied and gives

precisely ∂f
∂x (p(T ), T ) < 0 (since f is negative for x < p(t) and positive for x > p(t)).

Proof. We state the proof in four steps:

I. We know that at time {t = T}

f > 0 for x < p(T ) and f < 0 for x > p(t).

Therefore we conclude that

K = 2N + 1 for some N ∈ N
∂2N+1

∂x2N+1 f(p(T ), T ) < 0.

II. Differentiation of equation (2.29a) with respect to time yields

∂2f

∂t2
=

∂

∂t

(
∂2f

∂x2

)
=
∂4f

∂x4
.
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Reiterating the above equation for the mixed derivatives we obtain:

∂lf

∂tl
=

∂2lf

∂x2l
,

∂l+kf

∂tl∂xk
=

∂2l+kf

∂x2l+k
,

for l, k ∈ 0 ∪ N such that 2l + k = 0, 1, ...,K.

III. Let us write the Taylor expansion of f at z0 with the mean-value Lagrange re-

mainder of (N + 1)-order.

f(x, t) =
∑

0≤l,k:
l+k≤N

1

l!k!

∂l+k

∂tl∂xk
f (p(T ), T ) (x− p(T ))k(t− T )l

+
∑
0≤l,k

l+k=N+1

1

l!k!
al,k(x, t)(x− p(T ))k(t− T )l

(2.31)

where

al,k(x, t) =
∂l+k

∂tl∂xk
f (ξl(x, t), µk(x, t)) =

∂2l+k

∂x2l+k
f (ξl(x, t), µk(x, t)) .

Here ξl(x, t), µk(x, t) are some intermediate points in (a, b) and (0, T ) respectively.

Let us note, that l+k ≤ N implies 2l+k ≤ 2N since l ≤ N . Therefore we conclude

that

∂l+kf

∂tl∂xk
f (p(T ), T ) = 0

since all spatial derivatives of order less than K = 2N + 1 vanish at that point.

Thus the first sum in (2.31) vanishes and we are left to deal with the remainder,

where 2l + k = N + 1 + l and l ≤ N + 1.

IV. We calculate the remainder:

f(x, t) =
aN+1,0(x, t)

(N + 1)!
(t− T )N+1 +

aN,1(x, t)

N !
(x− p(T ))(t− T )N

+
∑

0≤l<N
1<k≤N+1
l+k=N+1

1

l!k!
al,k(x, t)(x− p(T ))k(t− T )l (2.32)
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Dividing both sides of (2.32) by (t− T )N+1, evaluating at x = p(t) and keeping in

mind that f(p(t), t) = 0 we obtain:

0 =
f(p(t), t)

(t− T )N+1
=

1

(N + 1)!
aN+1,0 (p(t), t) +

1

N !
aN,1 (p (t) , t)

p(t)− p(T )

t− T

+
∑

1<k≤N+1

1

k!(N + 1− k)!
aN+1−k,k(p(t), t)

(
p(t)− p(T )

t− T

)k
(2.33)

Next we take a close look at terms in the sum:

(i) When l = N + 1 and k = 0, then 2l + k = 2N + 2:

aN+1,0(x, t) =
∂N+1

∂tN+1
f(x, t) =

∂2N+2

∂x2N+2
f(x, t) = O(1). (2.34)

(ii) When l = N and k = 1, then 2l + k = 2N + 1:

aN,1(x, t) =
∂2N+1

∂x2N+1
f(ξN (x, t), µ1(x, t)).

thus there exist positive constants ε, δ such that:

aN,1(x, t) ≤ −ε < 0 in Kδ := {(x, t) |(x, t)− (p(T ), T )| < δ}. (2.35)

(iii) When l < N , then 2l + k = N + 1 + l < 2N + 1 and we have:

al,k(x, t) = o(1).

Let

z(t) :=
p(t)− p(T )

t− T
,

then (2.33) can be written as

0 =
1

(N + 1)!
aN+1,0(p(t), t) +

1

N !
aN,1(p(t), t)z(t)

+
∑

1<k≤N+1

1

k!(N + 1− k)!
aN+1−k,k(p(t), t)z

k(t)
(2.36)

Since all coefficients aN+1−k,k(p(t), t) in the last part of the above sum vanish as t

goes to T , we conclude (using the implicit function theorem) that

p(t)− p(T )

t− T
= z(t) = − 1

N + 1

aN+1,0(p(t), t)

aN,1(p(t), t)
+ o(1)

= − 1

N + 1

∂2N+2

∂x2N+2 f(p(T ), T )

∂2N+1

∂x2N+1 f(p(T ), T )
+ o(1),

as t → T and x → p(T ). Thus p(t) left-differentiable at t = T , and thus, by the

parabolic version of the Hopf Lemma, f(p(T ), T ) < 0 and N = 1 follows.
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Theorem 2.4.3. Let Tmax <∞. Then either

(a) lim sup
t→T−max

p(t) =∞

or

(b) lim inf
t→T−max

p(t) = −∞

or

(c) −∞ < lim inf
t→T−max

p(t) < lim sup
t→T−max

p(t) <∞.

Proof. Assume that Tmax <∞ and p ∈ C([0, Tmax]). Returning to the blow up alterna-

tive we can exclude (C2) because of Lemma 2.4.1. Also, since p is uniformly continuous

on [0, Tmax] we conclude from the above construction of the sequence rn that rn ≥ R,

where R satisfies R = Q
2 and Q is the minimal solution of

w(Q2) = a−Q.

Here w(δ) := supt∈(0,T )wt(δ) is the global modulus of continuity of p = p(t) on [0, T ].

Therefore (C3) is also excluded. To exclude (C1) it is sufficient to iterate the estimates

(2.20) and (2.28) on the intervals [Tn−2, Tn−1], n = 1, 2, 3, . . .. Tmax =∞ follows, which

is a contradiction. Thus p = p(t) is discontinuous at Tmax if Tmax < ∞, which implies

(a),(b) or (c).

Next we state an interesting result on the large time behaviour of the function λ =

λ(t).

Lemma 2.4.4 (Unboundedness of λ in the L1 norm). Let assumption (A1) be satisfied

and let Tmax = +∞. Then ∫ ∞
0

λ(s) ds =∞

holds.
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Proof. First we derive the following formulas for the (negative and positive) mass.

M− =

∫ p(t)

−∞
f(x, t) dx =

∫ p(t)

−∞

∫ ∞
−∞

Γ(x− y, s)fI(y)dyds

+
1√
π

∫ t

0
λ(s)

∫ p(t)−p(s)+a
2
√
t−s

−∞
e−u

2
duds− 1√

π

∫ t

0
λ(s)

∫ p(t)−p(s)−a
2
√
t−s

−∞
e−u

2
duds

=

∫ p(t)

−∞

∫ ∞
−∞

Γ(x− y, s)fI(y)dyds+
1√
π

∫ t

0
λ(s)

∫ p(t)−p(s)+a
2
√
t−s

p(t)−p(s)−a
2
√
t−s

e−u
2
duds

=
1√
π

∫ ∞
−∞

∫ p(t)−y√
4t

−∞
e−u

2
dufI(y)dy +

1√
π

∫ t

0
λ(s)

∫ p(t)−p(s)+a
2
√
t−s

p(t)−p(s)−a
2
√
t−s

e−u
2
duds.

(2.37)

and

M+ =
1√
π

∫ ∞
−∞

∫ ∞
p(t)−y√

4t

e−u
2
dufI(y)dy − 1√

π

∫ t

0
λ(s)

∫ p(t)−p(s)+a
2
√
t−s

p(t)−(s)−a
2
√
t−s

e−u
2
duds, (2.38)

(obtained by analogous calculations). We write

M− =
1√
π

∫ p0

−∞

∫ p(tn)−y√
4tn

−∞
e−u

2
du fI(y) dy

− 1√
π

∫ ∞
p0

∫ p(tn)−y√
4tn

−∞
e−u

2
du |fI(y)| dy +A(tn)

and

−M+ =
1√
π

∫ p0

−∞

∫ ∞
p(tn)−y√

4tn

e−u
2
du fI(y) dy

− 1√
π

∫ ∞
p0

∫ ∞
p(tn)−y√

4tn

e−u
2
du |fI(y)| dy −A(tn).

where A(t) is given by

A(t) =
1√
π

∫ ∞
0

λ(s)1s<t

∫ p(t)−p(s)+a
2
√
t−s

p(t)−p(s)−a
2
√
t−s

e−u
2
duds.

Next we assume that
∫∞

0 λ(s) ds < ∞ and choose a sequence tn such that tn → ∞ as

n→∞. Thus

A(tn) =
1√
π

∫ ∞
0

λ(s)1s<tn

∫ p(tn)−p(s)+a
2
√
tn−s

p(tn)−p(s)−a
2
√
tn−s

e−u
2
duds

≤ 1√
π

∫ ∞
0

λ(s)1s<tn

∫ ∞
−∞

e−u
2
duds.
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Now if s < tn we obtain

p(tn)− p(s)− a√
tn − s

=
p(tn)√
tn − s︸ ︷︷ ︸

=:αn(s)

− p(s) + a√
tn − s︸ ︷︷ ︸
=:βn

p(tn)− p(s) + a√
tn − s

=
p(tn)√
tn − s

− p(s)− a√
tn − s︸ ︷︷ ︸
=:γn

.

Since limn→∞ βn(s) = limn→∞ γn(s) = 0 for all s > 0 we have:∫ p(tn)−p(s)+a
2
√
tn−s

p(tn)−p(s)−a
2
√
tn−s

e−u
2
duds =

∫ αn(s)+βn(s)

αn(s)+γn(s)
e−u

2
duds

= e−ξ
2
n(βn − γn)→ 0 as n→∞,

for some ξn ∈ (αn(s) + γn(s), αn(s) + βn(s)). From dominated convergence we conclude

A(tn)→ 0 as n→∞.

Furthermore we note that

1√
π

∫ p(tn)−y√
4tn

−∞
e−u

2
du =

1√
π

∫ p(tn)√
4tn

−∞
e−u

2
du︸ ︷︷ ︸

=:σn

+
1√
π

∫ p(tn)−y√
4tn

p(tn)√
4tn

e−u
2
du.

The second integral is bounded from above by∫ ∞
−∞

e−u
2
du

and thus, by dominated convergence, pointwise tends to zero as n → ∞. Now, using

again (2.37) and (2.38), we can write

M− = σnM− − σnM+ +Bn,

where Bn tends to 0 as n tends to infinity. We obtain in the limit n→∞ (after maybe

passing to a subsequence), with σ = limn→∞ σn,

(1− σ)M− + σM+ = 0

which is contradiction as 0 ≤ σ ≤ 1, M− > 0, M+ > 0.
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To conclude this section, we present a result about the regularity of the free boundary

for equation (2.3) when the delta-distributions in the parabolic equation are replaced by

smoothed approximations D. We assume the following:

(A2) D in C∞0 (−a, a), D ≥ 0 and
∫ a
−aD dx = 1.

and consider the (smoothed) FBP:

∂f

∂t
− ∂2f

∂2x
= λ(t) (D(x− p(t) + a)−D(x− p(t)− a))

f(x, t) > 0 if x < p(t), f(x, t) < 0 if x > p(t)

(2.39)

with

f(x, 0) = fI(x), p(0) = p0. (2.40)

Note that we do not go through the local existence arguments previously discussed for the

smoothed model, the arguments are very similar to the case with the delta distributions.

Lemma 2.4.5 (Local boundedness of the free boundary). Let p = p(t) be the free

boundary, assume that d
dxfI is in L2(R) and that (A1) holds. Then there is C > 0 such

that

|p(t)| ≤ C, t ∈ [0, Tmax).

Proof. We start by deriving a bound on λ(t) = −∂f
∂x (p(t), t), where f satisfies (2.39).

Differentiating the equation w.r.t. x, multiplying by ∂f
∂x and integrating over R leads to

1

2

d

dt

∫
R

(
∂f

∂x

)2

dx = −
∫
R

(
∂2f

∂x2

)2

dx

+

∫
R
λ(t)

∂f

∂x
(x, t)

(
D′(x− p(t) + a)−D′(x− p(t)− a)

)
dx

≤ −
∫
R

(
∂2f

∂x2

)2

dx+Kλ(t)

∥∥∥∥∂f∂x
∥∥∥∥
L2(R)

≤ −
∫
R

(
∂2f

∂x2

)2

dx+K

∥∥∥∥∂f∂x
∥∥∥∥
L∞(R)

∥∥∥∥∂f∂x
∥∥∥∥
L2(R)

,

where K = 2‖D′‖L2(R) <∞, as D(x) and its derivatives are bounded. Next, we reiterate

the estimate ∥∥∥∥∂f∂x
∥∥∥∥
L∞
≤ C

(∥∥∥∥∂f∂x
∥∥∥∥
L2

+

∥∥∥∥∂2f

∂x2

∥∥∥∥
L2

)
(2.41)
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and conclude

1

2

d

dt

∫
R

(
∂f

∂x

)2

dx ≤ −
∫
R

(
∂2f

∂x2

)2

dx+ CK

∥∥∥∥∂f∂x
∥∥∥∥2

L2(R)

+ CK

∥∥∥∥∂f∂x
∥∥∥∥
L2(R)

∥∥∥∥∂2f

∂x2

∥∥∥∥
L2(R)

≤ −
∫
R

(
∂2f

∂x2

)2

dx+ CK

∥∥∥∥∂f∂x
∥∥∥∥2

L2(R)

+
1

2

∥∥∥∥∂2f

∂x2

∥∥∥∥2

L2(R)

+
(CK)2

2

∥∥∥∥∂f∂x
∥∥∥∥
L2(R)

.

Therefore we obtain

1

2

d

dt

∫
R

(
∂f

∂x

)2

dx+
1

2

∫
R

(
∂2f

∂x2

)2

dx ≤ C2

∫
R

(
∂f

∂x

)2

dx (2.42)

with some constant C2 ≥ max
{
CK, (CK)2

2

}
. Integration with respect to t results in∫

R

(
∂f

∂x
(t)

)2

dx+
1

2

∫ T

0

∫
R

(
∂2f

∂x2
(s)

)2

dxds ≤ C(T )

∫
R

(
∂f

∂x
(t = 0)

)2

dx.

∀t ∈ [0, T ], T ≤ Tmax.
(2.43)

From this we conclude

∂f

∂x
∈ L∞((0, T );L2(R)),

∂2f

∂x2
∈ L2((0, T );L2(R)).

The estimate (2.41) gives

∂f

∂x
∈ L2((0, T );H1(R)).

As λ(t) = −∂f
∂x (p(t), t) this also means λ ∈ L2((0, T )).

We continue by stating an explicit formula for f , using again Duhamel’s principle.

f(x, t) =

∫
R

1√
4πt

e−
|x−y|2

4t fI(y)dy

+

∫ t

0

λ(s)√
4π(t− s)

(∫
R
D(x− p(s) + a)e

− |x−y|
2

4(t−s) dy

−
∫
R
D(x− p(s)− a)e

− |x−y|
2

4(t−s) dy

)
ds

Now we use this representation of f to calculate the masses M+ and M−. In analogy to

(2.37) and (2.38) we obtain:

M− =
1√
π

∫ ∞
−∞

∫ p(t)−y√
4t

−∞
e−u

2
dufI(y)dy

+
1√
π

∫ t

0
λ(s)

∫
R
D(y′)

∫ p(t)−p(s)+a−y′√
4(t−s)

p(t)−p(s)−a−y′√
4(t−s)

e−
u2

2 dudy′ds

(2.44)
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and

M+ =

∫ ∞
p(t)

f(x, t) dx =
1√
π

∫ ∞
−∞

∫ ∞
p(t)−y√

4t

e−u
2
dufI(y)dy

+
1√
π

∫ t

0
λ(s)

∫
R
D(y′)

∫ p(t)−p(s)+a−y′√
4(t−s)

p(t)−p(s)−a−y′√
4(t−s)

e−
u2

2 dudy′ds.

(2.45)

Assume now that D ∈ L1(R) and that there exists a sequence tn ↗ Tmax as n → ∞
such that p(tn) → ∞ as n → ∞. Since fI ∈ L1(R) and since λ ∈ L2((0, Tmax)) we

conclude, by using dominated convergence in both integrals of (2.45) that M+ → 0 as

n→∞. This contradicts mass conservation on [p(tn),∞). If p(tn)→ −∞ as tn ↗ Tmax

we proceed analogously with the formula (2.44) for M−.

Theorem 2.4.6. Let (A1), (A2) hold, d
dxfI in L2(R). Then either

1.) Tmax =∞,

2.) −∞ < p− := lim inft↗Tmax p(t) < lim supt↗Tmax p(t) =: p+ < +∞.

Furthermore if 2.) holds, then f ≡ 0 in the interval (p−, p+).

Proof. We first note that all previous results for equation (2.3) also hold for (2.39). Thus

combining Theorem 2.4.3 with Lemma 2.4.5 we conclude

−∞ < lim inf
t↗Tmax

p(t) < lim sup
t↗Tmax

p(t) < +∞ (2.46)

if Tmax is finite. We continue by showing that f ∈ C([0, Tmax]; C(R)). First we reiterate

that ∂f
∂x ∈ L

2((0, Tmax);H1(R)). Next we notice ∂2f
∂x2 ∈ L2((0, Tmax);L2(R)) from which

we conclude ∂3f
∂x3 ∈ L2((0, Tmax);H−1(R)) and thus

∂2f

∂x∂t
=
∂3f

∂x3
+ λ(t)(D′(x− p(t) + a)−D′(x− p(t)− a)) ∈ L2((0, Tmax);H−1(R)).

We now use Theorem 3 from [40, Section 5.9, p. 287] to conclude

∂f

∂x
∈ C([0, Tmax];L2(R)).

Since it is easy to show that f ∈ C([0, Tmax];L2(R)) we obtain

f ∈ C([0, Tmax];H1(R)).
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As in one dimension the space H1 can be embedded (via Morrey’s inequality) into a

space of (Hölder) continuous functions, we finally conclude

f ∈ C([0, Tmax]; C(R)). (2.47)

To prove that f(x, Tmax) = 0 in (p−, p+), we first fix x ∈ (p−, p+) and choose a sequence

tn such that tn ↗ Tmax as n→∞ and f(x, tn) < 0 for all n (note that there is a sequence

τn ↗ Tmax as n → ∞, such that p(τn) = x and f(x, t) > 0 for t ∈ (τ2k+1, τ2k+2),

f(x, t) < 0 for t ∈ (τ2l, τ2l+1)). Then we conclude, by the continuity of f , that

f(x, Tmax) ≤ 0.

Analogously, we obtain f(x, Tmax) ≥ 0 and thus

f(x, Tmax) = 0 ∀x ∈ (p−, p+).

Corollary 2.4.7. Let (A1), (A2) hold and additionally fI ∈ H2(R). Then, λ(t)→ 0 as

t↗ Tmax.

Proof. It is simple to show that

f ∈ C([0, Tmax];H2(R)).

Thus f ∈ C([0, Tmax]; C1(R)). Since f(x, Tmax) = 0 for x ∈ (lim inft↗Tmax , lim supt↗Tmax)

the statement follows.

The existence-uniqueness theory presented in this paper does not exclude the oc-

curence of a ’fat’ free boundary in finite time. Although f(t) approaches f(Tmax) in

a very smooth way, the local existence theorem cannot be restarted at t = Tmax since

no uniquely defined initial value for the free boundary p can be found to solve the

integral-differential system (2.23a), (2.23b). In fact, this can be dealt with by looking

for weaker solutions in the framework of nonlinear semigroups, i.e. by employing an

implicit Euler-type time discretization of the form

fn+1 − fn

∆t
=

(
∂2f

∂x2

)n+1

+ λn+1
(
D(x− pn+1 + a)−D(x− pn+1 − a)

)
, (2.48)

where fn ≈ f(tn), λn ≈ λ(tn) and pn ≈ p(tn) with tn := n∆t for some ∆t > 0. It has

to be shown that - given gn appropriately - the elliptic equation (2.48) can be solved for
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fn+1, pn+1 with λn+1 := −
(
∂f
∂x

)n+1
. Thus we consider (following [71]) the stationary

problem, for κ > 0:

κ2f − d2f

dx2
= g + λ(D(x− p+ a)−D(x− p− a)) (2.49a)

f(x) > 0 if x < p, f(x) < 0 if x > p. (2.49b)

Here, κ2 = 1
∆t , where D denotes either the Dirac delta or an approximation (as above).

Furthermore g is a given smooth function (which can be thought of as the result of

the previous iteration). We proceed as in [71] and write down the solution of equation

(2.49a) via convolution with the Green’s function of − d2

dx2 + κ2, i.e.

1

2κ
e−κ|x|. (2.50)

In the case where D = δ, we obtain

f = G+
λ

2κ

(
e−κ|x−p+a| − e−κ|x−p−a|

)
, (2.51)

with G = 1
2κe
−κ|x|∗g. We notice f(p) = G(p) and therefore p can be determined uniquely

as long as G has exactly one zero. To determine λ = −∂f
∂x (p) we differentiate (2.51) and

set x = p. Thus

∂f

∂x
(p) =

dG

dx
(p) + e−κa

df

dx
(p). (2.52)

This equation can be solved to obtain df
dx(p), as e−κa < 1.

Remark 2.4.8. In the case where D is an approximation of the Dirac delta, equation

(2.52) has to be replaced by

∂f

∂x
(p) =

dG

dx
(p)− 1

2κ

∫ a

−a

∂D

∂x
(z)
(
eκ(z−a) − e−κ(z+a)

)
dx︸ ︷︷ ︸

=:A(κ)

∂f

∂x
(p). (2.53)

A(κ) is, for κ > 0 strictly less than 1 as A(0) = 1, limκ↗+∞A(κ) = 0 (since
∫
RD(x) dx =

1) and A is decreasing. Thus, this equation can be solved to obtain ∂f
∂x (p).

What is left is to show that G really has only one zero, even if g has a ’fat’ zero(-

interval). The case when g has a unique zero in R was dealt with in [71]. We proceed
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similarly but assume that there are −∞ ≤ p < p < +∞ and g(x) > 0 for x < p, g(x) = 0

for p ≤ x ≤ p and g(x) < 0 for x > p. We calculate:

2κG(x) =

∫ p

−∞
e−κ|x−y|g+(y)dy −

∫ ∞
p

e−κ|x−y||g−(y)|dy

For x > p we obtain∫ p

−∞
e−λ|x−y|g+(y)dy −

∫ ∞
p

e−λ|x−y||g−(y)|dy

= e−λx
(∫ p

−∞
eλyg+(y)dy −

∫ x

p
eλy|g−(y)|dy − e2λx

∫ ∞
x

e−λy|g−(y)|dy
)

︸ ︷︷ ︸
=:S+(x)

For x < p analogous calculations lead to∫ p

−∞
e−λ|x−y|g+(y)dy −

∫ ∞
p

e−λ|x−y||g−(y)|dy

= eλx
(
e−2λx

∫ x

−∞
eλyg+(y)dy +

∫ p

x
e−λyg+(y)dy −

∫ ∞
p

e−λy|g−(y)|dy
)

︸ ︷︷ ︸
=:S−(x)

.

We have

S′−(x) = −2λe−2λx

∫ x

−∞
eλyg+(y)dy

S′+(x) = −2λe2λx

∫ ∞
x

e−λy|g−(x)|dy

and thus S−(x) is decreasing for x < p, S+(x) for x > p. Furthermore, we have

S−(p) = e−2λp

∫ p

−∞
eλyg+(y)dy −

∫ ∞
p

e−λy|g−(y)|dy (2.54)

S+(p) =

∫ p

−∞
eλyg+(y)dy − e2λp

∫ ∞
p

e−λy|g−(y)|dy (2.55)

Now, we can state

Lemma 2.4.9. Let D(x) = δ(x) or let (A2) hold and

g(x)


> 0, x < p,

= 0, x ∈ [p, p],

< 0, x > p.
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Then, under the additional assumption∫ p

−∞
e−λyg+(y) dy −

∫ ∞
p

e−λy|g−(y)| dy > 0 >

∫ p

−∞
eλyg+(y) dy −

∫ ∞
p

eλy|g−(y)| dy

(2.56)

there exactly exists one p̃ ∈ (−∞,∞) such that

G(p̃) = 0.

Proof. First we notice that (2.56) means precisely S−(−∞) > 0 > S+(∞). Also, note

that for x ∈ (p, p) we have

2κG(x) =

∫ p

−∞
e−λ|x−y|g+(y)dy −

∫ ∞
p

e−λ|x−y||g−(y)|dy (2.57)

= e−λx
∫ p

−∞
eλyg+(y) dy − eλx

∫ ∞
p

e−λy|g−(y)| dy (2.58)

=: H(x). (2.59)

By differentiation we conclude H ′ < 0. Using (2.54) and (2.55) we find

S−(p) = e−λpH(p), (2.60)

S+(p) = eλpH(p), (2.61)

and thus

sgnH(p) = sgnS−(p), (2.62)

sgnH(p) = sgnS+(p). (2.63)

Now we consider the following cases

case 1: S−(p) ≤ 0.

We imediately conclude (as S− is decreasing) that there exists a p̃ ∈ (−∞, p] sucht

that

S−(p̃) = 0 and H(p) ≤ 0. (2.64)

Since H ′ < 0 we conclude H(p) < 0 and thus S+(p) < 0. Since S′+ < 0 on (p,∞)

we finally obtain that there exists exactly one p̃ such that G(p̃) = 0.
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case 2: S−(p) > 0.

First we notice that in this case S− > 0 on (−∞, p) and that H(p) > 0. We also

reiterate H ′ < 0 on (p, p). Now there are two possibilities:

case 2a: H(p) > 0 and thus S+(p) > 0.

Since S+ decays on (p,∞) and since S+(∞) < 0 we conclude again that there

exists a p̃ ∈ [p,∞) such that

S+(p̃) = G(p̃) = 0. (2.65)

case 2b: H(p) ≤ 0. Then we conclude in the same way as in 2a) that there is a p̃ ∈ [p, p]

such that G(p̃) = 0.

Putting all these cases together we finally obtain that there exist a p̃ ∈ (−∞,∞) such

that

G(p̃) = 0.

Thus, at least in the implicit Euler discretized framework, a fat free boundary is

smoothed out after a single time step. This is the basis for proving that the solution

of the free boundary problem (2.29), (2.30) can be extended beyond, albeit as a mild

solution according to nonlinear semigroup theory. To be precise, it has to be shown that

the constraint (2.56) is maintaned by the discrete evolution and that the discretisation

converges to a mild solution of the FBP. This programme has already been outlined in

[71].

2.5 Numerical Results

In this section we present numerical results which were created in collaboration with M.-

T. Wolfram. For actual numerical computations there is no need to use the fully implicit

scheme presented in the previous section. Instead, we use an implicit-explicit scheme to

solve (2.3) on a bounded domain. Let fI and p0 denote the initial data satisfying the

compatibility condition (2.4). Then

1. Solve (2.3) for f(x, tj), given p(tj−1),
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2. Update the free boundary p(tj) such that f(p(tj), tj) = 0

3. Set j = j + 1, go to 1.

Equation (2.3) is discretized in space using a finite difference method, where the convec-

tion term ∂f
∂x (p(t), t) is approximated by its upwind difference quotient. The resulting

ODE system is solved using an implicit Euler method, resulting in the following numer-

ical discretization at x = xn and t = tj+1

f j+1
n − f jn

τ
=
σ2

2

f j+1
n+1 − 2f j+1

n + f j+1
n−1

h2
−

− σ2

2

1

h

[
−q(xn)+f j+1

k−1 + |q(xn)|f j+1
k + q(xn)−f j+1

k+1

] (2.66)

where q(xn) = (δ(xn − p(tk−1)− a)− δ(xn − p(tk−1) + a)), q+ = max(q, 0), q− = min(q, 0)

and k denotes the index such that f(p(tk−1), tj) = 0. Here h denotes the mesh size, τ

the time steps of the implicit Euler method. The Dirac δ is approximated by a Gaussian

δε(x) =
1

ε
√
π
e−

x2

ε2

where ε is chosen such that δ(a) = δ(−a) = 10−6.

Proposition 2.5.1. Let p(tj−1) be given and f(p(tj−1), tj) = 0. If τ < 2kmax(q), then

the matrix defined by (2.66) is strictly diagonally dominant, hence regular.

Proof. The function q(x) is positive on [p(t)− 2a, 0), negative on (0, p(t) + 2a] and has a

compact support on [p(t)− 2a, p(t) + 2a]. Therefore we consider the following different

cases. If xn < p(t)− 2a then q(xn) equals zero and (2.66) is the standard discretization

of the heat equation. If xn ∈ [p(t)− 2a, 0) then q(xn) > 0 and if τ < 2hmax(q) then

|aii| >
∑
i 6=j
|aij |.

The same argument holds for xn ∈ [0, p(t) + 2a), therefore the system matrix is strictly

diagonally dominant.

2.5.1 Numerical Experiments on Large Domains

In this Section we present long-time numerical experiments on large domains to illustrate

the behaviour of solutions on the unbounded domains. We observe that depending on
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Figure 2.1: Evolution of the price p(t) in time for M1 < M2

the initial masses M1 or M2, the price p(t) either decreases or increases with a rate

proportional to
√
t.

We choose Ω = [−400, 400], discretized with a non-equidistant mesh of meshsize h1 =

10−3 in x ∈ [p(t)−4a, p(t)+4a] and h2 = 1 for x ∈ [−400, p(t)−4a) or x ∈ (p(t)+4a, 400]

and a = 1. We solve the discrete scheme (2.66) on the time interval [0, 400], with time

steps τ = 5× 10−3. The initial datum we chose is

fI(x) =


10−6 for x ∈ [−400,−1)

2.2222x3 − 0.2222x2 − 2.4444x for x ∈ [−1, 1.1]

−10−6 for x ∈ (1.1, 400]

with initial masses M1 = 0.5927 and M2 = 0.7642. The evolution of the price p(t) is

depicted in Figure 2.1. In fact the price p(t) is proportional to
√
t.

In the second example we choose an initial guess with M2 < M1, given by fI(x) =

0.5882x3 + 0.0588x2 − 0.5294x on the interval (−1, 0.9) and fI(x) = ±10−6 outside this

interval. All other parameters take the same values as in the previous example. Since

M1 = 0.1373 and M2 = 0.1037, the price increases again proportionally to
√
t, which

can be seen in Figure 2.2.

Note that the second derivative of f at x = p0 determines the initial direction of p(t),

since

ṗ(t) = −
∂2f
∂x2 (p(t), t)
∂f
∂x (p(t), t)

,
∂2fI
∂x2

(p0) = 0.
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Figure 2.2: Evolution of the price p(t) in time for M1 > M2

Therefore we can construct examples, where the price is not monotonously increasing or

decreasing in time. We choose the following initial guess

fI(x) =



10−5 for x ∈ [−100,−3.1547)

−1.5x2 − 6x− 4 for x ∈ [−3.1547,−1)

−2.5x3 − 3x2 − x for x ∈ [−1, 0.1)

1.071x2 − 2.142x+ 0.071 for x ∈ [0.1, 1.96)

−10−5 for x ∈ [1.96, 100],

depicted in Figure 2.3(a). The function fI is concave at x = 0, but M1 > M2. Due to the

negative curvature of fI at x = 0, the price p(t) initially decreases, but since M1 > M2

it starts to increase after some iterations. In this example we are only interested in the

initial behaviour, therefore we choose Ω = [−100, 100] and calculate the first 400 time

steps with τ = 5× 10−3. The evolution of the price p(t) is depicted in Figure 2.3(b).

2.5.2 Numerical Experiments on Bounded Domains

Finally we would like to illustrate the behaviour of solutions on bounded domains. Here

the solutions converge quickly to their stationary state, which can be calculated explicitly

using (2.5).

We choose Ω = [0, 1] with an equidistant mesh of meshsize h = 10−3 and a temporal
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Figure 2.3: Non-monotonous behaviour of p(t)

meshsize τ = 10−3. The initial data is given by the cubic polynomial

fI(x) = 145.833x3 − 233.333x2 + 87.5x,

which has the root at x = 0.6. Therefore p0 = 0.6 and the initial masses are M1 =

3.675 and M2 = 1.2443. The parameter a is set to 0.1 and σ2

2 = 1. To ensure the

mass preservation property, system (2.3) is supplemented with homogeneous Neumann

boundary conditions at x = 0 and x = 1. Figure 2.4(a) illustrates the evolution of the

density f(x, t) in time. The solution converges quickly to the stationary profile given

by (2.5). The numerically calculated price ”converges” towards p(t) = 0.709 (see Figure

2.4(b)), the stationary price calculated from (2.5) is given by pstat = 0.71.

In case of symmetric initial data the moving boundary is constant in time, i.e. p(t) = p0

(cf. [44]). In order to test the numerical method we choose fI(x) = sin(2πx) and the

same discretization in space and time as in the previous example. The evolution of

f(x, t) is illustrated in Figure 2.5(a). As expected the numerically calculated price p(t)

is constant in time, see Figure 2.5(b).
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Figure 2.4: Solution of mean-field equation (2.3)
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Figure 2.5: Solution of mean-field equation (2.3) with symmetric initial data
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Chapter 3

Inverse Price Formation Problem

The work in this Chapter has been caried out in collaboration with M. Burger, F. Lenz

and P.A. Markowich.

3.1 Introduction

We again consider the price formation model from the previous chapter:

∂f

∂t
− ∂2f

∂x2
= λ(t)(δ(x− p(t) + a)− δ(x− p(t)− a)), x ∈ R, t ∈ R+ (3.1a)

λ(t) = −∂f
∂x

(p(t), t), (3.1b)

f(x, 0) = fI , p(0) = p0, (3.1c)

with compatibility conditions

fI(p0) = 0 and fI(x) > 0 for x < p0 and fI(x) < 0 for x > p0.

However, this time we are not interested in the direct problem, i.e. the problem of

determining a solution f to (3.1a)-(3.1c) with given initial datum fI . Instead, we ask

the question whether it is possible, given measurements of p(t) (and possibly λ(t)) over a

certain time interval I, to use the model to predict the price for future times (i.e. times

exceeding I). This problem is of the class of inverse problem (cf. [38] and the references

therein). More precisely, it is a so-called data assimilation problem: In data assimilation,

the goal is to determine the state of a system at a certain time t∗, denoted by xt∗ , from

a number of measurements. If data has only been measured at one point in time (or
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in a very short interval), the problem is called static. The goal is then to identify the

state of the system at the time the measurements were taken. In our case, data can be

measured over a relatively large interval. This is called the dynamic data assimilation

problem. We assume that measurements are given in an interval [t∗, t∗ + ∆t] which is

called the assimilation window. We also distinguish between stochastic or deterministic

problems depending on whether the model incorporate noise via a stochastic term or

not. For a broader overview on data assimilation, see [73] and the references therein.

In many applications, the dimension (or number, in the discrete setting) of observations

available is small compared to the state space of the system. A prime example is weather

forecasting, where currently used models typically consist of about O(107) state variables

while only measurements of order O(106) are available, cf. [85]. In general, the strategy

to solve a data assimilation problem is to minimize the squared difference between the

observations and the predictions by the model over all admissible states xt∗ . In some

application it is reasonable to assume a given background information xb0 (e.g. a previous

forecast) which is also incorporated in the minimization problem. In its most general

form, the discrete approach can be written as

J (xt∗) =
1

2
(xt∗ − xb0)TB−1(xt∗ − xb0) +

1

2

N∑
1

(yi −H(xi))
TR−1

i (yi −H(xi))→ arg min
xt∗

where by yi we denote the observed data at time ti and H is the observation operator,

B−1 and R−1
i are given weights. The states xi, i = 1, . . . , N are subject to the system

equations

xi+1 =Mi+1,i(xi), i = 0, . . . , N − 1.

Here,Mi+1,i is an operator that propagates the state of the system from time i to i+ 1.

For the price formation model this means that we want to estimate the initial datum

fI at time t = 0 from measurements of the price p(t) in the interval [0, t1]. Once the

initial state is determined, we can use (3.1a) to predict the price for times larger than

t1. There are two possible sources of error: measurement error in the observations and

general modelling error. The definition of a measurement error for a price is a bit delicate

as a price can, at least in principle, be obtained exactly. However, an error can still be

introduced if the exact information of the price is not available, e.g. due to rounding

errors. The modelling error, which is likely to play an important role, is not yet included

in our current approach.
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3.2 Identifiability

In this Section, we shall show that two different initial data cannot result in the same

price, i.e. the identification of the initial datum is unique. As described in Section 2.1,

the transformation y = x−p(t) eliminates the free boundary but results in the following

highly non-linear problem

∂g

∂t
=
∂2g

∂y2
− ∂g

∂y
(0, t) [δ(y + a)− δ(y − a)] + ṗ(t)gy

ṗ(t) = −gyy(0, t)
gy(0, t)

.

For given p the problem reduces to

∂g

∂t
=
∂2g

∂y2
− ∂g

∂y
(0, t)d(y) +m(t)

∂g

∂y
(3.2)

∂g

∂y
(0, t) = λ(t) (3.3)

with d(y) := [δ(y + a)− δ(y − a)], and m(t) := ṗ(t).

Lemma 3.2.1. Let g1, g2 be two solutions to (3.2), (3.3) for the same, given p(t). Under

the additional regularity assumptions

g1, g2 ∈ C1([0;T ]; C2(R) ∩ L1(R)),

∂gi
∂y

,
∂2gi
∂y2

∈ C([0;T ];L1(R)), i = 1, 2

we have g1 = g2.

Proof. The strategy of the proof is to show that all moments ḡ := g1 − g2 are zero. As

the space of (Hermite) polynomials is dense in L2 this will suffice to conclude ḡ = 0.

The function ḡ is a solution to

∂ḡ

∂t
=
∂2ḡ

∂y2
+ ṗ(t)

∂ḡ

∂y
.

Applying the Fourier transform to ḡ results in

ĝt(s, t) = (−s2 + isṗ(t))ĝ(s, t),

and thus

ĝ(s, t) = e−s
2+isṗ(t)ĝ(s, 0).
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Now applying the inverse Fourier transform and evaluating g and its first derivative at

x = 0 yields

0 = ḡ(0, t) =
1

2π

∫ ∞
−∞

e−s
2+isṗ(t)ĝ(s, 0) ds,

0 =
∂ḡ

∂y
(0, t) =

1

2π

∫ ∞
−∞

se−s
2+isṗ(t)ĝ(s, 0) ds.

For t = 0 we see that already the zeroth and first moment of ĝ(s, 0) dx are zero (since

the exponential function is strictly positive). Differentiating the above equations with

respect to t and evaluating at t = 0 gives the same result for all higher moments.

3.3 Reconstruction of the Initial Datum

In this Section we consider the reconstruction of the initial datum using measurements of

the price. We will work in the original formulation of the problem (3.2), (3.3). Further-

more, we will restrict ourselves to the bounded domain Ω = [0, 1], to make the numerical

treatment of the problem possible. By

pm(t), 0 ≤ t ≤ t1,

we denote the measured price. We supplement (3.1a) with the following boundary con-

ditions

∂f

∂x
(0, t) =

∂f

∂x
(1, t) = 0. (3.4)

These boundary conditions preserve the conservation of total mass featured by the orig-

inal problem on the whole real line. To shorten the notation, we introduce

g(x, t) := λ(t)(δ(x− p(t) + a)− δ(x− p(t)− a)),

i.e.

∂f

∂t
− ∂2f

∂x2
= g(x, t).

If we would solve this equation with the correct datum fI , the condition f(p(t), t) = 0

would be exactly fulfilled. This motivates to use the deviation of f(pm(t), t) a data
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term. Introducing an additional regularization, the corresponding Lagrange functional

with Lagrange parameter µ, µ0 is given by

L =
α

2

∫ t1

0

∫
Ω

(f(x, t))2δ(x− pm(t)) dxdt+ β

∫ t1

0

∫
Ω
µ(x, t) [∂tf − ∂xxf − g(x, t)] dxdt

+

∫ 1

0
µ0(x)[f(x, 0)− fI ] dx+

γ

2

∫ 1

0
(∂xfI)

2 dx

with α, β, γ being constants weighting the different terms. The derivatives of L with

respect to their arguments are

∂L
∂f

w =

∫ t1

0

∫
Ω

[−∂tµ− ∂xxµ+ αfδ(x− pm(t))]w dxdt+

∫ 1

0
µw|t=0

t=T dx+

∫ 1

0
µ(x, 0)w dx

∂L
∂µ

v =

∫ t1

0

∫
Ω
v [∂tf − ∂xxf − g(x, t)] dxdt+

∫ 1

0
v(x, 0)[f(x, 0)− fI ] dx

∂L
∂fI

k = γ

∫ 1

0
∂xfI∂xk dx+

∫ 1

0
µ(x, 0)k dx = −γ

∫ 1

0
∂xxfIk dx+

∫ 1

0
µ(x, 0)k dx.

Choosing µ0(x) = µ(x, 0), the first order optimality conditions read

∂tf − ∂xxf = g(x, t), f(x, 0) = fI , ∂xf |x=0,1 = 0 (3.5a)

−∂tµ− ∂xxµ+ αfδ(x− p(t)) = 0, µ(x, T ) = 0, ∂xµ|x=0,1 = 0 (3.5b)

γ∂xxfI = µ(x, 0), ∂xfI |x=0,1 = 0. (3.5c)

3.3.1 Numerical Algorithms

To numerically solve the optimality conditions (3.5a), (3.5b), we discretise space and

time using steps ∆x and ∆t, respectively and write

f jk = f(k∆x, j∆t), µjkf(k∆x, j∆t), etc. (3.6)

For both equations, we use the implicit-explicit scheme presented in Section 2.5. To

determine the fI , we employ a standard gradient descent scheme, cf. [86]. Starting with

an initial guess f0
I , each step in this method consists of

1. Solve (3.5a) with fI = f jI and obtain f j+1

2. Solve (3.5b) with f = f j+1 and obtain µj+1

3. Perform the update by solving for f j+1
I

f j+1
I = f jI − τ

[
γ∂xx(fI)

j+1 − µj+1
k

]
,

49



where τ is a given damping parameter. If γ > 0, we employ an implicit Euler scheme

to perform the update. This procedure is repeated until the desired accuracy or the

maximum number of iterations is reached.

3.3.2 Examples

In this Subsection, we present several numerical examples. We use artificial data created

by the algorithm described in Section 2.5, with ∆t = 10−3 and ∆x = 10−3. In the first

example, we use the same space and time discretisation in the reconstruction algorithm

to test if, under optimal conditions, it converges to the correct solution. To avoid inverse

crimes, i.e. to avoid exceptionally good results obtained when the same code is used

to create artificial data as to perform the reconstruction, cf. [111], we shall in the next

example use a different time and space discretisation in the reconstruction. We chose

∆t = 8.3 · 10−4, ∆x = 8.3 · 10−4 for this and all subsequent examples. The damping

parameter is chosen as τ = 0.01. We use the following ’true’ initial datum

f true
I = 711.1x3 − 995.5x2 + 284.4x.

As initial guess for the gradient descent scheme we take

fguess
I = 0.8(711.1(x+ 0.02)3 − 995.5(x+ 0.02)2 + 284.4(x+ 0.02)).

For both functions the corresponding prices are shown in Fig. 3.1. The assimilation

interval will always be [0, 0.1] and we use the reconstructed initial datum to forecast the

price in [0.1, 0.2].

Example 1: Perfect Observations

The aim of this experiment is to test the implementation of the reconstruction scheme

and its convergence to the ’true’ solution. As this convergence may become arbitrarily

slow, we choose a large number of iteration steps, i.e. 4000. In Fig. 3.2, the results

are shown. The algorithms obviously converges, however the convergence becomes very

slow after approximately 1200 iterations. This reflects the linear convergence behaviour

of gradient-type methods.

Example 2: Inverse Crime

Next we repeat the experiment from example 1, however this time with a different time

and space discretisation for the reconstruction algorithm to avoid the so-called inverse
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Figure 3.1: The ’true’ (711.1x3 − 995.5x2 + 284.4x) and perturbed initial datum

(0.8(711.1(x+ 0.02)3− 995.5(x+ 0.02)2 + 284.4(x+ 0.02))) and the corresponding prices

Figure 3.2: Example 1: L2-Error between ’true’ and reconstructed price (left) and re-

constructed and forecasted price for different number of iterations (right).
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Figure 3.3: Example 2: L2-Error between ’true’ and reconstructed price, with and

without different space- and time discretisations (left), the corresponding reconstructed

prices (right).

crime explained above. We perform 1200 iterations. The results are shown in Fig. 3.3.

As expected, the results are not as good as in Example 1, however, we still obtain very

good convergence towards the ’true’ solution.

Example 3: Noisy Observations

In this example, we examine the influence of noise in the measurements. We perturb

the data by 0, 5, 10 and 20 percent noise, measured in the L2-norm. The results are

depicted in Fig. 3.4. For small noise levels, the convergence is basically equal to the case

without noise. This is due to the strong smoothing effects of the optimality conditions.

However, as the noise level increases, its effect, and thus the error in the reconstructed

price, becomes stronger.

Example 4: Imperfect Observations

In this final example we examine the case in which the price measurements are not given

at every discrete time step point in the assimilation window. As expected, the rate of

convergence degrades the more data point are removed.
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Figure 3.4: L2-Error between ’true’ and reconstructed price for 0, 5 and 10 and 20

percent noise (left), corresponding reconstructed prices (right).

Figure 3.5: L2-Error between ’true’ and reconstructed price for perfect data and every

20th, 10th and 5th data point removed (left), corresponding reconstructed prices (right).
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Part II

Crowd Motion
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Chapter 4

The Hughes’ model for pedestrian

flow: The one-dimensional case

In this Chapter we shall analyse a model introduced by R. L. Hughes in 2002 [54].

Hughes’ model treats human crowds as “thinking” fluids and has been applied to diverse

scenarios like the Battle of Agincourt and the annual Muslim Hajj [55]. It is given by

ρt − div(ρf2(ρ)∇φ) = 0, (4.1a)

|∇φ| = 1

f(ρ)
. (4.1b)

Here x denotes the position variable with x ∈ Ω, a bounded domain in Rd with smooth

boundary ∂Ω, t ≥ 0 is time and ρ = ρ(x, t) is the crowd density. The function f = f(ρ)

is given by f(ρ) = 1 − ρ, modelling the existence of a maximal density of individuals

which can be normalized to 1 by a simple scaling. System (4.1) is supplemented with

the following boundary conditions for φ

φ(x, t) = 0, x ∈ ∂Ω, t ≥ 0 (4.2)

and the initial condition

ρ(x, 0) = ρI(x) ≥ 0. (4.3)

We shall be more precise about the boundary conditions for ρ and give a more detailed

interpretation of the model in the next section.

Note that if the term 1
f(ρ) in (4.1b) is replaced by 1, the system decouples and (4.1a)

reduces to a non-linear conservation law with discontinuous flux. This type of equation
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has already been analysed and simulated, cf. [56, 60]. Even though Hughes’ system

(4.1) shares some features with this class of equations it is methodologically much more

challenging. This is due to the non-linearity of the eikonal equation (4.1b) as well as the

implicit time dependence of the potential ∇φ in (4.1a). In fact, for the unique viscosity

solution φ of the eikonal equation, no more regularity than Lipschitz continuity can be

expected. In this Chapter we present an existence and uniqueness theory for a regularised

version of (4.1) in one space dimension. Additionally, we discuss the behaviour of simple

solutions for the original system (4.1) and validate these results numerically.

Numerical simulations are already available in literature, see Ling et al. [76]. Their

approach does not cover the case of discontinuous flux inside the computational do-

main. Nevertheless we follow the iterative procedure presented in [76], i.e. first solve

the Eikonal equation (4.1b) then the conservation law (4.1a). Numerical methods for

non-linear conservation laws with discontinuous flux can be found in literature, e.g.

[108]. We will use the approach presented by J. Towers for our numerical simulations.

Note that equation (4.1a) is similar to the Lighthill-Witham-Richards traffic flow model

[75, 93], and similar numerical schemes can be used. Various approaches can be found

in the literature, e.g. [15, 14, 115, 116]. These schemes are usually based on numerical

methods for non-linear conservation laws, for a general introduction we refer to [72, 107]

and the references therein.

The chapter is organized as follows: In the remaining part of the introduction, we

shall explain the model in more detail (Subsection 4.1) and present regularised versions

(Subsection 4.2). In Section 4.3, we prove existence and uniqueness of entropy solutions

for a regularised model and in Section 4.4 we will analyse some special cases for the non

regularised problem and compare these results with our numerical simulations.

4.1 Hughes’ model

We start with a brief motivation of Hughes’ model (4.1) (for further details see [54]).

The density of individuals ρ = ρ(x, t) satisfies the continuity equation

ρt + div(ρV ) = 0, (4.4)

and we use the following ‘polar decomposition’ notation for the velocity field V (x, t)

V (x, t) = |V (x, t)|Z(x, t), |Z(x, t)| = 1. (4.5)
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In order to prescribe a logistic dependency of |V | with respect to ρ we choose the classical

linear expression

|V (x, t)| = 1− ρ.

As for the directional unit vector Z(x, t), we assume it to be parallel to the gradient of

the potential φ(x, t). Such potential is determined by solving the eikonal equation in

(4.1). The potential φ rules the common sense of the task (the task is represented by the

boundary ∂Ω). More precisely, the pedestrians tend to minimize their estimated travel

time to the target. In a naive way, this could be modelled by prescribing the eikonal

equation

|∇φ| = 1, φ|∂Ω = 0,

which has the unique semi-concave solution φ(x) = dist(x, ∂Ω) at least in the case of

a convex domain Ω. However, it is reasonable to assume that individuals temper their

estimated travel time by avoiding extremely high densities, i. e.

|∇φ| = 1

1− ρ
, φ|∂Ω = 0, (4.6)

which implies a ‘density driven’ rearrangement of the level sets of φ. This leads to

Z(x, t) = ∇φ(x,t)
|∇φ(x,t)| = (1−ρ)∇φ and therefore the continuity equation in (4.1) is justified.

4.2 An attempt to a mathematical theory: approximations

A successful attempt to develop a mathematical theory for the model (4.1) has never

been carried out so far. The non-linearity with respect to ρ in the continuity equation

forces using the notion of entropy solutions for scalar conservation laws, as it is well

known that weak L∞ solutions to such kind of equations are in general not unique. On

the other hand, the vector field ∇φ may clearly develop discontinuities in subsets of Ω

which may vary in time.

In general, the subsets of discontinuity of ∇φ depend on ρ non-linearly and non–

locally. This may be seen by simple examples in one space dimension. Moreover, the

presence of the term 1 − ρ in the right-hand-side of the eikonal equation renders the

problems even more difficult, because of the possible blow–up of |∇φ| as ρ approaches

the density ρ = 1.

A full understanding of the model is highly non-trivial, even in one space dimension,

where the model can be decoupled by solving the eikonal equation by integration.
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In order to overcome such difficulties, we propose reasonable approximations to the

Hughes’ model (4.1), basically consisting of a regularization of the potential to avoid the

discontinuity of |∇φ|. At a first glance, a very natural way to approximate the equation

for the potential would be simply adding a small ‘viscosity’, i. e.

−δ∆φ+ |∇φ|2 =
1

f(ρ)2
, δ > 0.

Such an approximation still has the drawback of (possibly) producing a blow up of the

right hand side when the density approaches the overcrowding value ρ = 1. This problem

can be bypassed considering instead

− δ∆φ+ f(ρ)2|∇φ|2 = 1, δ > 0. (4.7)

On the other hand, the development of a satisfactory existence and uniqueness theory by

using the coupling (4.7) is seriously complicated by the presence of the density dependent

coefficient multiplying the Hamilton-Jacobi term |∇φ|2.

The model for which we shall develop a full existence and uniqueness theory uses the

following elliptic regularization of the eikonal equation in (4.1), namely

− δ1∆φ+ |∇φ|2 =
1

(f(ρ) + δ2)2
, δ1, δ2 > 0. (4.8)

The sign in front of δ1 (δ in the alternative equation (4.7)) is chosen such that we would

recover the unique viscosity solution in a possible limit δ1 → 0. The second order term

in (4.8) is meant to smooth the potential φ in order to avoid discontinuities for |∇φ|.
The elliptic operator in (4.8) is a classical elliptic Hamilton-Jacobi operator, and it is

therefore easier to deal with compared to the one in (4.7). On the other hand equation

(4.8) contains one further approximation on the right-hand-side which can be motivated

as follows.

Without the elliptic regularization, the potential φ in (4.8) would satisfy

|∇φ| = 1

(1− ρ+ δ2)
(4.9)

Then, the polar decomposition of the velocity field introduced in (4.4) reads in this case

V = |V |Z, |Z| = 1

|V | = f(ρ)2|∇φ| = f(ρ)2

δ2 + f(ρ)
=

(1− ρ)2

δ2 + (1− ρ)
, Z =

∇φ
|∇φ|

. (4.10)
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Figure 4.1: Comparison between the scalar ‘logistic’ speed |V | of the pedestrian in

Hughes’ model (4.1) (left) and the model with elliptic coupling (4.8)

The profile of |V | as a function of ρ in (4.10) has essentially the same properties of the

logistic function |V |(ρ) = 1− ρ of the original Hughes’s model, except that the vacuum

at ρ = 1 is achieved with a zero derivative and the maximal velocity is slightly penalized,

i. e. |V |max = 1/1 + δ2 instead of |V |max = 1 of the original model (cf. Figure 4.1).

As for the unit vector Z, which is parallel to ∇φ, the only difference with the original

model is that individuals ‘sense’ the target as the density reaches the maximum value

ρ = 1. In this case |∇φ| = 1/δ2, i. e. the slope of ∇φ is very high in absolute value

(δ2 is thought as a small parameter), but not infinite as in the original model. On the

other hand, when ρ = 1, |V | vanishes, and therefore the above mentioned difference is

not effective (individuals do not move at all when ρ = 1!).

We shall first cover the one dimensional existence and uniqueness theory for the

regularised model with elliptic coupling (4.8) introduced in the previous subsection,

more precisely we shall study the model system
ρt − (ρf2(ρ)φx)x = 0

−δ1φxx + |φx|2 =
1

(f(ρ) + δ2)2
.

(4.11)

As the continuity equation in (4.11) features non-linear convection, we shall address

the existence and uniqueness theory in the framework of weak entropy solutions, cf. for

instance [62]. The results are contained in Section 4.3. More precisely, the notion of

solution is stated in Definition 4.3.1, the existence result is provided in Theorem 4.3.10,

and the uniqueness result is proven in Theorem 4.3.12.

The problem (4.11) is posed on the bounded interval x ∈ [−1, 1] with homogeneous
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Dirichlet boundary conditions. We shall follow the approach by Bardos et al. [17] (see

also [32, 7, 79]) to recover suitable boundary conditions for a scalar conservation law.

This aspect is explained at the beginning of the next section.

4.3 The regularised model: existence and uniqueness the-

ory

In this section we establish our existence and uniqueness results for the regularised

Hughes’ model system (4.11) with f(ρ) = (1− ρ). For future use we denote

g(ρ) := ρf(ρ)2.

System (4.11) is coupled with the initial condition

ρ(x, 0) = ρI(x) ≥ 0, (4.12)

and with the Dirichlet boundary conditions

min
k∈[0,Tr ρ]

{g(Tr(ρ))− g(k)} = 0, (4.13)

φ(±1, t) = 0. (4.14)

Here Tr ρ denotes the trace of ρ on the boundary. More precisely,

Tr ρ(−1, t) = lim
x→−1+

ρ(x, t), Tr ρ(1, t) = lim
x→1−

ρ(x, t).

It was originally proven in [17] that (4.13) is the correct way to pose Dirichlet boundary

conditions for a scalar conservation law, mainly for two reasons: first, (4.13) comes as

a natural condition from the vanishing viscosity limit of solutions with zero Dirichlet

boundary data; second, (4.13) encloses the natural interplay between the boundary

datum and the value of the solution which is transported via characteristics in the linear

case (the boundary datum needs to be posed only if characteristics at the boundary are

directed towards the interior of the domain). The boundary condition provided in [17]

assumes the simplified form (4.13) since we shall deal with non-negative solutions and

due to a trivial monotonicity property of the potential φ (cf. Lemma 4.3.11 below). We

remark here that the boundary condition (4.13) reduces to

g(Tr ρ) ≥ g(k) on x = ±1, for all k ∈ [0,Tr ρ],
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which expresses the fact that the allowed densities on the boundary are those for which

the function g is non-decreasing. A deeper understanding of the boundary conditions

for nonlinear conservation laws in one space dimension can be also found in [32].

We shall prove that the system (4.11) has a unique solution (ρ, φ) in a sense made

precise by the following definition. For the density component ρ we will use the classical

notion of entropy solutions originally introduced by Kružkov in [62] and adapted to

boundary value problems by Bardos et al. in [17].

Definition 4.3.1 (Entropy Solution). Let ρI ∈ BV ([−1, 1]). A couple (ρ, φ) is a weak

entropy solution to the system (4.11) if

• ρ ∈ BV ([−1, 1]× [0, T )) ∩ L∞([−1, 1]× [0, T ))

• φ ∈W 2,∞([−1, 1])

• ρ and φ satisfy the inequality∫∫
ΩT

|ρ− k|ψt dxdt+

∫ ∞
−∞

ρIψ0dx−
∫∫
ΩT

sgn(ρ− k)[g(ρ)− g(k)]ψxφx dxdt

+

∫∫
ΩT

sgn(ρ− k)g(k)ψφxxdxdt− sgn(k)

∫ T

0
[g(Tr ρ)− g(k)]φxψ|x=±1dt ≥ 0,

(4.15)

for every Lipschitz continuous test function ψ on [−1, 1] × [0, T ) having compact

support.

• φ and ρ satisfy the second equation in (4.11) almost everywhere in x and t.

As usual in the context of conservation laws, we shall approximate the targeted model

(4.11) via a vanishing viscosity approach, namely we shall work on the system

ρt − (ρf2(ρ)φx)x = ερxx (4.16a)

−δ1φxx + |φx|2 =
1

(f(ρ) + δ2)2
, (4.16b)

for a small ε > 0. System (4.16) is coupled with homogeneous boundary condition

ρ(x, t)|x=±1 = 0 φ(x, t)|x=±1 = 0,

and the initial condition

ρ(x, 0) = ρI(x).
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Existence of unique (smooth) solutions to the above regularised problem follow from

standard results. For the elliptic coupling see e.g. [64, Chapter 3, Lemma 1.1] and [64,

Chapter 3, Thm. 1.2]. For the parabolic approximation we refer to [113, Section 5,

Thm. 5.3 and Thm. 5.4]. The proof of this theorem is based on semi group techniques.

The strategy is to first linearise the equation to an evolution equation with a linear but

time depending operator. Under the given assumptions, it is known that there exists

a solution to such an equation (see e.g. [105]). Then, the solution to the non-linear

equation in obtained using a fixed-point argument.

In the next subsections we shall first derive suitable a-priori estimates on φ and

ρ, then we shall recall our notion of entropy solution, and finally prove existence and

uniqueness of the limit as ε→ 0.

4.3.1 A Priori Estimates on φ and ρ

We shall now derive some a-priori estimates for the elliptic coupling, i.e.

− δ1φxx + φ2
x = Fδ2(ρ) :=

1

(δ2 + f(ρ))2

φ(±1) = 0.

(4.17)

Our strategy is the following: we shall first replace the term f(ρ) by

f̃(ρ) :=

f(ρ) if ρ ∈ [0, 1]

0 otherwise

in order to have the right-hand side Fδ2(ρ) uniformly bounded and non-degenerate. The

result is stated in the Lemmas 4.3.2 and 4.3.3. Then, we use the estimates on the elliptic

coupling in order to prove that the density ρ satisfies ρ ∈ [0, 1], see Lemma 4.3.4. Since

the solution to the f̃ -modified system coincides with the one to (4.11), by uniqueness of

smooth solutions to the regularised problem (4.11) we conclude that the estimates for ρ

and φ hold without replacing f by f̃ . In order to simplify the notation, we shall drop

the tilde symbol above f .

Let us introduce the Hopf–Cole transformation

ψ(x, t) := e
−φ(x,t)

δ1 , (4.18)
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which implies

ψx = −ψφx
δ1

, ψt = −ψφt
δ1

, φx = −δ1
ψx
ψ
, φt = −δ1

ψt
ψ

(4.19)

ψxx = −φxxψ
δ1
− φxψx

δ1
=
ψ

δ2
1

(
−δ1φxx + φ2

x

)
=
ψ

δ2
1

Fδ2(ρ). (4.20)

Therefore, ψ satisfies δ
2
1ψxx = ψFδ2(ρ)

ψ(±1) = 1.
(4.21)

As a first estimate, we prove that ψ is uniformly bounded in H1(Ω) and in L∞(Ω).

Lemma 4.3.2. There exists a constant C > 0 depending only on δ1 and δ2 such that

‖ψ‖H1([−1,1]) ≤ C, ‖ψ‖L∞([−1,1]) ≤ C, ‖ψxx‖L∞([−1,1]) ≤ C. (4.22)

Proof. Let us introduce the variable

ψ̃ := ψ − 1,

which satisfies δ
2
1ψ̃xx = ψ̃Fδ2(ρ) + Fδ2(ρ)

ψ̃(±1) = 0.
(4.23)

Multiplication of (4.23) by ψ̃ and integration over [−1, 1] leads to (after integration by

parts)

−δ2
1

∫
ψ̃2
xdx =

∫
ψ̃2Fδ2(ρ)dx+

∫
ψ̃Fδ2(ρ)dx.

Since
1

(1 + δ2)2
≤ Fδ2(ρ) ≤ 1

δ2
2

, (4.24)

by a trivial use of Young’s inequality we get∫
ψ̃2
xdx+

∫
ψ̃2dx ≤ C,

for a constant C depending on δ1 and δ2. Sobolev’s inequality then implies

‖ψ‖L∞ ≤ C.

The last assertion in (4.22) follows by the equation (4.21).
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Next we prove that ψ is non-negative on [−1, 1] and uniformly bounded from below

by a positive constant, which implies the desired estimates on the φ variable.

Lemma 4.3.3. There exists a constant C > 0 such that

ψ(x, t) ≥ C (4.25)

for all (x, t) ∈ [−1, 1]× [0,+∞). Moreover,

‖φ‖H1([−1,1]) ≤ C, ‖φ‖L∞([−1,1]) ≤ C, ‖φxx‖L∞([−1,1]) ≤ C. (4.26)

Proof. Let us consider the original equation (4.17) satisfied by φ. We have

δ1φxx +
1

δ2
2

≥ δ1φxx + Fδ2(ρ) = φ2
x ≥ 0,

which can be written as (
δ1φ+

|x|2

2δ2

)
xx

≥ 0.

Therefore the function δ1φ + |x|2
2δ2

attains its maximum at the boundary, φ is bounded

from above and ψ = e−φ/δ1 is bounded away from zero. The statements (4.26) follow as

a consequence of (4.25) and of (4.19)-(4.20).

We conclude by proving that ρ is always bounded above by the maximal density

ρ = 1.

Lemma 4.3.4 (Boundedness of ρ). Assume that ρI ≤ 1. Then the solution to (4.16a)

with f(ρ) = (1− ρ) satisfies ρ(x, t) ≤ 1 for all (x, t) ∈ [−1, 1]× [0,+∞).

Proof. We first define the function

η(ρ) =


0 ρ ≤ 0,
ρ2

4γ 0 < ρ ≤ 2γ,

ρ− γ ρ > 2γ.

(4.27)

and use it to approximate (ρ− 1)+ (the positive part of (ρ− 1)). Here γ > 0 is a small

parameter. Our goal is to show that this positive part, being zero at t = 0, does not
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increase. We consider

d

dt

∫
η(ρ− 1) dx =

∫
η′(ρ− 1)(ερx + (ρ(1− ρ)2φx)x dx

= −ε
∫
η′′(ρ− 1)ρ2

x dx+ εη′(ρ− 1)ρx|x=±1

−
∫

0≤(ρ−1)≤γ
η′′(ρ− 1)ρ(1− ρ)2ρxφx dx+ η′(ρ− 1)ρ(1− ρ)φx|x=±1

≤ −2ε

∫
η′′(ρ− 1)ρ2

x dx− Cε
∫

0≤(ρ−1)≤γ
η′′(ρ− 1)ρ2(1− ρ)4|φx|2 dx

≤ −2ε

∫
η′′(ρ− 1)ρ2

x dx− Cε,δγ3(1 + γ)2,

where Cε,δ depends on ε, δ1 and δ2. Here, we employed Young’s inequality and the

Dirichlet boundary conditions. Furthermore we used the ε-independent L∞ bound on

φx we obtained in Lemma 4.3.3. Letting γ → 0, we infer

d

dt

∫
(ρ− 1)+ dx = lim

γ→0
−ε
∫
η′′γ(ρ− 1)|ρx|2 dx ≤ 0,

and thus the integral is decreasing in time. As (ρ − 1)+ is a positive function and zero

at t = 0, we conclude that is stays zero for all times and thus that ρ is always bounded

by 1.

Note that using the same technique, but approximating the negative part of ρ we

also obtain that the solution is almost everywhere non-negative (since ρI ≥ 0).

BV estimate on ρ

We are now ready to prove the crucial BV estimate on ρ which serves as a tool to get

compactness in the limit as ε→ 0. Furthermore, it will guarantee the existence of Tr ρ,

see [17, Lemma 1]. Let us start with estimating the L1 norm of ρx.

Lemma 4.3.5. Suppose ρI ∈ W 1,1([−1, 1]). Then, there exists a constant C > 0 inde-

pendent on ε such that

‖ρx(t)‖L1(Ω) ≤ (‖(ρI)x‖L1(Ω) + C)eCt

for all t ≥ 0.
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Before we start the proof let us define an approximation ηγ(z) of the function |z| as

γ → 0 such that

ηγ(z)→ |z|, η′γ(z)→ sign(z), η′γ(z)z → |z| as γ → 0

η′γ(z)z ≥ 0, η′′γ(z) ≥ 0

η′′γ(z) ≤ 1[−γ,γ](z)
C

γ

(4.28)

for some constant C > 0.

Remark 4.3.6 (Properties of η). We remark that the definition of η implies the following

properties, which shall be often used in the sequel:

• All integrals of the form∫
Ω
η′′γ(f(x))f(x)2 dx ≤ C

γ

∫
|f(x)|≤γ

f(x)2 dx ≤ Cγ|Ω|

tend to zero as γ → 0.

• Furthermore, with g ∈ C1(R+), f, h ∈ L1(Ω), k ∈ R > 0 we have∫
Ω
η′′γ(f(x)− k)(g(f(x))− g(k))h(x) dx

≤ C

γ

∫
0<|f(x)−k|≤γ

‖g′‖L∞(R+)|f(x)− k||h(x)| dx

≤ C

γ
γ‖g′‖L∞(R+)

∫
0<|f(x)−k|≤γ

|h(x)| dx→ 0,

as γ → 0.

Proof of Lemma 4.3.5. We deduce that

d

dt

∫
ηγ(ρx)dx =

∫
η′γ(ρx)ρxtdx =

∫
η′γ(ρx)(g(ρ)φx)xxdx+ ε

∫
η′γ(ρx)ρxxxdx

=

∫
η′γ(ρx)(g′(ρ)ρxφx)x +

∫
η′γ(ρx)(g(ρ)φxx)x − ε

∫
η′′γ(ρx)ρ2

xxdx

= −
∫
η′′γ(ρx)ρxxg

′(ρ)ρxφxdx+

∫
η′γ(ρx)g′(ρ)ρxφxxdx

+

∫
η′γ(ρx)g(ρ)φxxxdx− ε

∫
η′′γ(ρx)ρ2

xxdx

≤ −ε
2

∫
η′′γ(ρx)ρ2

xxdx+ C(ε)

∫
η′′γ(ρx)φ2

xρ
2
xdx+ C

∫
|ρx|dx+ C. (4.29)
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Here the last step is justified by the identities (4.19) and (4.20), by (4.25), and by

‖ψxxx(t)‖L1(Ω) ≤ C‖ρx(t)‖L1(Ω) + C, since ψxxx = Fδ2(ρ)ψx + ψF ′δ2(ρ)ρx.

The sum of the boundary terms∫
η′γ(ρx)(ερxx + g′(ρ)ρxφx + g(ρ)φxx) dσx =

∫
η′γ(ρx)ρt dσx

vanishes, as ρt is constant along the boundary. Due to Rem. 4.3.6, the second term on

the right hand side of (4.29) vanishes as γ → 0, therefore we obtain the desired assertion

in the limit (after integration with respect to time).

Before estimating the L1 norm of ρt we have the following technical lemma.

Lemma 4.3.7. There exists a constant C > 0 independent of ε and of t such that

‖ψt(t)‖L∞(Ω) ≤ C‖ρt(t)‖L1(Ω) (4.30)

‖ψxxt(t)‖L1(Ω) ≤ C‖ρt(t)‖L1(Ω) (4.31)

‖ψxt(t)‖L∞(Ω) ≤ C‖ρt(t)‖L1(Ω). (4.32)

Proof. We start with the proof of estimate (4.30). Differentiation of (4.21) with respect

to time yields

ψxxt =
1

δ2
1

(
ψtFδ2(ρ) + ψF ′δ2(ρ)ρt

)
. (4.33)

Next we multiply (4.33) by ψt and integrate over [−1, 1]. Using the fact that ψt = 0 at

the boundary, we integrate by parts to obtain

−δ2
1

∫
ψ2
xtdx =

∫
Fδ2(ρ)ψ2

t dx+

∫
F ′δ2(ρ)ρtψψtdx.

In view of (4.24) and Lemma 4.3.3 we can find a constant C = C(δ1, δ2) > 0 such that

‖ψt(t)‖2H1(Ω) ≤ C‖ψt(t)‖L∞(Ω)‖ρt(t)‖L1(Ω),

and the Sobolev inequality ‖ψt(t)‖L∞(Ω) ≤ ‖ψt(t)‖H1(Ω) implies the assertion.

The inequality (4.31) follows by a direct use of the equation (4.21) and by (4.30).

Finally, the last statement (4.32) follows from the inequality

‖ψxt(t)‖L∞(Ω) ≤ ‖ψxxt(t)‖L1(Ω),

which is a consequence of the fact that
∫
ψxtdx = ψt(1, t)−ψt(−1, t) = 0 and that every

W 1,1 function in one space dimension admits an absolutely continuous representant.
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We are now ready to estimate the L1 norm of the time derivative.

Lemma 4.3.8. Assuming ρI ∈ W 2,1([−1, 1]) and ε > 0, there exists a constant C > 0

independent on ε such that

‖ρt(t)‖L1(Ω) ≤ CeCt,

for all t ≥ 0.

Proof. Again we consider the approximation ηγ of the absolute value, given by (4.28).

We deduce that

d

dt

∫
ηγ(ρt)dx =

∫
η′γ(ρt)ρttdx =

∫
η′γ(ρt)(g(ρ)φx)txdx+ ε

∫
η′γ(ρt)ρxxtdx

=

∫
η′γ(ρt)(g

′(ρ)ρtφx)x +

∫
η′γ(ρt)(g(ρ)φxt)x − ε

∫
η′′γ(ρt)ρ

2
xtdx

= −
∫
η′′γ(ρt)ρxtg

′(ρ)ρtφxdx+

∫
η′γ(ρt)g

′(ρ)ρxφxtdx

+

∫
η′γ(ρt)g(ρ)φxxtdx− ε

∫
η′′γ(ρt)ρ

2
xtdx

≤ −ε
2

∫
η′′γ(ρt)ρ

2
xtdx+ C(ε)

∫
η′′γ(ρt)φ

2
xρ

2
tdx

+ C‖φxt(t)‖L∞(Ω)

∫
|ρx|dx+ C

∫
|φxxt|dx.

All boundary terms in the above calculation are zero as ρt and thus η′γ(ρt) is zero on

the boundary. The second term on the r.h.s. above vanishes as γ → 0. As for the other

terms, we can differentiate (4.18) to easily obtain

‖φxt(t)‖L∞(Ω) ≤ C‖ψxt(t)‖L∞(Ω) + C‖ψt(t)‖L∞(Ω) ≤ C‖ρt(t)‖L1(Ω)

and

‖φxxt(t)‖L1(Ω) ≤ C‖ψxxt(t)‖L1(Ω) + C‖ψxt(t)‖L1(Ω) + C‖ψt(t)‖L1(Ω) ≤ C‖ρt(t)‖L1(Ω).

Therefore, integration with respect to time and Lemma 4.3.5 results in

‖ρt(t)‖L1(Ω) ≤ (‖(ρ(0)t‖L1(Ω) + C)eCt,

for all t ≥ 0. Using the fact that ρI is in W 2,1(Ω) and that ε is bounded, we can use

equation (4.16a) to estimate

‖ρt(0)‖L1(Ω) ≤ ‖g′(ρI)φx(t)‖L∞(Ω)‖(ρI)x‖L1(Ω) + ε‖(ρI)xx‖L1(Ω).

We thus conclude that ‖ρt(0)‖L1(Ω) is bounded as well completing the proof.
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4.3.2 Stability estimates on φ

Next, we prove some stability estimates for the elliptic equation (4.17) with respect to

the variable ρ. These estimates will be useful later on to prove uniqueness of an entropy

solution ρ in the limit.

Given two densities ρ and ρ̄, let φ and φ̄ solve

− δ1φxx + φ2
x = Fδ2(ρ),

− δ1φ̄xx + φ̄2
x = Fδ2(ρ̄),

with boundary conditions φ(±1) = φ̄(±1) = 0. For both solutions we consider the

corresponding Hopf–Cole transformation

ψ(x, t) := e
−φ(x,t)

δ1 ψ̄(x, t) := e
− φ̄(x,t)

δ1 .

Then we can deduce the following lemma:

Lemma 4.3.9. There exists a constant C > 0 independent on ε and on t such that

‖φ(t)− φ̄(t)‖L1(Ω) ≤ C‖ρ(t)− ρ̄(t)‖L1(Ω) (4.34)

‖φxx(t)− φ̄xx(t)‖L1(Ω) ≤ C‖ρ(t)− ρ̄(t)‖L1(Ω) (4.35)

‖φx(t)− φ̄x(t)‖L∞(Ω) ≤ C‖ρ(t)− ρ̄(t)‖L1(Ω). (4.36)

Proof. Let us multiply equation

δ2
1(ψxx − ψ̄xx) = (ψ − ψ̄)Fδ2(ρ) + ψ̄(Fδ2(ρ)− Fδ2(ρ̄)) (4.37)

by η′γ(ψ − ψ̄), with ηγ given by (4.28) and integrate over [−1, 1]. Integration by parts

implies

−δ2
1

∫
(ψx − ψ̄x)2η′′γ(ψ − ψ̄)dx

=

∫
(ψ − ψ̄)η′γ(ψ − ψ̄)Fδ2(ρ)dx+

∫
ψ̄η′γ(ψ − ψ̄)[Fδ2(ρ)− Fδ2(ρ̄)]dx.

We use the properties of ηγ and (4.24) to obtain, as γ → 0

C(δ)

∫
|ψ − ψ̄|dx ≤

∫
Fδ(ρ)|ψ − ψ̄|dx ≤

∫
ψ̄|Fδ(ρ)− Fδ(ρ̄)|dx ≤ C

∫
|ρ− ρ̄|dx.

Next we can deduce (4.34) by using the Hopf–Cole transformation as usual. To prove

(4.35), multiply (4.37) by sign(ψxx − ψ̄xx) and integrate over [−1, 1] to obtain

δ2
1

∫
|ψxx − ψ̄xx|dx ≤ C

∫
|ψ − ψ̄|dx+ C

∫
|ρ− ρ̄|dx.
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Next we obtain (4.35) by using (4.34) and passing to the variable φ. Inequality (4.36)

follows by the Sobolev inequality as at the end of the proof of Lemma 4.3.7.

4.3.3 The limit as ε→ 0

Our next goal is to study the behaviour of the solution (ρε, φε) to the system (4.16) as

the parameter ε tends to zero. Using Lemma 4.3.5 and Lemma 4.3.8 we know that ρε is

in the space of functions having bounded variation BV (Ω). Therefore, we can employ

the classical Helly’s theorem on strong L1–compactness of functions with bounded BV–

norm, cf. [41] for instance. Thus, ρε has a strong limit in L1 up to subsequences.

As for the φ variable, since ρx is uniformly estimated in L1, differentiating the elliptic

equation with respect to x implies that φεxxx is uniformly bounded in L1 and therefore

φεxx is strongly compact in L1. Denoting by (ρ, φ) the limit ε → 0 of (ρε, φε), as the

convergence is strong in L1 and due to the estimates on φ proven in subsection 4.3.1, it

is immediately clear that φ solves the second equation in (4.11) and ρ is a weak solution

of

ρt − (ρf2(ρ)φx)x = 0. (4.38)

In the remainder of this section, we will show that (ρ, φ) is in fact the unique entropy

solution to the system (4.11) in the sense of Definition 4.3.1. First we shall state the

existence theorem.

Theorem 4.3.10 (Existence of entropy solutions). There exists an entropy solution

(ρ, φ) to system (4.11) with initial condition (4.12) and boundary conditions (4.13)-

(4.14) in the sense of Definition 4.3.1. Such solution is the limit as ε → 0 of the

solution (ρε, φε) to (4.16a)-(4.16b).

Proof. To recover the notion of entropy solutions, we consider again the regularised

equation

ρt = (ρf2(ρ)φx)x + ερxx. (4.39)

We multiply this equation by η′(ρ − k)ψ (with η′ defined in (4.28)) and integrate over
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ΩT = [−1, 1]× [0, T ]∫∫
ΩT

η′(ρ− k)ρtψ dxdt =

∫∫
ΩT

η′(ρ− k)(g(ρ)φx)xψ dxdt

+ ε

∫∫
ΩT

η′(ρ− k)ρxxψ dxdt.

Adding

0 =

∫∫
ΩT

η′(ρ− k)g(k)φxψx dxdt−
∫∫
ΩT

η′(ρ− k)g(k)φxψx dxdt

and integrating by parts leads to∫∫
ΩT

η′(ρ− k)ρtψ dxdt = −
∫∫
ΩT

η′(ρ− k)[g(ρ)− g(k)]ψxφx dxdt

+

∫∫
ΩT

η′(ρ− k)g(k)φxxψ dxdt−
∫∫
ΩT

η′′(ρ− k)[g(ρ)− g(k)]φxρxψ dxdt

−
∫ T

0
η′(k)(g(0)− g(k))φxψ|x=±1dt− ε

∫∫
ΩT

η′′(ρ− k)ρ2
xψ dxdt

−ε
∫∫
ΩT

η′(ρ− k)ρxψx dxdt+

∫ T

0
εη′(ρ− k)ρxψ|x=±1dt

≤ −
∫∫
ΩT

η′(ρ− k)[g(ρ)− g(k)]ψxφx dxdt

+

∫∫
ΩT

η′(ρ− k)g(k)ψφxx dxdt− η′(k)

∫ T

0
[g(0)− g(k)]φxψ|x=±1 dt

−ε
∫∫
ΩT

η(ρ− k)ρxψx dxdt− η′(k)

∫ T

0
ερxψ|x=±1 dt

−
∫∫
ΩT

η′′(ρ− k)[g(ρ)− g(k)]φxρxψ dxdt

Next we integrate the first term by parts and multiply it by −1. Then taking the limit

as γ → 0 is justified by the dominated convergence theorem and the boundedness of φx

and ψ, cf. Remark 4.3.6. The last term on the right hand side vanishes in the limit (due
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to the continuity of g) and we obtain∫∫
ΩT

|ρ− k|ψt dxdt+

∫ 1

−1
ρI(x)ψ(x, 0) dx

≥
∫∫
ΩT

sgn(ρ− k)[g(ρ)− g(k)]ψxφx dxdt

−
∫∫
ΩT

sgn(ρ− k)g(k)ψφxx dxdt+ sgn(k)

∫ T

0
[g(0)− g(k)]φxψ|x=±1 dt

+ ε

∫∫
ΩT

|ρ− k|ρxψx dxdt+ sgn(k)

∫ T

0
ερxψ|x=±1 dt.

(4.40)

Next we consider the limit ε → 0. Using Lemma 4.3.5, the fourth term on the right

hand side can be estimated by∣∣∣∣∣∣∣ε
∫∫
ΩT

|ρ− k|ρxψx dxdt

∣∣∣∣∣∣∣ ≤ εC‖ψx(t)‖L∞(Ω), (4.41)

and thus tends to zero. To compute the limit for the last term, i.e.

lim
ε→0

ε

∫ T

0
ρxψ|x=±1 dt,

we introduce (following [17]), for some κ > 0 the function ξκ ∈ C2([−1, 1]) with the

following properties
ξκ(x) = 1 on x = ±1,

ξκ(x) = 0 on {x ∈ [−1, 1] ; dist(x, ∂[−1, 1]) ≥ κ} ,
0 ≤ ξκ(x) ≤ 1 on (−1, 1).

(4.42)

Furthermore, defining M([−1, 1]) as the space of Radon measures on [−1, 1], we choose

ξκ such that

∂xξκ → µ|{−1,1} ∈M([−1, 1]) as κ→ 0,

defined as

µ = δx=1 − δx=−1.
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Now we obtain

ε

∫∫
ΩT

ρxxψξκ dxdt = −ε
∫∫
ΩT

ρx(ψξκ)x dxdt+ ε

∫ T

0
ρxψ|x=±1 dt.

The second term in this equation

−ε
∫∫
ΩT

ρx(ψξκ)x dxdt = −ε
∫∫
ΩT

ρx(ψxξκ + φ(ξκ)x) dxdt

vanishes in the limit ε → 0 due to the L∞ bounds on ψ, ψx, ξκ, (ξκ)x (given for κ > 0

since ξκ ∈ C2([−1, 1])) and the L1-boundedness of ρx. Using (4.39) we therefore obtain

lim
ε→0

(
ε

∫ T

0
ρxψ|x=±1 dt

)
= −

∫∫
ΩT

(ρψt − g(ρ)φxψx) ξκ dxdt+

∫
Ω
ρψξk dx

∣∣∣∣
t=0

+

∫∫
ΩT

g(ρ)φxψ(ξκ)x dxdt−
∫ T

0
g(0)φxψ|x=±1 dt.

Finally letting κ → 0, the first term on the right hand side tends to zero while the

second tends to an evaluation on the boundary. Due to the continuity of ρ and ψ the

boundary term resulting from the integration by parts in time vanishes as the support

of ξκ converges to a set of Lebesgue measure zero (i.e. {−1, 1}). Thus we have

lim
ε→0

ε

∫ T

0
ρxψ|x=±1 dt =

∫ T

0
(g(Tr ρ)− g(0))φx(s, t)ψ|x=±1 dt.

Combining this result with (4.40) we finally obtain the entropy formulation as in Defi-

nition 4.3.1 and this completes the proof.

Next we prove that the boundary condition (4.13) can be recovered by the definition

of entropy solution.

Lemma 4.3.11. Let ρ be an entropy solution given by Definition 4.3.1. Then, the

following inequality holds for all k ∈ [0,Tr ρ]

g(Tr ρ) ≥ g(k) at x = ±1. (4.43)

Proof. In (4.15), we choose the special test function ψ = ν(t)ωκ with ν ∈ C2(]0, T [)

positive and ωκ ∈ C2([−1, 1]) with the following properties:
ωκ(x) = 1 on x = −1,

ωκ(x) = 0 on {x ∈ [−1, 1] ; |x+ 1| ≥ κ} ,
0 ≤ ωκ(x) ≤ 1 on (−1, 1).

(4.44)
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Similarly as before for ξκ, we choose ωκ such that

∂xωκ → −δx=−1 as κ→ 0,

where δx=−1 denotes the Dirac delta measure centered at −1. Then, in the limit κ→ 0

(4.15) converges to ∫ T

0
sgn(Tr ρ− k)[g(Tr ρ)− g(k)]φx|x=−1ν(t) dt

+ sgn(k)

∫ T

0
[g(Tr ρ)− g(k)]φx|x=−1ν(t) dt ≥ 0,

for all k ∈ R. Thus, almost everywhere in {−1} × (0, T ) we have

(sgn(Tr ρ− k) + sgn(k))[g(Tr ρ)− g(k)]φx ≥ 0.

To conclude the proof we note that φx is always (i.e. independently of the given ρ) non-

negative at x = −1. This is a consequence of the fact that φ = 0 at x = ±1 (boundary

conditions) and positive on the whole domain, due to a trivial minimum principle for the

equation (4.16b). Employing Hopf’s Lemma we therefore conclude strict positivity of φx

at x = −1. In a similar way, one can construct a function ωk concentrating on x = 1 with

a derivative converging to a Dirac delta at x = 1. The same inequality is obtained since

the change of sign in the derivative of concentrator ωk is balanced by the change of sign

in φx (non-increasing at x = 1). To conclude, we note that (sgn(Tr ρ− k) + sgn(k)) = 0

for all k /∈ [0,Tr ρ] (as Tr ρ ≥ 0) and equal to 2 otherwise.

4.3.4 Uniqueness

Next we shall prove that the entropy solution in the sense of Definition 4.3.1 is unique.

Theorem 4.3.12 (Uniqueness of entropy solutions). There exists at most one entropy

solution (ρ, φ) to the system (4.11) with initial condition (4.12) and boundary conditions

(4.13)-(4.14) in the sense of Definition 4.3.1.

The above stated result is a consequence of the following stability theorem, which

follows the same technique developed in [56]. Here the authors use the variables doubling

technique originally introduced in [62]. A similar strategy was also used e.g. [9, 10].

We state the following useful result:
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Lemma 4.3.13. ([56]) Consider a function z = z(x) belonging to L∞(Rd) ∩ BV (Rd)
and let h be Lipschitz on the interval Iz := [−‖z‖L∞ , ‖z‖L∞ ]. Then h(z) belongs to

L∞(Rd) ∩BV (Rd) and ∣∣∣∣ ∂∂xj h(z)

∣∣∣∣ ≤ ‖h‖Lip(Iz)

∣∣∣∣ ∂∂xj z
∣∣∣∣

in the sense of measures for j = 1, . . . , d.

Uniqueness can be deduced from the following theorem:

Theorem 4.3.14. Let (ρ, φ), (ρ̄, φ̄) be the two entropy solutions to system (4.11) accord-

ing to Definition 4.3.1 with initial data ρI , ρ̄I ∈ L∞([−1, 1]) ∩BV ([−1, 1]) respectively.

Then for almost all t ∈ (0, T ),

‖ρ(t)− ρ̄(t)‖L1(Ω) ≤ ‖ρI − ρ̄I‖L1(Ω) + t‖g‖L∞(Ω)‖φxx(t)− φ̄xx(t)‖L∞((0,T );L1(Ω))

+ t‖g‖Lip(Ω)‖ρx(t)‖L1(Ω)‖φx(t)− φ̄x(t)‖L∞((0,T );L∞(Ω))

holds.

Combining this result with (4.35) and (4.36) from Lemma 4.3.9 we obtain

‖ρ(t)− ρ̄(t)‖L1(Ω) ≤ ‖ρI − ρ̄I‖L1(Ω) + tC‖ρ(t)− ρ̄(t)‖L1(Ω), (4.45)

for some positive constant C. Choosing t small enough this inequality contradicts the

existence of two different solutions ρ and ρ̄ having the same initial datum and thus

implies uniqueness. It remains to prove Theorem 4.3.14.

Proof. We first note that in this proof there will sometimes, after integration by parts,

be terms which insolve derivatives of the sgn. To be precise, the sgn needs to be

approximated in these situations, as in the proof of Lemma 4.3.5. However, to in-

crease the readability of this proof, we will omit this detail here. Consider a non-

negative, compactly supported, Lipschitz continuous function ψ(x, t, x̄, t̄), defined on

[−1, 1]× [0, T [×[−1, 1]× [0, T [. Furthermore, let ψ be zero on {−1, 1}× [0, T ). Next, we

take two admissible solutions ρ(x, t), ρ̄(x̄, t̄) and write (4.15) as∫∫
ΩT

|ρ− ρ̄|ψt dxdt−
∫∫
ΩT

sgn(ρ− ρ̄)[g(ρ)− g(ρ̄)]ψxφx(x, t) dxdt +

∫∫
ΩT

sgn(ρ− ρ̄)g(ρ̄)ψφxx(x, t)dxdt− sgn(ρ̄)

∫ T

0
[g(Tr ρ)− g(ρ̄)]φx(x, t)ψ |x=±1 dt ≥ 0.
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and∫∫
ΩT

|ρ̄− ρ|ψt̄ dx̄dt̄−
∫∫
ΩT

sgn(ρ̄− ρ)[g(ρ̄)− g(ρ)]ψx̄φ̄x̄(x̄, t̄) dx̄dt̄ +

∫∫
ΩT

sgn(ρ̄− ρ)g(ρ)ψφ̄x̄x̄(x̄, t̄) dx̄dt̄− sgn(ρ)

∫ T

0
[g(Tr ρ̄)− g(ρ)]φ̄x̄(x̄, t̄)ψ |x̄=±1 dt̄ ≥ 0.

Integrating both the above inequalities over ΩT := Ω × [0, T [, the first with respect to

x̄, t̄ and the second with respect to x, t and adding the resulting equations leads to∫∫∫∫
ΩT×ΩT

|ρ− ρ̄|(ψt + ψt̄) dzdz̄

−
∫∫∫∫
ΩT×ΩT

[
sgn(ρ− ρ̄)

(
g(ρ)φx(x, t)− g(ρ̄)φ̄x(x̄, t̄)

)
(ψx + ψx̄)

]︸ ︷︷ ︸
:=I1

dzdz̄

−
∫∫∫∫
ΩT×ΩT

[
sgn(ρ− ρ̄)

(
g(ρ̄)ψx

(
φ̄x̄(x̄, t̄)− φx(x, t)

)
+ g(ρ)ψx̄

(
φ̄x̄(x̄, t̄)− φx(x, t)

))]︸ ︷︷ ︸
:=I2,1

dzdz̄

+

∫∫∫∫
ΩT×ΩT

[
sgn(ρ− ρ̄)(g(ρ̄)φxx(x, t)− g(ρ)φ̄x̄x̄(x̄, t̄))ψ

]︸ ︷︷ ︸
:=I2,2

dzdz̄

=

∫∫∫∫
ΩT×ΩT

(|ρ− ρ̄|(ψt + ψt̄) + I1 + I2,1 + I2,2) dzdz̄ ≥ 0.

Here z = (x, t) and z̄ = (x̄, t̄). We take a symmetric function δ ∈ C∞(R) with total mass

one and supp(δ) ⊂ (−1, 1). We define

δh(·) :=
1

h
δ
( ·
h

)
and choose the following test function

ψ = ν

(
t+ t̄

2
,
x+ y

2

)
δh

(
t− t̄

2

)
δh

(
x− x̄

2

)
.

From this definition we conclude∫∫∫∫
ΩT×ΩT

(|ρ− ρ̄|(ψt + ψt̄) + I1) dxdtdx̄dt̄

=

∫∫∫∫
ΩT×ΩT

(
|ρ− ρ̄|νt + sgn(ρ− ρ̄)

(
g(ρ)φx(x, t)− g(ρ̄)φ̄x̄

)
νx
)
×

× δh
(
t− t̄

2

)
δh

(
x− x̄

2

)
dxdtdx̄dt̄.
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We now consider the term I2,1

I2,1 = − sgn(ρ− ρ̄)
[
φ̄x(x̄, t̄) (g(ρ̄) + g(ρ))− φx(x, t) (g(ρ̄) + g(ρ))

] 1

2
νxδhδh

− sgn(ρ− ρ̄)
[
φ̄x(x̄, t̄) (g(ρ̄)− g(ρ))− φx(x, t) (g(ρ̄)− g(ρ))

]
ν(δhδh)x

=: I2,1,1 + I2,1,2.

Here, we used that by definition we have νx̄ = 1
2νx and (δhδh)x̄ = −(δhδh)x. Integrating

by parts in I2,1,2 leads to

−
∫∫∫∫
ΩT×ΩT

sgn(ρ− ρ̄)
[
φ̄x(x̄, t̄) (g(ρ̄)− g(ρ))− φx(x, t) (g(ρ̄)− g(ρ))

]
×

× ν(δhδh)x dxdtdx̄dt̄

=

∫∫∫∫
ΩT×ΩT

sgn(ρ− ρ̄)
[
φ̄x(x̄, t̄) (g(ρ̄)− g(ρ))− φx(x, t) (g(ρ̄)− g(ρ))

]
×

× 1

2
νxδhδh dxdtdx̄dt̄

+

∫∫∫∫
ΩT×ΩT

φ̄x̄[(sgn(ρ− ρ̄)(g(ρ̄)− g(ρ)))x − φxx(x, t) sgn(ρ− ρ̄) (g(ρ̄)− g(ρ))]×

× νδhδh dxdtdx̄dt̄

+

∫∫∫∫
ΩT×ΩT

− φx(x, t)(sgn(ρ− ρ̄) (g(ρ̄)− g(ρ)))xνδhδh dxdtdx̄dt̄.

Noticing that

−φxx(x, t) sgn(ρ− ρ̄) (g(ρ̄)− g(ρ)) + I2,2

= − sgn(ρ− ρ̄)(φ̄x̄x̄(x̄, t̄))− φxx(x, t))g(ρ)νδhδh

and adding again I2,1,1 we obtain∫∫∫∫
ΩT×ΩT

(I2,2 + I2,1,2 + I2,1,1) dxdtdx̄dt̄

=

∫∫∫∫
ΩT×ΩT

− sgn(ρ− ρ̄)(φ̄x̄x̄(x̄, t̄)− φxx(x, t))g(ρ)νδhδh dxdtdx̄dt̄

+

∫∫∫∫
ΩT×ΩT

(φ̄x̄ − φx)(sgn(ρ− ρ̄)(g(ρ̄) + g(ρ)))xνδhδh dxdtdx̄dt̄

+

∫∫∫∫
ΩT×ΩT

sgn(ρ− ρ̄)
[
φ̄x(x̄, t̄)g(ρ)− φx(x, t)g(ρ)

]
νxδhδh)︸ ︷︷ ︸

=:J

dxdtdx̄dt̄.
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As there are no more derivatives in the terms involving δhδh, we consider the limit

h→ 0, remove two integrals and set x = x̄, t = t̄. This is a rather technical point which

is explained in great detail in [61]. We choose the new test function

ν(x, t) = νκ,h̃(x, t) = (1− ξκ(x))χh̃(t),

with for some 0 < t1 < t2 < T fixed

χh(t) =

∫ t

−∞
(δh(τ − t1)− δh(τ − t2)) dτ,

and ξκ as defined in (4.42). We observe that all terms which are bounded in L1 and

multiplied by (νκ,h̃(x, t))x converge to a boundary term in the limit κ → 0. We thus

have

lim
h̃→0
κ→0

∫∫
ΩT

(I1 + J) dxdt = −
∫ t2

t1

∫
∂Ω

sgn(Tr ρ− Tr ρ̄)φ̄x[g(Tr ρ)− g(Tr ρ̄)] dsdt,

and therefore

− lim
h̃→0,
κ→0

∫∫
ΩT

(|ρ− ρ̄|νt + I1 + I2,1 + I2,2) dxdt

= −
∫ 1

−1
(|ρ− ρ̄|) dx

∣∣∣∣t2
t1

+

∫ t2

t1

∫ 1

−1
− sgn(ρ− ρ̄)(φ̄xx(x, t))− φxx(x, t))g(ρ) dxdt

+

∫ t2

t1

∫ 1

−1
(φ̄x − φx)(sgn(ρ− ρ̄)(g(ρ̄) + g(ρ)))x dxdt

+

∫ t2

t1

sgn(Tr ρ− Tr ρ̄)φ̄x[g(Tr ρ)− g(Tr ρ̄)]|x=±1dt ≥ 0.

Using Lemma 4.3.13, we have

|(sgn(Tr ρ− Tr ρ̄)(g(Tr ρ̄)− g(Tr ρ)))x| ≤ ‖g‖Lip(I)|ρx|. (4.46)

Collecting all the above terms we obtain

‖ρ(t)− ρ̄(t)‖L1(Ω)

∣∣t2
t1
≤
∫ t2

t1

∫
Ω

[
|φxx(x, t)− φ̄xx(x, t)|‖g‖L∞(Ω)

+‖φx(t)− φ̄x(t)‖L∞(Ω)‖g‖Lip(I)|ρx|
]
dxdt

+

∫ t2

t1

∫
∂Ω

sgn(Tr ρ− Tr ρ̄)φ̄x[g(Tr ρ)− g(Tr ρ̄)] dsdt.

(4.47)
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Following [17], we define

k(x, t) =


Tr ρ if Tr ρ < Tr ρ̄,

0 if Tr ρ = Tr ρ̄,

Tr ρ̄ if Tr ρ > Tr ρ̄.

This allows us to write, at x = −1

sgn(Tr ρ− Tr ρ̄)φ̄x(−1, t)[g(Tr ρ)− g(Tr ρ̄)] = sgn(Tr ρ− k)φ̄x(−1, t)[g(Tr ρ)− g(k)]

+ sgn(Tr ρ̄− k)φ̄x(−1, t)[g(Tr ρ̄)− g(k)].

Note that φ̄x(−1, t) > 0. At x = 1, the same holds true. Using Lemma 4.3.11 we

conclude that the last term on the right hand side of (4.47) is negative and can therefore

be omitted. Thus letting t1 → 0 we arrive at the desired inequality and this completes

the proof.

4.4 Numerics and Examples for the Hughes’ model

In this section we discuss the behaviour of solutions for the non regularised one-dimensional

problem with simple initial data. Already these examples show quite interesting features

which can be reproduced by numerical simulations. The content of this section is formal

as we don’t provide any existence and uniqueness theory. However, the characteristic

calculus provides a useful tool to understand qualitatively the behaviour of the solu-

tion in the simple examples considered and is in complete agreement with the numerical

results.

4.4.1 Characteristic Calculus

We consider the non-regularised problem

ρt − (ρf2(ρ)φx)x = 0, (4.48a)

|φx| =
1

f(ρ)
. (4.48b)

In the following, we always consider the unique viscosity solution φ to (4.48b). We use

(in a non rigorous way) the notion of a viscosity solution to be able to interpret φ as a

biased shortest distance to the exit. Note that thus this solution has a unique turning
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point x0(t) (i.e. point, where φx changes sign) given by the implicit relation∫ x0(t)

−1

1

f(ρ)
dx =

∫ 1

x0(t)

1

f(ρ)
dx.

Thus, (4.48a) can be written as (using that |φx| = φx sgnφx)

ρt − (ρf(ρ) sgnφx)x = 0. (4.49)

The natural boundary conditions (in the spirit of [17, 32]) are given by

f(Tr ρ) ≥ f(k) on x = ±1, for all k ∈ [0,Tr ρ], (4.50)

which is satisfied if and only if Tr ρ belongs to the interval of densities corresponding to

outgoing characteristics, i.e. Tr ρ ∈ [0, 1/2]. As shown in [32], the boundary condition

in case of incoming characteristics is determined by solving a Riemann problem between

the boundary datum (i.e. zero in this case) and the trace of the density next to the

boundary.

Away from the time dependent interface x = x0(t) (where φx is discontinuous) we

can give sense to characteristics. They are defined by

ẋ = −(1− 2ρ) sgn(φx).

Note that the Rankine-Hugoniot condition for a hyperbolic conservation law with flux

F , i.e. ρt + F (ρ)x = 0 is given by

[[F (ρ)]] = ẋ0(t) [[ρ]] . (4.51)

Here, [[·]] denotes the jump at the discontinuity x0.

Constant initial data

We would like to understand the behaviour of the solution in the very simple case

of constant initial data. Here we are particularly interested in the three cases which

correspond to different characteristic speeds, i.e. ρI less, equal or greater than 1/2. In

particular we consider the cases ρI = 1/4, ρI = 1/2 and ρI = 3/4. In the case of constant

initial data, the interface is constant in time, i.e. ẋ0 = 0 and located at x = 0. Thus

sgnφx = − sgnx and (4.48a) can be written as

ρt + (ρf(ρ) sgnx)x = 0. (4.52)
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a) b) c)

Figure 4.2: a) ρ = 0.25 b) ρ = 0.5 c) ρ = 0.75

The RH condition (4.51) for this flux F (ρ) = ρf(ρ) sgnx reads

f(ρ+) + f(ρ−) = 0,

where ρ± denote the right and left limit of ρ at the interface x = 0. An immediate

consequence of this is that constant functions ρ(x, t) = c with c ∈ (0, 1) do not satisfy

the RH condition (4.51) and are not weak solutions. If we start with a constant initial

datum we expect the equation to “correct” this by forcing ρ(0, t) = 0 in arbitrary small

time (ρ(0, t) = 1 would also create a solution, which however does not fulfil the entropy

condition). Then two shocks originate between ρ(0, t) = 0 and ρ(x, t) = c for x 6= 0,

which move towards the boundary. The slope of these shocks is determined by the RH

condition (4.51). In the three cases considered we obtain

ẋ =


±3

4 ρI(x) = 1
4

±1
2 ρI(x) = 1

2

±1
4 ρI(x) = 3

4 .

This situation, locally around x = 0, is sketched in Fig. 4.2. Around the center x = 0

where no information is transported to, we expect the solution to be either zero or a

rarefaction wave. In case of a rarefaction wave we make the ansatz ρ(x, t) = u
(
x
t

)
and

deduce from (4.52) that

uRF(x, t) =
x+ t

2t
.

This solution continuously connects the two outgoing shocks but creates the constant

value 1/2 at x = 0 and is thus not admissible. Therefore, the we expect formation of a

vacuum in between the two shocks in all three cases. In the case ρ = 3/4, we encounter

an additional phenomenon at the boundaries. Here the characteristics point inwards,
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therefore we need to prescribe boundary conditions at x = ±1. We choose the following

Dirichlet boundary conditions ρ(±1, t) = 1/2 (maximal flux). Such condition is easily

recovered by solving the Riemann problem between Tr ρ = 3/4 and the boundary value

zero (cf. [32]).

This implies that the characteristics at the boundary are vertical while characteristics

of slope 1/2 transport the value 3/4 into the domain. Hence we obtain two wedges (one

at each boundary) in which no information is transported by characteristics. If we make

again the ansatz ρ(x, t) = u
(
x+1
t

)
(shifted to the left boundary), we obtain the following

rarefaction wave

ρ(x, t) =
x+ 1 + t

2t
,

which is an admissible solution. Thus we expect rarefaction waves at both boundaries.

At time t = 4/3, these rarefaction waves will hit the shocks coming from the interface

(at x = ±1/3, respectively). To calculate the new slope of the shock we use the RH

condition (4.51) which results in the following ODE

ṡ(t) = −s(t)
2t

+
t− 1

2t
, s

(
4

3

)
= −1

3
.

Using standard techniques we obtain the solution

s(t) = −
√
t

(
1 + t√
t
−
√

3

)
.

A complete picture of the case ρI(x) = 3/4 is given in Fig. 4.3. In the next section we

will see that all these phenomena can be observed in numerical simulations.

Remark 4.4.1 (Boundary conditions in the regularised and non regularised case). At

a first glance there is a clear discrepancy between the boundary conditions in the regu-

larised case (4.13) and the ones prescribed above for the non regularised model. In the

latter case, the set of admissible boundary data is determined via the monotonicity of

f at the boundary, whereas in the former case this set is determined via the function g.

Hence, there is the possibility of a boundary layer in a possible limit as δ1 → 0. However,

the regularised problem has a source term g(ρ)φxx, and this fact could possibly imply

some compensation phenomena at the boundary which can avoid the boundary layer.

This issue will be the topic of future study.
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x

t=
4
3

Figure 4.3: Details for the case ρI(x) = 3/4

4.4.2 Numerical simulations

Next we present numerical simulations of (4.48) relating the results to the previous

discussion in Section 4.4.1. We consider the regularised system on the domain Ω = [−1, 1]

ρt − div(ρf(ρ) sgnφx) = ερxx (4.53a)

|φx| =
1

f(ρ)
(4.53b)

with a regularization parameter ε ≥ 0. The system is supplemented with the initial

condition ρ(x, 0) = ρI(x) and inhomogeneous Dirichlet boundary conditions ρ(±1, t) =

ρD. We use these boundary conditions to be consistent with the characteristic calculus

presented in Sec. 4.4.1. This allows us to compare the numerical results with these

computations. We solve (4.53) in an iterative manner, i.e.

1. Given ρ solve the eikonal equation (4.53b) with fast sweeping method.

2. Solve the non-linear conservation law (4.53a) for a given φ using an ENO scheme

or resp. a Godunov scheme.

We choose the following discretisation. The domain R is divided into cells Ij =

[xj− 1
2
, xj+ 1

2
] with centers at points xj = j∆x for j ∈ Z. The time domain (0,∞) is

discretised in the same manner via tn = n∆t resulting in time strips In = [tn, tn+1].
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We used two different schemes to compare and understand the behaviour of solutions.

In the first approach we use an ENO scheme with small diffusion on the whole domain

Ω = [−1, 1]. In the second approach we split the domain into two parts Ω = Ω1 ∪ Ω2

where Ω1 = [0, x(t)] and Ω2 = [x(t), 1], solve equation (4.53a) with a Godunov scheme

(and no diffusion, i.e. ε = 0) on Ω1 and Ω2 and concatenate both solutions.

ENO scheme

J. Towers presented convergence results for an ENO scheme for conservation laws with

discontinuous flux in [108]. This ansatz can be used in Step (2) to solve (4.53a) with small

diffusion on the whole domain Ω = [−1, 1]. Let χnj denote the characteristic function on

the rectangle Rnj = Ij × In. The finite difference scheme then generates for every mesh

size ∆x and ∆t a piecewise constant solution ρ∆ given by

ρ∆(x, t) =
∑
n≥0

∞∑
−∞

χnj ρ
n
j .

The approximations ρnj are generated by an explicit algorithm

ρn+1
j = ρnj − λ1(kj+ 1

2
hj+ 1

2
− kj− 1

2
hj− 1

2
) + λ2(dj+ 1

2
− dj− 1

2
). (4.54)

Here λ1 = ∆t
∆x , λ2 = ε∆t

∆x2 and kj± 1
2

= sgnφx(xj± 1
2
). The diffusive flux is given by

dn
j+ 1

2

:= ρnj+1− ρnj , the convective one hj+ 1
2

:= h(v, u) is chosen such that it is consistent

with the actual flux, i.e. h(ρ, ρ) = g(ρ) = ρf(ρ). To guarantee monotonicity the flux is

transposed when kj+ 1
2

changes sign, i.e.

hj+ 1
2

=

h(ρj+1, ρj) if kj+ 1
2
≥ 0

h(ρj , ρj+1) if kj+ 1
2
< 0.

We choose the ENO flux [39] which is given by

h(v, u) =
1

2
(g(u) + g(v)) +

1

2

∫ v

u
|gu|du. (4.55)

Godunov scheme The Godunov scheme is derived by using the exact solution oper-

ator for ρt + (F (ρ))x = 0 with piecewise constant initial data. The resulting numerical

flux is h(v, u) = F (uG(v, u)), where uG(v, u) is the similarity solution of the resulting

Riemann problem with right and left state v and u evaluated anywhere on the vertical
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half-line t > 0 where the jump in the initial data occurs. The Godunov flux [88] is given

by

h(v, u) =

min[u,v] F (w) if u ≤ v

max[u,v] F (w) if u ≥ v.
(4.56)

Constant initial data First we would like to validate the characteristic calculus pre-

sented in section 4.4.1. We choose constant initial data ρI(x) that is smaller or larger

than 1/2. The time discretisation is set to ∆t = 10−4, the spatial discretisation to

∆x = 10−2. Here we solved the non regularised problem with ε = 0 using Godunovs’

method. First we choose ρI(x) = 1/4, the evolution is depicted in Figure 4.4. In this case

the characteristics point outward, therefore we prescribe numerical boundary conditions

instead of physical ones. In our second example we set ρI(x) = 3/4. Here we observe a

(a) t = 1
4

(b) t = 3
4

(c) t = 5
4

Figure 4.4: Evolution of ρ with initial datum ρI(x) = 0.25

good agreement of the numerical simulation with the theoretical results, see Figure 4.5.

Note that the shock hits the rarefaction waves at t = 4/3 and that the subsequent shock

hits the boundary at t = 3 (as predicted by our characteristic calculus).

Other examples Finally we would like to illustrate the behavior with other examples.

We choose the following initial guess

ρI(x) =


0.8 if − 0.8 ≤ x ≤ −0.5

0.6 if − 0.3 ≤ x ≤ 0.3

0.9 if 0.4 ≤ x ≤ 0.75,
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(a) t = 1
2

(b) t = 4
3

(c) t = 5
2

Figure 4.5: Evolution of ρ with initial datum ρI(x) = 0.75 and Dirichlet boundary

conditions ρ(±1) = 0.5

representing three groups which would like to exit at x = 1 or x = −1. We set the

spatial discretisation to ∆x = 10−3, the discretisation in time to ∆t = 10−4. Here we

solve (4.53a) on the whole domain using an ENO flux and ε = 10−4. The evolution of

the densities is illustrated in Figure 4.6. Here the y axis corresponds to time, running

from 0 (top) to 1.5 (bottom). The right group (located between 0.4 ≤ x ≤ 0.75) splits at

the beginning, a small part moves to the left while the rest moves towards the right exit.

We observe that the part of the group which was moving to the left changes direction

and moves towards the right.

−1−0.8−0.6−0.4−0.200.20.40.60.81
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Evolution of x(t)

(b) x(t)

Figure 4.6: Evolution of ρ and x(t)
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4.5 Alternative Regularization

In this section we prove that the alternative regularised problemρt − (ρf2(ρ)φx)x = 0

−δφxx + f(ρ)2|φx|2 = 1
(4.57)

admits at least an entropy solution. The initial condition and the boundary data are

posed exactly in the same way as in the previous model, therefore we shall omit them.

We shall only provide a sketch of the proof. Throughout this section we will consider

(4.16a), (4.16b) with homogeneous Dirichlet boundary conditions for ρ and φ and ρI ≥ 0

as initial datum.

As we did in the previous case, we approximate the scalar conservation law by the

viscous approximation

ρt − (ρf2(ρ)φx)x = ερxx.

In order to prove existence of smooth solutions to the approximated model, one can cut

off the term f(ρ)2|φx|2 in the elliptic equation and send the cut-off parameter to the

limit.

In order to obtain a limit for ρε as ε → 0, one can try to estimate the BV norm of

ρ, as done in the previous approximation. Using the same arguments as in the proof of

Lemma 4.3.5 we immediately have

‖ρx‖L1(Ω) ≤ C1e
C2t. (4.58)

The next step would now be to derive an estimate on ρt. However, this has not been

possible as we were not able to control terms of the form φxt or φxxt. Indeed, the time

dependence of φ is introduced only by ρ in the term f(ρ)|φx|2. However, as there are no

time derivatives, it is by no means straight forward to derive bounds on time derivatives

of φ. To still obtain existence of a weak solution, we will use the following Aubin-Lions

like argument (see, e.g. [106, Chapter 3.2, Thm 2.1]), using in particular the L1 bound

on ρx obtained above.

We consider the three Banach spaces W 1,1 ⊂ L2 ⊂ H−1 with continuous injections.

Note that H−1 is reflexive and the injection W 1,1 → L2 is compact. Let T > 0 and

consider the space

Y =

{
v ∈ L2((0, T );W 1,1), v̇ =

dv

dt
∈ L2((0, T );H−1)

}
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which, equipped with the norm

‖ρ‖Y = ‖v‖L2((0,T );W 1,1 + ‖v′‖L2((0,T );H−1)

is a Banach space which is embedded in L2((0, T );L2). Then we want to proof the

following theorem

Theorem 4.5.1. In the above setting, the injection of Y into L2((0, T );L2) is compact.

Proof. We consider a sequence ρm uniformly bounded in Y. We need to show that there

exists a subsequence ρµ which strongly converges in L2((0, T );L2(Ω)). First we note

that W 1,1 is compactly embedded into L2. We now define the space

Ȳ =

{
v ∈ L2((0, T );L2), v̇ =

dv

dt
∈ L2((0, T );H−1)

}
which is obviously a reflexive Banach space. As the sequence ρm is also bounded in this

space, there exist subsequences

ρµ ⇀ ρ, in L2((0, T );L2(Ω))

(ρµ)t ⇀ ρt in L2((0, T );H−1(Ω)).

Thus what we need to show is that vµ = ρµ − ρ converges strongly in L2((0, T );L2).

Assuming for a moment that ρµ − ρ converges to 0 strongly in L2((0, T );H−1) we have,

due to the classical Aubin-Lions Lemma [106, Ch.2.1, Lemma 2.1]

‖vµ‖L2((0,T );L2) ≤ η‖vµ‖L2((0,T );W 1,1) + cη‖vµ‖L2((0,T );H−1). (4.59)

Since our sequence is bounded in Y we know

‖vµ‖L2((0,T );L2) ≤ ηc+ cη‖vµ‖L2((0,T );H−1) (4.60)

and as η can be chosen arbitrary we conclude

lim
µ→∞

‖vµ‖L2((0,T );L2) = 0.

Thus we only need to prove strong convergence of vµ in L2((0, T );H−1). First we observe

that

Y ⊂ C([0, T ];H−1)
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with a continuous injection. From this we know that there exists a constant c such that

‖vµ(t)‖H−1 ≤ c ∀ t ∈ [0, 1], ∀µ.

Therefore, due to Lebesgue’s theorem we only need to show that for almost every t in

[0, T ],

vµ(t)→ 0 inH−1 strongly, as µ→∞.

We prove this for t = 0 and we write

vµ(0) = vµ(t)−
∫ t

0
v′µ(τ) dτ.

Integrating this gives

vµ(0) =
1

s

(∫ s

0
vµ(t) dt−

∫ s

0

∫ t

0
v′µ(τ) dτdt

)
. (4.61)

Thus

vµ(0) = aµ + bµ

with

aµ =
1

s

∫ s

0
vµ(t) dt, bµ = −1

s

∫ s

0
(s− t)v′µ(τ) dτdt

Knowing that v′µ converges weakly in H−1 we conclude the boundedness of ‖v′µ(t)‖H−1

and can thus always find a s such that

‖bµ‖H−1 ≤
∫ s

0
‖v′µ(t)‖H−1 dt ≤

ε

2
.

In view of (4.58) the only thing left to show in order to apply this theorem is ρt ∈
L2((0, T );H−1). Multiplying (4.16a) by ρ and integrating leads

d

dt

∫
ρ2

2
dx = −ε

∫
|∇ρ|2 dx−

∫
ρf2(ρ)︸ ︷︷ ︸
=:F ′(ρ)

∇ρ · ∇φ dx

= −ε
∫
|∇ρ|2 dx+

∫
F (ρ)∆φ dx
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By integrating with respect to time we obtain

√
ε∇ρ ∈ L2((0, T );L2), ρ ∈ L∞((0, T );L2)

and thus, via the equation we obtain

ρt ∈ L2((0, T );H−1).

Thus using Theorem 4.5.1 we conclude the compactness of ρε in L2((0, T );L2(Ω)) and

therefore, by compactness, the existence of a weak solution (ρ, φ) to (4.57).
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Chapter 5

Continuous Limit of a Crowd

Motion and Herding Model

5.1 Introduction

This Chapter deals with the analysis and numerical simulation of a macroscopic model

for the motion of a human crowd, derived by (formally) passing to a continuous limit

from a microscopic cellular automata model developed by Kirchner and Schadschneider,

cf. [59]. In their approach, the crowd is considered as a group of a finite number of indi-

viduals located on a rectangular two-dimensional grid. Giving a discrete time step, the

model provides for each individual in a given cell the probability to jump into a neigh-

bouring cell. This probability is determined by several factors. First of all, individuals

are not allowed to jump to an occupied cell (size exclusion, cf. [103]). Furthermore, there

exist two driving forces, called “floor fields”, cf. [16], respectively, a static field S and a

dynamic field D on which the jump-probability depends exponentially. The static field

provides the individuals with a sense of their environment, increasing towards locations

they want to reach, such as doors. Being zero at the initial time, its value is increased

whenever a particle leaves a cell. Thus it models the tendency of people to follow others,

called herding. The term herding originates from animal herds. For human crowds it

can “be broadly defined as the alignment of the thoughts or behaviours of individuals

in a group (herd) through local interaction and without centralized coordination”, cf.

[92]. To study the herding capabilities (and limitations) of the model under considera-

tion is one of the main goals of this paper. Interestingly, herding is not only observed
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in the movement of human crowds but also in its behaviour on financial markets, cf.

[8, 87, 28]. We emphasize that the dynamic field is created by a local interaction and is

thus in agreement with this definition of herding.

We finally remark that this model can be seen as a (non-linear) variant of the famous

Patlak-Keller-Segel model for chemotatic movement of cells (cf. [57, 52, 53]). In chemo-

taxis, the random movement of (biological) cells is biased by a chemical substance. This

so-called chemoattractant is a chemical emitted by the cells if e.g. they found a food

source and which has the function to lead other cells to this source. The dynamical

behaviour of the chemoattractant is subject to degradation and diffusion. In our model,

the dynamic floor field has a similar function. A striking difference however is that it

does not correspond to a physical substance. Thus it may be called a “virtual chemoat-

tractant”, cf. [59]. Due to the finite size exclusion in the microscopic approach, this

model features a non-linear mobility, proportional to 1−ρ. This has also been discussed

in the context of chemotaxis, cf. [89]. It prevents the model from showing a blow-up

phenomena as known from the original Keller-Segel model for initial data with a mass

above a certain threshold (cf. [6]). In this Chapter we will consider analytical issues

such as linear stability of stationary solutions which, as we shall explain below, is closely

linked to congestion. We provide extensive numerical simulations in one and two space

dimensions, using specially designed experiments to analyse herding effects.

We shall also provide several results yielding improved understanding of the model by

Kirchner and Schadschneider.

• A continuum limit exhibiting connections to (non-linear) chemotaxis and animal

herding models (Section 2).

• A discussion of appropriate boundary conditions for modelling crowds in contained

environments and a discussion of stationary states, related to the possibility of

congestion.

• A discussion of numerical schemes allowing efficient simulations in set-ups with

complicated geometries (Section 4).

• A discussion of particular limitations of the herding model, which occurs in a sim-

ulation with non-convex obstacles. Here the local definition of the dynamic fields

yields counter-intuitive behaviour since the herding only affects local movement of

the crowd but not the trend to follow those finding escape routes (Section 5).
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5.2 The Microscopic Model

Figure 5.1: A particle on the two-dimensional cell grid

In this Section we shall give a more detailed description of the microscopic model,

especially how it incorporates herding effects. As mentioned in the introduction, the

model is set up on a two-dimensional rectangular grid and is discrete in time. The size

of one cell is typically about 40× 40 cm2, cf. [95]. This value originates from a maximal

density of 6.25 people per m2, cf. [110]. In the following we assume a grid of size N×M .

An agent located in a given cell (i, j), i = 1, . . . , N , j = 1, . . . ,M , can, at each time step,

jump into one of its neighbouring cells, as depicted in Figure 5.1. Since the empirical

determined average speed of a person is around 1.3 m/s, cf. [110], a person would need

about 0.3 seconds to walk through one cell. This naturally defines a time scale for the

model, cf. [58]. For each cell there is a probability to jump into it and the particle

chooses the cell with the highest probability. This probability is determined by three

basic principles:

1. Size exclusion: A cell can only be occupied by one particle at each time step, i.e.

its occupation number ni,j is either one or zero. This corresponds to the obvious

assumption that there exist a maximal number of people that can occupy a certain

amount of space. The model is set up such that each cell can accommodate no

more than one individual.

2. Static floor field S: The static floor field is, as its name suggests, given and

constant in time. It is used to lay down the attractiveness of certain space regions.

A typical choice is the distance to an exit (given in e.g. the Euclidean or Manhattan

norm) but it could also used to mark places within the domain which people want

to reach, a ticket counter for example. The convention in the model is that the

field increases in more attractive regions.
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3. Dynamic floor field D: This second floor field accounts for the effect of herding.

The basic idea is that, in a large crowd, people are more likely to walk into direc-

tions where they see other people moving. This is because they assume that the

density in these regions is relatively low and that by moving into them they can

increase their speed and reach their target earlier. Thus the dynamic field on a cell

increases whenever a particle leaves it. Of course, as the distribution of particles

changes, this information is only valid for a short time. This is modelled by a

degradation effect. Finally, as the observations people make are not assumed to

be precise, the dynamic field is also assumed to diffuse. How the field is calculated

exactly in the discrete setting will be explained below.

With these ingredients at hand, the probability to jump to a cell i, j is given by

Pi,j = Ni,j exp (kDDi,j) exp (kSSi,j)(1− ni,j)ξi,j .

The term (1− ni,j) accounts for the size exclusion effect rendering the probability zero

if a cell is occupied. The positive constants kD and kS regulate the relative influence

of the two floor fields. Obstacles such as walls, tables and so on are incorporated via

ξi,j which is zero if a cell belongs to an obstacle and one otherwise. Finally, Ni,j is a

normalisation factor given by

1 /Ni,j =
∑

k=i−1,i+1

∑
l=j−1,j+1

ekDDk,lekSSk,l .

5.2.1 Calculation of the Dynamic Floor Field

At the beginning of a simulation, the dynamic field is zero on every cell. It is then

updated in each time step tk using the following rules

• It is increased by one whenever a particle left a cell, i.e.

Dk+1
i,j =

{
Dk
i,j + 1 if (nki,j − n

k+1
i,j ) = 1

Dk
i,j otherwise

• If D ≥ 1, it decreases by a given probability δ > 0, i.e. given a random number p

Dk+1
i,j =

{
Dk
i,j − 1 if p < δ

Dk
i,j otherwise
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• The diffusion is implemented in the following way: Given is a fixed constant κ ∈
R+, in each time step, a random number p is generated. If p < κ, the D field is

lowered by one and increased by one on a randomly chosen neighbouring cell.

Note that these rules imply that the value of D is always a non-negative integer.

5.2.2 Herding Effects

As mentioned in the introduction a remarkable feature of the model is to incorporate

herding effects via the dynamic field. We consider the following example: a number

of the people is situated in a room and want to leave it using a single door (i.e. in

an evacuation). In their original paper, cf. [59], the authors simulated this situation

and obtained that the evacuation time, i.e. the time until the room is empty, becomes

smaller the larger the coupling parameter kD is. The intuitive explanation is that once

people found a way to the door, other people start following them. We shall however

show that in more complicated geometries, the dynamic field might also yield a larger

evacuation time, cf. Section 5.7.

5.3 Derivation of the Macroscopic Model

Figure 5.2: The microscopic setting in one space dimension.

In this Section we shall derive a system of partial differential equations from the

discrete model, cf. [104, 103]. We perform this procedure only in one space dimension as

it is analogous in higher dimensions. Thus were a dealing with row of N cells of width

h as shown in Figure 5.2. We assume a scaling such that the total length of the row is

one, i.e. hN = 1. To pass to the limit, we need to rephrase the model in the following

way: First, we denote by xi the midpoint of cell i, i = 1, . . . , N . Next we introduce the

following functions

S : [0, 1]× R+ → R+ D : [0, 1]× R+ → R+ ρ : [0, 1]× R+ → [0, 1] (5.1)
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The function S is the continuous analogue to the static floor field and assumed to be

given. By ρ(x, t) we denote the probability to find an particle at position x and time

t. D = D(x, t) is a random variable whose expected value corresponds to the value to

the dynamic floor field at (x, t). The probability to jump into cell i at time tk = k∆t,

k ∈ N \ 0 is given by

P (xi) = NekDD(xi,tk)ekSS(xi)(1− ρi(xi, tk))ξi, (5.2)

with

N(xi) =
1∑i+1

k=i−1 e
kDD(xi,tk)ekSS(xi)

.

Remark 5.3.1 (Closure Assumption). We remark, that the above probability already

contains a closure assumption. A priori, only ni,j, i.e. the information whether cell (i, j)

is occupied or not is known. However, in (5.2) we used the probability of the cell being

occupied or not. In cases in which the macroscopic limit can be justified rigorously, this

closure assumption turned out to be the right one, cf. [43], which motivates our choice.

With this notation at hand we have the following update rule for ρ

ρ(xi, tk+1) = P (xi, tk)(ρ(xi−1, tk) + ρ(xi+1, tk)) (5.3)

+ ρ(xi, t)(1− P (xi−1, tk)− P (xi+1, tk)),

i.e. the probability to find a particle at x, t + ∆t is given by the probability that a

particle jumps into this cell minus the probability that a particle leaves the cell if it was

already occupied and

D(xi, tk+1) = D(xi, tk) + (∆t)ρ(xi, tk)(P (xi−1, tk) + P (xi+1, tk))− δD(xi, tk), (5.4)

i.e. value of D increases, whenever a particle leaves an occupied field and decreases with

rate δ > 0. We first take a closer look at eq. (5.3). Taylor expansion of the right hand

side leads to

ρ(xi, t+ ∆t)− ρ(xi, t) = h2P (xi, t)
∂ρ

∂x
(xi+1, t)− h2ρ(xi, t)

∂P

∂x
(xi+1, t)

= h2P (xi, t)
∂ρi
∂x

(t)− h2ρ(xi, t)
∂

∂x

(
NekSSekDD

[
(1− ρ(xi, t))(∇D +∇S)− ∂ρ(xi, t)

∂x

])
= h2 ∂

∂x

(
NekSSekDD

∂ρ(xi, t)

∂x

)
− h2 ∂

∂x

(
NekSSekDDρ(xi, t)(1− ρ(xi, t))(∇D +∇S)

)
.
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Dividing this expression by h2, choosing the scaling ∆t = h2 and passing to the limit

h→ 0 we obtain the following limiting equation

∂tρ+
1

3
div(ρ(1− ρ)(kS∇S + kD∇D)) =

1

3
∆ρ. (5.5)

Here we made use of

Fi(h
2) := ekDD(xi)ekSS(xi,t)Ni =

ekDD(xi,t)ekSS(xi)

3ekDD(xi,t)ekSS(xi) +O(h2)

h→0−→ 1

3
. (5.6)

For (5.4), we apply the same procedure yielding

D(xi, t+ ∆t)−D(xi, t)

∆t
= ρi(t)(P (xi+1, t) + P (xi−1, t))− δD(xi, tk)

= ρ(xi, t)(Fi+1(h2)(1− ρ(xi+1, t) + Fi−1(h2)(1− ρ(xi−1, t))− δD(xi, tk)

= ρ(xi, t)
(
Fi+1(h2)(1− ρ(xi, t) + Fi−1(h2)(1− ρ(xi, t)

)
− δD(xi, tk)

+ ρ(xi, t)

(
h

(
Fi+1(h2)

∂ρ(xi, t)

∂x
− Fi−1(h2)

∂ρ(xi, t)

∂x

))
− δD(xi, tk)

+O(h2)

In the limit ∆t = h2 → 0, the last term on the r.h.s vanishes and we obtain

∂tD = −δD +
2

3
ρ(1− ρ).

As it is well known that the diffusion algorithm described in Subsection 5.2.1 yields, in

the continuum limit a term κ∆D, we arrive at

∂tD = κ∆D − δD +
2

3
ρ(1− ρ). (5.7)

Remark 5.3.2. In [58, Sec. 3.5.2], an alternative definition of the dynamic field is

given, namely that the value of the D in a certain cell is increased whenever the cell is

occupied, i.e.

Di(t+ ∆t) = Di(t) + (∆t)ρi(t).

We remark that in the continuous limit, this results in a system with a linear coupling

in the D equation which reads

∂tρ = ∆ρ− div(ρ(1− ρ)(kD∇D + kS∇S)), (5.8)

∂tD = ∆D − δD + ρ. (5.9)

This system has already been analysed extensively in the context of chemotaxis, cf. [29].
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5.4 Basic Properties of the Model

In this Section we shall discuss properties of the system derived above. First we note

that with an appropriate scaling of t and D, we obtain an diffusion coefficient equal to

one in the equation for ρ and can also remove the factor 2
3 in front of the non-linear

coupling in the equation for D. We arrive at

ρt = ∆ρ− div(ρ(1− ρ)(kD∇D + kS∇S)), (5.10)

Dt = κ∆D − δD + ρ(1− ρ). (5.11)

We denote by j the total flux in ρ, i.e.

j := ρ(1− ρ)(kD∇D + kS∇S)−∇ρ

5.4.1 Boundary Conditions

For the boundary conditions, we prescribe homogeneous Neumann conditions for D, i.e.

∇D · n = 0 on ∂Ω

where n denotes the outward normal on ∂Ω. This means that the total mass of the

dynamic field only changes via its creation and degradation within the domain. To

define realistic boundary boundary conditions on ρ is not as straightforward as for D.

First, we divide the boundary into two parts, namely doors and walls

∂Ω := ∂ΩD ∪ ∂ΩW .

In our approach, we assume that as soon as people reached a door, they leave the domain

with a given outflow velocity v0 of Euclidean norm 1 pointing outside. Of course, people

leave the domain proportional to their density at the door and thus we have

j · n = ρv0 · n on ∂ΩD.

This means in particular that the size exclusion no longer holds once people reached the

door, i.e. the space behind the door is assumed to be large enough to allow everybody

to exit with speed v0. A typical choice for v0 would be kS∇S. On the wall segments,

we prescribe no-flux boundary conditions, i.e.

j · n = 0 on ∂ΩW .
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Note that due to the Neumann conditions on D, if ∇S · n = 0, this is equivalent to

homogeneous Neumann conditions on ρ (assuming no vacuum and no saturation on

∂Ωw). Furthermore, we supplement the system with the initial conditions

ρ(t = 0) = ρI ,

D(t = 0) = DI .

5.4.2 Well-posedness

Under appropriate conditions on the initial datum uI = (ρI , DI), existence and unique-

ness of a weak solution for this system is well-known. For the sake of simplicity we

will only state the result with the simplification of homogeneous Dirichlet boundary

conditions. We define

V :=
{

(u, v) | (u, v) ∈W 1,p(Ω;R2), 0 ≤ u ≤ 1, 0 ≤ v on Ω̄, u = v = 0 on ∂Ω
}
.

We note that existence of a solution in V especially implies that the ρ is always less or

equal to one. This reflects the size exclusion present in the microscopic model. Further-

more, also the non-negativity of D is preserved. We have the following theorem

Theorem 5.4.1 ([112, Thm. 2.1]). Assume p > n, p ≥ 2. If furthermore (uI , DI) ∈ V
then for arbitrary t > 0 there exist unique global solutions (u, D) of (5.10), (5.11) with

(u(t), D(t)) ∈ V.

We remark that for the realistic boundary conditions stated above, we expect less

regularity of the solutions. In particular, the flux may become discontinuous at the edges

of doors. The regularity of the flux will depend on the geometry and regularity of the

boundary, cf. [77, 46].

5.4.3 Stationary Solutions

In this Section we examine the stationary system, i.e.

0 = div(∇ρ∞ − ρ∞(1− ρ∞)(kS∇S + kD∇D∞)), (5.12)

0 = κ∆D∞ − δD∞ + ρ∞(1− ρ∞). (5.13)

Here we assume no flux boundary conditions on ρ and D. For the first equation, it

suffices to find ρ∞ such that the total flux is zero, i.e.

0 = ρ∞(1− ρ∞)(kS∇S + kD∇D∞) +∇ρ∞.
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Dividing by ρ∞(1− ρ∞) leads to

0 =
∇ρ∞

ρ∞(1− ρ∞)
+ (kS∇S + kD∇D∞) = ∇

(
log

(
ρ∞

1− ρ∞

)
+ kSS + kDD∞

)
.

Integrating this equation we obtain

log

(
ρ∞

1− ρ∞

)
= k − kSS − kDD,

and thus (with K = ek)

ρ∞ =
Ke−kSS−kDD∞

1 +Ke−kSS−kDD∞
. (5.14)

The constant K is implicitly determined by the total mass

M :=

∫
Ω
ρ dx. (5.15)

To obtain the stationary solutions D∞ to the second equation, we have to solve the

following non-linear elliptic mean-field problem

κ∆D∞ − δD∞ = −ρ∞(1− ρ∞)

where the right hand side

−ρ∞(1− ρ∞) = − Ke−kSS−kDD∞

(1 +Ke−kSS−kDD∞)2
.

is bounded between zero and minus one. We point out that uniqueness of a solution can

be obtained by Banach’s fixed point theorem if either δ is large or kD is small enough.

Remark 5.4.2 (Constant Stationary Solutions). We consider the special case of con-

stant stationary solutions. We note that ρ∞ = const, D∞ = const solves (5.12), if

S = 0. From (5.15) we find

ρ∞ =
|Ω|
M
.

Assuming δ > 0, equation (5.13) reduces to the following simple algebraic expression

D∞ =
1

δ
ρ∞(1− ρ∞).

Thus as long as δ > 0, there always exists constant stationary solutions (ρ∞, D∞),

uniquely determined by the total mass M .
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Linear Stability

We shall now derive stability properties of the stationary solutions considered above.

Constant stationary solutions correspond to situations without congestion and it is thus

important to understand if they prevail under perturbation. Consider the following

example: A long corridor (e.g. in an airport) with people moving only in one direction.

Assume that approximately the same amount of people leave and enter the corridor.

After some time, this system can assumed to be in the stationary regime. If people

can move freely through the corridor, we expect a constant density depending only on

the amount of people entering or leaving as well as their preferred speed. A congestion

however would be a region of higher density located somewhere in the corridor. An

important question from the application point of view is under which conditions the

constant state is stable under small perturbations (i.e. some people stopping for a short

time creating a small region of slightly increased density). The linear stability analysis

gives an answer to the question in terms of the value of the constant density ρ∞ as well

as the parameters kD, κ and δ. For simplicity, we set S = 0 in the following and examine

the perturbation of the constant equilibria ((u, v) ∈ V)

ρ̃ = ρ∞ + εu, D̃ = D∞ + εv, (5.16)

where we assume homogeneous Dirichlet boundary conditions for u and v. Using this

ansatz in (5.10), (5.11), we arrive at

ε∂tu = ∆(ρ∞ + εu) + div((ρ∞ + εu)(1− (ρ∞ + εu))kD∇(D∞ + εv))

= ∆(ρ∞ + εu) + div((ρ∞(1− ρ∞)− 2εuρ∞ + εu)(kD∇D∞ + εkD∇v))

= div(∇ρ∞ + (ρ∞(1− ρ∞)∇D∞))︸ ︷︷ ︸
=0

+ε∆u+ εdiv(ρ∞(1− ρ∞)kD∇v)

+ εdiv(u(1− 2ρ∞)∇D∞)︸ ︷︷ ︸
=0

+O(ε2)

and

ε∂tv = κ∆D∞ − δD∞ + ρ∞(1− ρ∞)︸ ︷︷ ︸
=0

+εκ∆v − εδv − εu(1− 2ρ∞) +O(ε2).

Dividing by ε and letting ε→ 0 we obtain the following linearisation

∂tu = ∆u+ div(ρ∞(1− ρ∞)kD∇v), (5.17)

∂tv = κ∆v − δv + u(1− 2ρ∞). (5.18)
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We first analyse this system in one space dimension using the Fourier series method:

∂tu = uxx + kDρ∞(1− ρ∞)vxx,

∂tv = κvxx − δvxx + u(1− 2ρ∞).

The ansatz

u =
∑
n∈Z

cn(t)einx, v =
∑
n∈Z

dn(t)einx

leads to (for all n ∈ Z)(
c′n

d′n

)
=

(
−n2 −kDk1n

2

k2 −κn2 − δ

)(
cn

dn

)
=: M

(
cn

dn

)

with

k1 := ρ∞(1− ρ∞), k2 := (1− 2ρ∞).

The corresponding eigenvalues of this 2× 2 ODE system are

λ1,2 = −1

2
δ − 1

2
n2(κ+ 1)± 1

2

√
n4(1− k2) + 2n2δ(κ− 1) + δ2 + 4kDk1k2n2.

Consider the larger one only, then the condition for λ2 to be negative is

kDk1k2 − δ ≤ κn2 (5.19)

Due to the homogeneous Dirichlet boundary conditions for the perturbations, the lowest

order mode is zero. Thus, due to (5.21), the effect of the instability is largest in the first

mode yielding the condition

kDk1k2 − δ ≤ κ. (5.20)

We summarize these results in the following

Proposition 5.4.3 (Linear stability). Let (ρ∞, D∞) be a constant solution to system

(5.12)-(5.13). If the condition

kDk1k2 − δ ≤ κ, (5.21)

is fulfilled, this solution is linearly stable with respect to small perturbations.
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We point out that, at least for simple geometries of Ω, this procedure also works in

two space dimension. For example for the case of a quadratical domain Ω, the Fourier

series is given by

u =
∑
n,m∈Z

cn,m(t)einxeimy, v =
∑
n,m∈Z

dn,m(t)einxeimy.

Instead of (5.19) we obtain

kDk1k2 − δ ≤ κ(n2 +m2).

In Section 5.6.1, we shall present numerical simulations confirming this result in both

one and two space dimensions.

Plateau Solutions

In the case of a constant stationary state being linearly unstable it is natural to look for

other stationary solutions or at least meta-stable ones in the dynamics. As explained

above these solutions are of special interest as from the modelling point of view they

correspond to congestion effects. A congestion should be related to a plateau of higher

density. In this Section, we shall show that non constant meta-stable solutions indeed

have the form of plateaus, i.e. being asymptotically piecewise constant. In particular a

large coupling constant kD and a small diffusion coefficient κ are promising parameters

to vary, as suggested by the linear stability condition. Rescaling the coupling coefficient

to 1 would correspond to a small diffusion coefficient in the equation for ρ. For small

diffusion coefficients meta-stable plateau solutions have indeed already been observed:

• In the Keller-Segel model with volume filling, which corresponds to our model with

ρ(1− ρ) replaced by ρ, i.e.

∂tD = κ∆D − δD + ρ.

This equation corresponds to an attractive force, the bacteria want to concentrate

on or near their food source yielding the positive coupling term. Meta-stable

plateau solutions are obtained for small diffusion coefficients in the equation for ρ

(cf. [31, 10]).

• In the Poisson-Nernst-Planck equations with size exclusion, corresponding to

∂tD = κ∆D − ρ.
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Here, the repulsive Coulomb force between equally charged ions accounts for the

negative coupling term −ρ. Stationary solutions are obtained in the presence of

additional external potentials for small diffusion coefficients in the Poisson equation

(the equation for D, cf. [13]). This is corresponding to the well-studied limit of

small Debye length in the semiconductor drift-diffusion equations (cf. [78]).

We are facing a mixed situation compared to the two types of models above, which

are either based on attractive of repulsive interactions. Even though the coupling term

ρ(1−ρ) itself is always positive, in our case interactions are attractive for small densities,

but repulsive for large densities. We illustrate this using a simplified version of the model.

Consider the quasi-stationary case with zero diffusion in D, i.e.

D =
1

δ
ρ(1− ρ),

which, inserted in (5.10), yields the forward-backward diffusion equation

ρt = div

(
1− kD

δ
ρ(1− ρ)(1− 2ρ)∇ρ

)
. (5.22)

Note that the equation is always forward parabolic for ρ ≥ 1
2 and around ρ = 0, however

for γ := kD
δ large there exist intermediate densities such that the diffusion coefficient be-

comes negative, yielding backward diffusion which corresponds to an attractive force. We

will thus investigate asymptotics of plateau-like stationary solutions for small parameter

ε =
√
κ
δ in the stationary system

div(∇ρ∞ − γρ∞(1− ρ∞)∇D∞) = 0 (5.23)

−ε2∆D∞ +D∞ = ρ∞(1− ρ∞).

or

ρ∞ =
eγD∞

cK + eγD∞
. (5.24)

with cK = 1/K. In order to gain understanding of the asymptotics it is convenient to

assume cK is given (we then obtain solutions for different masses by varying cK), which

we shall do in the following. Setting directly ε = 0 we obtain D∞ = ρ∞(1 − ρ∞) and

thus the fixed-point equation

ρ∞ =
eγρ∞(1−ρ∞)

cK + eγρ∞(1−ρ∞)
= F (ρ∞). (5.25)
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This equation has at least one fixed point since 0 < 1
cK+1 = F (0) = F (1) < 1. For

many values of cK and γ, it has a unique fixed point, thus we only expect the regular

asymptotics of constant stationary solutions. The situation is more interesting if there

are multiple fixed points, namely two stable (i.e. F ′ < 0) and one unstable (i.e. F ′ > 0)

one. Using a piecewise constant approximation of the numerically obtained solution

shown in Figure 5.7 yields approximately cK = 91. Choosing γ = 20, we indeed obtain

three fixed points, see Figure 5.3. Denoting by a and b the two stable fixed ones, we

expect plateau-like solutions of the form

ρ̄∞ =

{
a in Ω̄,

b else
and D̄∞ = ρ̄∞(1− ρ̄∞)

which indeed appear in numerical simulations as we shall see below. To obtain an
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Figure 5.3: Solutions to F (ρ∞) = ρ∞ for cK = 91 and γ = 20

(formal) analytical confirmation that solutions of this form exist, we now eliminate ρ∞

via (5.24) and work with the resulting equation for D

−ε2δD∞ +D∞ =
cKe

γD∞

(cK + eγD∞))2
. (5.26)

We define Γ := ∂Ω̄ \ ∂Ω and denote by d the signed distance to Γ(t), where we choose

d to be negative outside and positive inside the plateau. In order to resolve the local

change in normal direction we define a local variable z := d(x)
ε and expand the solutions
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in the form

ρ∞ =
∞∑
j=0

fj (x, z) εj

D∞ =
∞∑
j=0

gj (x, z) εj .

Figure 5.4: New coordinates close to plateau solutions

The leading order equation in the interfacial layer is given by

−∂zzg0 + g0 =
cKe

γg0

(c+ eγg0)2
(5.27)

supplemented with the conditions

g0 → a(1− a) for z →∞

g0 → b(1− b) for z → −∞.

This equation determines the exact form of the transition between the boundary values

on the plateaus.

The next order is given by

−∂zzg1 − ∂zg0∆d− 2∇x∂zg0 · ∇d = F ′(g0)g1 (5.28)

with homogeneous boundary values. In one spatial dimension (due to the absence of

curvature effects, ∆d = 0) we have

−∂zzg1 = F ′(g0)g1,

which has a trivial solution g1 = 0.

In higher spatial dimension the mean curvature (equal to ∆d) in the first-order

determines the shape of the interface. In order to extract the appropriate equation, we

use the non-trivial solution ψ1(z) of the homogeneous problem

−ψ′′1 = λF ′(g0)ψ1,
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where 0 < λ < 1 is the smallest eigenvalue of the operator. Multiplying the first-order

equation by ψ and integrating with respect to z we obtain

A(x)∆d+ 2∇xA(x) · ∇d = B(x), (5.29)

with the coefficients

A(x) =

∫
ψ1(z)∂zg0(z) dz, B(x) = (λ− 1)

∫
ψ1(z)F ′(g0)g1 dz.

The simplest solution we expect to be radially symmetric. Thus we chose an ansatz

which only depends on z and not explicitly on x and therefore

∆d = const. (5.30)

This means in 2 spatial dimensions there indeed exist solutions such that the interface

is a circle or a part of a circle if cut by ∂Ω. As we shall see below such solutions appear

in numerical simulations.

5.5 Numerical Simulations

In this Section we shall discuss numerical methods used for computational experiments.

All numerical simulations are carried out on a domain of size one, i.e. Ω = [0, 1] in one

and Ω = [0, 1] × [0, 1] in two space dimensions. Note that we will not give any details

on the calculation of the static field S. In the original definition of the model, attractive

regions such as doors or escape routes can be modelled as regions where the value of S

is large compared to other parts of the domain, cf. [58]. In the cases we are concerned

with here we only consider the case where S is given by a constant minus the distance

to the door, i.e.

S(x) = Smax − dist(x, “door”).

The constant Smax is typically defined as the maximum distance to the door. This

ensures that S assumes is maximum value at and decreases with increasing distance

from the door. As the geometry in our examples is very simple, the distance to the

door can be obtained by basic geometric considerations. However, for more complex

geometries, it might be necessary to use an Euclidean shortest path algorithm such as

Dijkstra’s algorithm, cf. [30]. Finally we remark that to visualise the results of the two

dimensional finite element simulations, we used the freely available tool Visit (cf. [2]).
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5.5.1 Simulations in one space dimension

In one space dimension, we use a simple semi-implicit finite difference scheme to solve a

linearised version of system (5.10), (5.11), namely

ρt = ρxx − (ρ(1− ρ̃)(kDD̃x + kSSx))x,

Dt = κDxx − δD + ρ(1− ρ̃),

with x ∈ Ω1 := [0, 1] and supplemented with an initial datum ρ0. As we are interested in

the linear stability properties we prescribe homogenious Neumann boundary conditions

for both ρ and D, i.e. we assume a domain with no doors. We divide the domain into

N equidistant intervals of length ∆h and denote by

ρi(t) := ρ(i∆x, t), Di(t) := D(i∆x, t),

and so on, the values of the solution at each grid point at time t. We also discretise time

in portions of size ∆t and write tk := k∆t. Then our semi-implicit scheme reads

ρi(tk)− ρi(tk−1)

∆t
=
ρi+1(tn)− 2ρi(tn) + ρi−1(tn)

(∆x)2

− ∂ix
(
(ρi(tk)(1− ρi(tk−1))(kD∂

i
xD(tk−1) + kS∂

i
xS)
)
,

and

Di(tk)−Di(tk−1)

∆t
= κ

Di+1(tn)− 2Di(tn) +Di−1(tn)

(∆x)2
− δDi(tk) + ρi(tk)(1− ρi(tk−1)),

where ∂ix denotes the discrete first derivative at the ith grid point obtained by a central

difference quotient, i.e.

∂ixD(tk) =
Di+1(tk)−Di−1(tk)

2∆x
.

To implement the scheme, we used matrix and vector classes from the NgSolve package,

cf. [98] and use the sparse direct solver Pardiso, cf. [96, 97].

5.5.2 Simulations in two space dimensions

In two space dimensions, we use a hybrid discontinuous Galerkin method as described

in [36]. This method has initially been developed for equations of the form

ρt = div(∇ρ+ ρv),
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with some given velocity vector field v. The method already includes upwind stabilisation

for the convection turn and we shall apply it to the linearised system

ρt = div(∇ρ− ρ(1− ρ̃)(kD∇D̃ + kS∇S)),

Dt = κ∆D − δD + ρ(1− ρ̃).

Here, ρ̃ and D̃ are assumed to be given functions. In our implementation, at time tn we

take ρ̃ = ρ(tn−1) and D̃ = D(tn−1). Then, we solve the complete linearised system to

obtain ρ(tn+1) and D(tn+1) and repeat this procedure until we reach t = tfinal.

Remark 5.5.1. To guarantee the continuity of the normal component of the numerical

flux

j := ρ(1− ρ̃)(kD∇D̃ + kS∇S)

over interior element edges we project j onto the space H1(Ω) in every time step. This

is necessary to strictly enforce the mass conserving property of the scheme. A similar

strategy and more details can be found in [5].

5.5.3 Monte-Carlo Simulation

In order to check the consistency between our PDE and the original model, we imple-

mented a Monte Carlo scheme following the steps described in Section 5.2, cf. [59]. We

used a Mersenne twister, cf. [80] to create the pseudo random numbers needed. The

main issue here is to deal with so-called “conflicts”, i.e. the case when two particles want

to jump into the same cell. In our implementation, we followed the strategy described

in [58]. The basic idea is the following: A new parameter λ ∈ [0, 1] in introduced. If two

or more particles want to jump to the same cell, this new parameter determines their

behaviour: With probability λ, none of the particles jumps and the cell remains empty.

With probability (1−λ), one particle is chosen randomly and jumps into the target cell.

One step in the simulation thus consists of:

• Create a random number for each occupied cell

• For each empty cell, find all neighbouring particles that want to jump into this cell

• Resolve the conflicts using the procedure described above

• Update the dynamic floor field
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5.6 Examples

5.6.1 Linear Stability

In this Section we will use the numerical schemes described above to verify the impact

of our linear stability analysis in one and two space dimensions. In the one dimensional

case, we choose the constant stationary states ρ∞ = 0.25 and D∞ = 0.75. We chose the

mesh size h = 5e − 4 and time steps ∆t = 0.1. Furthermore, we choose the parameter

ε = 1, κ = 0.001 and δ = 0.25. From the linear stability analysis (5.21), we expect

the system to become unstable for kD ≥ 2.66. To verify this behaviour numerically,

we add at time t = 0.5, the perturbation u = 0.01 sin(πx) to ρ and D. The results in

Fig. 5.5 illustrate the numerical behaviour for different kD. (Note that for kD = 3, the

instability develops very slowly and thus can hardly be seen in the plotted figure). The

results confirm our analytical calculations, cf. (5.19). Furthermore, we can see that the

form of the new non-constant equilibria and the speed at which they are approached

depend heavily on the value of kD.

We experience the same behaviour in the two dimensional case. Here, the perturbation

is u2D = 0.01 sin(πx) sin(πy). In Fig. 5.6, we only show the case kD = 3 as an example.

Videos for both the one- and two-dimensional case are available at [1].

5.6.2 Plateau Solutions

Neglecting the time derivative in (5.11), choosing κ = 10−4 we are in the situation of

Section 5.4.3. Starting with a constant initial guess ρ = 0.25, D = 0.75, both perturbed

by 0.01 sin(πx) sin(πy), we can numerically confirm the emergence of plateau solutions

as described in Section 5.4.3 in one as well as in two space dimensions, cf. Fig 5.7, 5.8.

5.7 Limitations of the Model: Non-convex Obstacles

In this Subsection, we present the results of a numerical test designed to examine the

herding behaviour of our model. The basic set-up is shown in Fig. 5.9(a): A group of

people is located behind an obstacle that prevents them from seeing the exit of the room

(i.e. S = 0 behind the obstacle, cf. 5.9(b). However, due to the diffusion in the model,

after a certain time some people will move around the obstacle and reach a position from

which is it possible to see the door (S 6= 0). Naively, one would expect that other people
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Figure 5.5: Linear stability in 1 D: ρ (left column) and D (right column) at time t = 0,

t = 25 and t = 50
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Figure 5.6: Linear stability in 2 D: ρ (left column) and D (right column) at time t = 0,

t = 60 and t = 300. The computational domain is the two-dimensional unit square.

114



0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

Figure 5.7: Plateau solutions (ρ: red, D: blue) in 1 D at a) t = 0, b) t = 0.025 and c)

t = 0.6

will follow these people and therefore be able find their way to the exit faster and that

this effect increases with the value of kD. To verify this, we did simulations with several

values of kD (namely 0, 1, 3 and 5) and compared the loss of mass versus time, cf. Fig.

5.10. However, the results shown confirm this expectation neither in the discrete nor in

the continuous case. In fact, people behind the obstacle moving around due to diffusion

are creating a large D-field within the obstacle. The stronger the coupling, the more

people are held back within the obstacle.
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Figure 5.8: Plateau solutions in 2 D: ρ (left column) and D (right column) at time t = 0,

t = 7 and t = 70. The computational domain is the two-dimensional unit square.
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a)

b)

Figure 5.9: The initial conditions in the PDE (a, left) and Monte Carlo (a, right) setting

and the static field S in the PDE (b, left) and Monte Carlo (b, right) setting
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Figure 5.10: The loss of mass vs. time for several values of kD for the PDE case (left)

and the Monte Carlo simulation (right)
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Chapter 6

Conclusions and Future Work

The first part of this thesis dealt with a mean-field price formation model. We were able

to show local existence, but the problem of global existence of a smooth solution on the

whole real line is still open. In [71], a sketch of such a proof is given, however it seems

difficult to make it rigorous. The main obstructions are the regularity and boundedness

of the free boundary (i.e the price).

For the data assimilation problem we were able to provide analytical and numerical

results for a known price p(t) in the assimilation interval. We provided numerical ex-

periments showing the influence of inverse crime, noise and imperfect measurements.

Interesting open problems are:

• If not only the price, but the price and the transaction rate are known, will this

improve the results?

• Improve the performance of the numerical algorithm, e.g. by including a back-

tracking line search, cf. [27], to determine the damping parameter. Furthermore,

the update step could be performed in a higher norm such as H1, i.e.

〈fk+1
I , v〉 = 〈fkI , v〉 − τJ ′(fkI )v, v ∈ H1(Ω).

This would correspond to an additional regularisation term.

• Application to real data. This will help in particular to get a feeling about the

modelling error.

Concerning the crowd motion models considered in the second part of this thesis, the

following points are worthwhile to address:
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• For Hughes’s model, it would be interesting to consider the two dimensional sit-

uation. While the model is given for any space dimension, it is not completely

clear whether the definition of the potential makes sense in a domain including

obstacles. Thus a numerical scheme which would be able to handle the 2d case

including obstacles would be useful to consider more realistic geometries. Due to

the hyperbolic structure of the model, specialised numerical algorithms, such as

(weighted) essentially non-oscillatory, cf. [47, 101, 102] and [24, Chapter 4], or

hybrid discontinuous Galerkin schemes, cf. [23, 36], are necessary. Some work in

this direction has been done, cf. [76], but the obstacles have not been considered.

• For the continuous model considered in Chapter 5, possible future work would

be to apply the numerical algorithm implemented to more realistic set-ups (e.g.

stadiums, metro stations, etc.) and compare the results with other existing models.

• In some situations, it might also be desirable to consider a coupling of the discrete

(Monte Carlo) and the continuous finite element scheme. For example, for very

large buildings, a particle simulation near crucial points such as exits coupled

with the finite element method in regions which are not critical would lead to a

significant reduction of simulation time.

• In [11], the author in collaboration M. Burger, C. Di Francesco and B. Schlake

studied a continuum model for diffusion of multiple species incorporating size ex-

clusion effects. It can be deduced from a microscopic hopping model in the same

manner as the Schadschneider & Kirchner model in Chapter 5. In the aforemen-

tioned work, only the case of a given, time independent potential has been con-

sidered. Well-posedness of strong solutions close to equilibrium as well as global

existence of weak solutions is proven. Thus a natural extension would be to couple

this model with the mean-field equation (5.11) (or, more precisely, two or more

mean field equations - one for each species) and employ it for the simulation of

human crowds. Most likely, at least the well-posedness proof can be adapted. Fur-

thermore, already the model without mean field equations is able to produce lane

formation (as instability of certain stationary states). This is quite remarkable for

a continuum limit and it is worthwhile to explore whether this property persists

or how it changes in the presence of the dynamic field. Finally, the results could

again be compared with discrete (Monte Carlo) simulations.
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• Finally, as explained in the introduction, a very important question in the mod-

elling of human crowds is how to obtain realistic models. The same holds true for

other situations involving high densities (i.e. the classical mean field hypothesis

is not fulfilled), such as ion channels. One possible way to deal with this issue

is to start from a generic, non-linear drift diffusion model and try to obtain the

structure of the non-linearities from measured data. This is an (inverse) parame-

ter identification problem. The advantage of this approach is obvious: the model

is already generated from measured data and thus reflects the “real” behaviour.

However, due its non-linear and inverse structure, the problem is not easy to treat.

The development of a theoretical framework and numerical algorithms is ongoing

work in collaboration with M. Burger and M.-T. Wolfram, cf. [12].
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[65] J.-M. Lasry and P.-L. Lions. Jeux à champ moyen. I. Le cas stationnaire. C. R.

Math. Acad. Sci. Paris, 343(9):619–625, 2006. 6
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[111] A. Wirgin. The inverse crime. arXiv:math-ph/0401050v1, 2004. 50

[112] D. Wrzosek. Global attractor for a chemotaxis model with prevention of over-

crowding. Nonlinear Analysis, 59(8):1293 – 1310, 2004. 101

[113] A. Yagi. Abstract quasilinear evolution equations of parabolic type in Banach

spaces. Boll. Un. Mat. Ital. B (7), 5(2):341–368, 1991. 64

[114] S. J. Yuhaski, Jr. and J. M. Smith. Modeling circulation systems in buildings using

state dependent queueing models. Queueing Systems Theory Appl., 4(4):319–338,

1989. 9

[115] M. Zhang, C.-W. Shu, G. C. K. Wong, and S. C. Wong. A weighted essentially

non-oscillatory numerical scheme for a multi-class lighthill-whitham-richards traffic

flow model. Journal of Computational Physics, 191(2):639 – 659, 2003. 58

[116] P. Zhang, S. Wong, and C.-W. Shu. A weighted essentially non-oscillatory nu-

merical scheme for a multi-class traffic flow model on an inhomogeneous highway.

Journal of Computational Physics, 212(2):739 – 756, 2006. 58

132


