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#### Abstract

This thesis: (a) presents the solution of several boundary value problems (BVPs) for the Laplace and the modified Helmholtz equations in the interior of an equilateral triangle; (b) presents the solution of the heat equation in the interior of an equilateral triangle; (c) computes the eigenvalues and eigenfunctions of the Laplace operator in the interior of an equilateral triangle for a variety of boundary conditions; (d) discusses the solution of several BVPs for the non-linear Schrödinger equation on the half line.

In 1967 the Inverse Scattering Transform method was introduced; this method can be used for the solution of the initial value problem of certain integrable equations including the celebrated Korteweg-de Vries and nonlinear Schrödinger equations. The extension of this method from initial value problems to BVPs was achieved by Fokas in 1997, when a unified method for solving BVPs for both integrable nonlinear PDEs, as well as linear PDEs was introduced. This thesis applies "the Fokas method" to obtain the results mentioned earlier.

For linear PDEs, the new method yields a novel integral representation of the solution in the spectral (transform) space; this representation is not yet effective because it contains certain unknown boundary values. However, the new method also yields a relation, known as "the global relation", which couples the unknown boundary values and the given boundary conditions. By manipulating the global relation and the integral representation, it is possible to eliminate the unknown boundary values and hence to obtain an effective solution involving only the given boundary conditions. This approach is used to solve several BVPs for elliptic equations in two dimensions, as well as the heat equation in the interior of an equilateral triangle.


The implementation of this approach: (a) provides an alternative way for obtaining classical solutions; (b) for problems that can be solved by classical methods, it yields
novel alternative integral representations which have both analytical and computational advantages over the classical solutions; (c) yields solutions of BVPs that apparently cannot be solved by classical methods.

In addition, a novel analysis of the global relation for the Helmholtz equation provides a method for computing the eigenvalues and the eigenfunctions of the Laplace operator in the interior of an equilateral triangle for a variety of boundary conditions.

Finally, for the nonlinear Schrödinger on the half line, although the global relation is in general rather complicated, it is still possible to obtain explicit results for certain boundary conditions, known as "linearizable boundary conditions". Several such explicit results are obtained and their significance regarding the asymptotic behavior of the solution is discussed.
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## Chapter 1

## Introduction.

### 1.1 The problems.

In this thesis the following PDEs are discussed:
(1) The second order linear elliptic PDEs in two spatial dimensions

$$
\begin{equation*}
q_{x x}(x, y)+q_{y y}(x, y)+4 \lambda q(x, y)=0 \quad(x, y) \in D \tag{1.1.1}
\end{equation*}
$$

where $\lambda$ is a complex constant and $D$ is some 2 dimensional domain with piecewise smooth boundary. For $\lambda=0$ this is the Laplace equation, $\lambda>0$ the Helmholtz equation, $\lambda<0$ the modified Helmholtz equation and otherwise the "generalized Helmholtz" equation.
(2) The heat equation, which is a second order linear evolution PDE, in three dimensions

$$
\begin{equation*}
q_{t}-q_{x_{1} x_{1}}-q_{x_{2} x_{2}}=f, \quad\left(x_{1}, x_{2}\right) \in D, 0<t<T \tag{1.1.2}
\end{equation*}
$$

where $f\left(x_{1}, x_{2}, t\right)$ is a given function and $D$ is some 2 dimensional domain with piecewise smooth boundary.
(3) The nonlinear Schrödinger (NLS) equation on the half line

$$
\begin{equation*}
i q_{t}+q_{x x}-2 \lambda|q|^{2} q=0, \lambda= \pm 1, \quad 0<x<\infty, t>0 \tag{1.1.3}
\end{equation*}
$$

For the first class of equations several classes of Boundary Value problems (BVP) are solved explicitly, when $D$ is an equilateral triangle. Moreover, the Helmholtz equation $(\lambda>$ $0)$ provides the eigenvalues and eigenfunction of the associated Laplace operator $(\lambda=0)$. The boundary value problems analyzed have the following boundary conditions

- Dirichlet: $q(x, y)=$ known, $\quad(x, y) \in \partial D$
- Neumman: $\frac{\partial q}{\partial N}(x, y)=$ known, $(x, y) \in \partial D$
- Robin: $\frac{\partial q}{\partial N}(x, y)-\chi q(x, y)=$ known, $\chi$ constant, $(x, y) \in \partial D$
- oblique Robin: $\sin \delta \frac{\partial q}{\partial N}(x, y)+\cos \delta \frac{\partial q}{\partial T}(x, y)-\chi q(x, y)=$ known, $\delta, \chi$ constants, $(x, y) \in \partial D$
- Poincaré: $\sin \delta_{j} \frac{\partial q}{\partial N}(x, y)+\cos \delta_{j} \frac{\partial q}{\partial T}(x, y)-\chi_{j} q(x, y)=$ known, $\delta_{j}, \chi_{j}$ constants, $(x, y) \in \partial D$,
where $\frac{\partial q}{\partial N}=\nabla q \cdot N, N$ is the unit outward-pointing normal vector to $D, \frac{\partial q}{\partial T}=\nabla q \cdot T$, $T$ is the unit tangent vector to $\partial D$; the terminology "oblique Robin" can be justified by rewriting the relevant condition as

$$
(\sin \delta, \cos \delta) \cdot\left(\frac{\partial q}{\partial T}(x, y), \frac{\partial q}{\partial N}(x, y)\right)-\chi q(x, y)=0, \quad(x, y) \in \partial D
$$

thus it involves the derivative of $q$ in the direction making an angle $\delta$ with the tangent vector on the boundary, i.e. with every side of the equilateral triangle; the Poincaré condition describes the case when there exist different oblique Robin conditions in each piece of the piecewise smooth boundary, i.e. in each side of the equilateral triangle, see Figure 1.1.

Similar considerations are valid for the Initial Boundary Value problems (IBVP) for the heat equation in the equilateral triangle; in this case we mainly analyze the Dirichlet problem, i.e.

$$
q\left(x_{1}, x_{2}, t\right)=\text { known, } \quad\left(x_{1}, x_{2}, t\right) \in \partial \mathcal{T}, \text { where } \mathcal{T}=\left\{x_{1}, x_{2} \in D, 0<t<T\right\}
$$



Figure 1.1:

For the NLS equation, the following types of boundary conditions, the so-called "linearizable", are discussed:

$$
\begin{equation*}
q(0, t)=0 ; \quad q_{x}(0, t)=0 ; \quad q_{x}(0, t)-\chi q(0, t)=0, \quad \chi \in \mathbb{R}^{*} . \tag{1.1.4}
\end{equation*}
$$

Furthermore, we will analyze three classes of Initial Boundary Value problems (IBVP); these problems involve one of the boundary conditions (1.1.4), as well as initial conditions characterized by the following functions: (a) a soliton evaluated at $t=0$; (b) a function describing a hump; and (c) an exponential function.

All these problems, i.e. BV and IBV for both linear and integrable nonlinear PDEs are analyzed by the unified method, called the "Fokas method" introduced in [1], in 1997; it was further developed by several authors, see for example [2], [3], [4], [5], [6], [7], [8] and the monograph [9].

### 1.2 Classical theory and techniques.

In this section we review briefly the classical theory for solving (1.1.1) for $\lambda \in \mathbb{R}$. We discuss only the techniques which can be applied to the boundary value problems considered in the thesis. [10] provides an excellent survey of both these techniques and many other exact and approximate methods for solving boundary value problems for linear PDEs.

### 1.2.1 Green's integral representation.

Green's theorem gives an integral representation of the solution of (1.1.1), involving the fundamental solution (sometimes known as the free space Green's function) and both the known and unknown boundary values. We note that a drawback for both Helmholtz and modified Helmholtz in 2-d is that the fundamental solution is given as a special function.

In order to formulate, for instance, an integral representation of the solution of (1.1.1) for the Dirichlet problem one should first determine the Green's function for the corresponding domain, i.e.,

$$
\begin{align*}
\left(\Delta_{y}+4 \lambda\right) G(y, x)=\delta(y-x), & y \in \Omega  \tag{1.2.1}\\
G(y, x)=0, & y \in \partial \Omega
\end{align*}
$$

Alternatively, if the eigenvalues and eigenfunctions of the Laplacian are known in $\Omega$ then the problem is solved since the Greens function can be constructed as an infinite sum of the eigenfunctions.

### 1.2.2 Separation of variables.

Start with a given boundary value problem in a separable domain (one where $\Omega=\left\{a_{1} \leq\right.$ $\left.x_{1} \leq b_{1}\right\} \times\left\{a_{2} \leq x_{2} \leq b_{2}\right\}$ where $x_{j}$ are the co-ordinates under which the differential operator is separable). This method involves the separation of the PDE into two ODEs and the derivation of the associated completeness relation (i.e. transform pair) depending on the boundary conditions for one of the ODEs. Then the solution of the boundary value problem is given as a superposition of eigenfunctions of this ODE.

Some of the main limitations of this method for solving boundary value problems are the following:

- It fails for BVPs with non-separable boundary conditions (for example, those which include a derivative at an angle to the boundary).
- The appropriate transform depends on the boundary conditions and so the process must be repeated for different boundary conditions.
- The solution is not uniformly convergent on the whole boundary of the domain (since it is given as a superposition of eigenfunctions of one of the ODEs).

In the author's opinion the best references on separation of variables are: [11] volume 1 chapter 4 (spectral analysis of differential operators), [12] paragraph 5.1 (separable coordinates), [13] chapter 4 (spectral analysis), chapter 5 (transforms and switching between the alternative representations), [14] chapter 7 (spectral analysis) chapter 8 paragraph 8.1.3 (transform methods), [15] paragraphs 4.4, 5.7, 5.8 (transform methods), [16] and [17].

### 1.2.3 The method of images/reflections.

This technique can be used to find either the Green's function or the eigenfunctions and eigenvalues. The domains on which this technique works are the half plane, the infinite strip, the semi-infinite strip, the wedge of angle $\pi / n, n \in Z^{+}$, the rectangle and three types of triangles (the equilateral, the right isosceles and the 30-60-90 right triangle).

This applies to Dirichlet and Neumann boundary conditions, as well as some mixed boundary conditions where Dirichlet conditions are posed on part of the boundary and Neumann conditions on the rest (the mixed boundary conditions which are allowed for each domain are detailed in [18]). For all the domains except for the half plane and wedge, an infinite number of images is required, and so the Green's function is given as an infinite sum. The extension of the method to Robin and oblique Robin boundary conditions in the upper half plane is given in [19] and [20]. The Green's function is given as the source, plus one image, plus an semi-infinite line of images. Robin and oblique Robin boundary
conditions in a wedge of angle $\pi / n, n \in Z^{+}$are considered in [21]. For the Robin problem the Greens function is given as a source point, plus infinite lines of images, plus infinite regions of images. The oblique Robin problem can only be solved if n is odd and under some restrictions on the angle of derivative in the boundary conditions (this is to ensure no images lie inside the domain).

For the four bounded domains mentioned above, the method of images can be used to find their eigenfunctions and eigenvalues under Dirichlet, or Neumann, or some mixed Dirichlet-Neumann boundary conditions (the same ones for which the Green's function can be found) by reflecting to one of

- the whole space [22], [23]
- a parallelogram [24],
- a rectangle [25],
where one can use separation of variables in cartesian co-ordinates, then reflecting back. This reflection technique does not work for Robin or more complex boundary conditions.

Some references that have interesting results concerning the method of images in polar co-ordinates are [26] and [27].

### 1.2.4 Conformal mapping.

The Laplace equation has the unique property that the Dirichlet and Neumann problems can be solved using conformal mapping, in particular Schwarz-Christoffel mapping. When the mapping function is given explicitly, this gives an integral representation of the solution. However, this is not the case for the equilateral triangle in section 2.2, where inversion of special functions is involved.

The other classical techniques, and the Fokas method, become competitive when more
general boundary conditions, such as Robin, are prescribed, which cannot be solved by conformal mapping. Similar advantages of the Fokas method appear in the modified Helmholtz and Helmholtz equations.

### 1.3 The Fokas method.

The Fokas method has the following basic ingredients:
(1) the global relation, which is an algebraic equation that involves certain transforms of all initial and boundary values; the existence of these transforms justifies the terminology "global" relation.
(2) the integral representation of the solution, given in terms of the global form of all the initial and boundary values.

Firstly, we will illustrate how the Fokas method works for linear PDEs:

- Given a PDE, construct a scalar differential form which is closed iff the PDE is satisfied.
- From this differential form define two compatible linear eigenvalue equations with scalar eigenfunctions, which are called a Lax pair.
- On the one hand, by employing Green's theorem, this differential form yields the global relation, which is an algebraic equation coupling the relevant spectral functions.
- On the other hand, the simultaneous spectral analysis of both parts of the Lax pair yields a scalar Riemann-Hilbert problem, which consequently yields the relevant integral representation of the solution in terms of the spectral functions.

Finally, the explicit solution of the associated problem is derived through the elimination of the unknown boundary values in the integral representation, by using appropriately the global relation.

The situation in the nonlinear PDEs is conceptually similar, but more complicated. Now, we construct a matrix differential form, which yields a Lax pair containing matrix eigenfunctions. This implies that the spectral functions are not given explicitly by the relevant initial and boundary values(they are given as the solutions of linear integral equations of the Volterra type). Furthermore, the integral representation of the solution is given through a matrix Riemann-Hilbert problem which cannot be solved in closed form(its solution is characterized by a linear integral equation of Fredholm type). However, there exist certain class of boundary conditions, called "linearizable", for which the unknown spectral functions can be obtained through the algebraic manipulation of the global relation.

### 1.4 Achievements of the thesis.

Boundary value problems for $q_{\bar{z}}=0$ and the Modified Helmholtz equation were solved in [28], [29], [30] and [31]. Solutions in terms of infinite series have been derived for several problems of the Laplace, Helmholtz and modified Helmholtz equations in the interior of an equilateral triangle in [32] and for the Laplace equation in the interior of a right isosceles triangle in [33], employing the Fokas method; this is to be contrasted to other techniques based on the eigenvalues of the relevant operators that yield the solution as a bi-infinite series.

The eigenvalues of the Laplace operator for the Dirichlet, Neumann and Robin problems in the interior of an equilateral triangle were first obtained by Lamé in 1833 [34]. Completeness for the associated expansions for the Dirichlet and Neumann problems was obtained in [23], [24], [35], [25] using group theoretic techniques. Completeness for the associated expansion for the Robin problem was achieved in [36] using a homotopy argu-
ment. These results have been rederived by several authors, see for example [37]-[38].

The classical problem of the heat equation is solved in several ways in separable domains, but for non-separable has been mainly related with the results obtained for the modified Helmholtz equation, through the Laplace transform. Moreover, the Fokas method was extended to evolution PDEs in two spatial dimensions in [39] and [40].

The integral representations of the initial-boundary value problems on the half line, applied on the NLS, the sine-Gordon(sG) and the Korteweg-de Vries(KdV), were derived in [3] and [2]. Furthermore, the linearizable boundary conditions were obtained for each one of the equations. These results were reviewed in [9].

Considering these problems, the main achievements of this thesis are:

- The solutions of the same problems with those considered in [32], for the Laplace and modified Helmholtz equations in the interior of an equilateral triangle(nonseparable domain), are now given as an integral(as opposed to an infinite sum in [32], [33], and a bi-infinite sum classically). Furthermore, a novel approach has been introduced which employs the global relation at the same time that the contours of the integral representation are being deformed. As a result, the integrands of the relevant integrals are exponentially decaying functions; this has analytical and numerical advantages.
- A specific choice for the contours of integration in the integral representation and Cauchy's theorem, yields the solution in terms of an infinite series of the relevant residues, which provides a relationship between the discrete and the continuous spectrum of these problems.
- The integral representation of the generalized Helmholtz equation in the interior of a convex polygon is given for the first time; this is also the case for the solution of the Dirichlet problem in the interior of an equilateral triangle. These results are interesting, in particular taking into consideration the relation of this equation with
certain evolution PDEs in higher dimensions.
- Regarding the eigenvalues of the Laplace operator a simple, unified approach for rederiving the previous results is presented. Furthermore the eigenvalues for the oblique Robin and certain Poincaré problems are derived for the first time. The method introduced here is based on the analysis of the global relation, see [7]. In addition, combining these results with the integral representation of the solution of the Helmholtz equation, yields the corresponding eigenfunctions.
- The solution of the heat equation in an equilateral triangle is expressed as an integral in the complex Fourier space, i.e. the complex $k_{1}$ and $k_{2}$ planes, involving appropriate integral transforms of the known boundary conditions. Moreover, the solution is expressed in terms of an integral whose integrand decays exponentially as $|k| \rightarrow \infty$. Hence, it is possible to evaluate this integral numerically in an efficient and straightforward manner.
- The distribution of zeros of the spectral functions of the linearizable boundary value problems for the NLS yields the explicit asymptotic behavior of the solution. In particular, it yields the number of solitons generated from the given initial and boundary conditions.


### 1.5 Structure of the thesis.

## Chapter 2: Linear Elliptic Equations in an Equilateral Triangle.

- We solve:
$\diamond$ Laplace equation in an equilateral triangle for symmetric Dirichlet (the same function is prescribed in all three sides), as well as arbitrary Dirichlet boundary conditions.
$\diamond$ modified Helmholtz equation in an equilateral triangle for symmetric Dirichlet and Poincaré boundary conditions.
$\diamond$ generalized Helmholtz equation in an equilateral triangle for symmetric Dirichlet boundary conditions.
- Particular cases of the Poincaré problem yield the solution of other problems, e.g. oblique Robin, Robin and Neumann.
- Common characteristics appear in the solution of all the above problems.
- The solution is given in terms of integrals that have exponentially decaying integrands on the contours of integration.


## Chapter 3: Eigenvalues for the Laplace operator in the interior of an equilateral triangle.

- We find explicitly the eigenvalues of the Laplace operator for the Dirichlet and the Neumann problems in the equilateral triangle.
- We derive explicit formulae for the computation of the eigenvalues of the Laplace operator for the Robin, the oblique Robin and certain Poincaré problems in the equilateral triangle.
- The formulae for Poincaré problem, yield the relevant eigenvalues of all other problems, via particular limits.
- We find the eigenfunctions of the Laplace operator for the Dirichlet problem and also indicate how the eigenfunctions for all other problems can be computed.


## Chapter 4: The heat equation in the interior of an equilateral triangle.

- We solve the heat equation in the interior of an equilateral triangle for symmetric Dirichlet and arbitrary Dirichlet boundary conditions. this is achieved by employing similar techniques with those used in Chapter 2.
- The solution is given in terms of integrals that have exponentially decaying integrands on the contours of integration.


## Chapter 5: Explicit soliton asymptotics for the nonlinear Schrödinger equation on the half-line.

- A review of the Fokas method is given, in connection with initial and boundary value problems for nonlinear integrable PDEs on the half line; emphasis is placed in the NLS.
- The linearizable boundary conditions, for which the unknown spectral functions are computed via algebraic manipulation of the global relation, are derived; furthermore, for this class of boundary conditions three initial-boundary value problems are analyzed. These problems are characterized by the following initial conditions:

```
\diamond a soliton evaluated at t=0;
```

$\diamond$ a function describing a hump;
$\diamond$ an exponential function.

- The analysis of the spectral functions yields effective asymptotic results using the Deift-Zhou techniques for the asymptotic analysis of the relevant Riemann-Hilbert problem, see [41].


## Chapter 2

## Linear elliptic equations in an equilateral triangle.

Below, we describe the solutions of some boundary value problems for the basic elliptic equations using the Fokas method, introduced in [1]. For linear PDEs, this method involves the following steps(see [9]):
(1) Given a PDE, construct a differential form which is closed iff the PDE is satisfied.
(2) From this differential form define two compatible linear eigenvalue equations which, in analogy with the theory of nonlinear integrable PDEs, are called a Lax pair.
(3) Employing Green's theorem in this differential form yields a relation between certain functions $\hat{q}_{j}(k)$, called the spectral functions; these functions are certain integrals of the values of $q$ and of its derivatives on the boundary of the domain. From now on we will refer to this relation as the "global relation".
(4) Perform the simultaneous spectral analysis of the Lax pair, which yields an integral representation of the solution $q(z, \bar{z})$ in terms of the spectral functions $\hat{q}(k)$.
(5) Given appropriate boundary conditions, use the invariants of the global relation to eliminate the unknown boundary values appearing in the integral formula obtained in (4).

The implementation of the approach presented here has certain novel features. In particular, it constructs the solution in terms of integrals which involve integrands that have strong decay as $|k| \rightarrow \infty$. This is to be contrasted with earlier investigations (see [32]) where the solution was expressed in terms of a combination of an infinite series and integrals with oscillating kernels.

### 2.1 The problems.

We implement this approach to the Laplace, modified Helmholtz and "generalized Helmholtz" equations for some boundary value problems in the interior of an equilateral triangle.
(a) Fundamental Domain

Let $D \subset \mathbb{C}$ be the interior of the equilateral triangle depicted in Figure 2.1 and defined by its three vertices $\left(z_{1}, z_{2}, z_{3}\right)$,

$$
\begin{equation*}
z_{1}=\frac{l}{\sqrt{3}} e^{\frac{-i \pi}{3}}, z_{2}=\bar{z}_{1}, z_{3}=-\frac{l}{\sqrt{3}}, \tag{2.1.1}
\end{equation*}
$$

where $l$ is the length of the side.

The sides $\left(z_{1}, z_{2}\right),\left(z_{2}, z_{3}\right),\left(z_{3}, z_{1}\right)$ will be referred as sides $(1),(2),(3)$.

The complex variable $z$, on each of the sides (1),(2),(3), satisfies the following relations:

$$
\frac{d z}{d s}^{(1)}(s)=i, \quad \frac{d z}{d s}^{(2)}(s)=i a, \quad \frac{d z}{d s}^{(3)}(s)=i \bar{a}, \quad a=e^{i \frac{2 \pi}{3}}=-\frac{1}{2}+i \frac{\sqrt{3}}{2},
$$

where $s$ denotes the arclength. Integrating the above equations and using the boundary conditions


Figure 2.1: The Equilateral Triangle.

$$
z^{(1)}\left(-\frac{l}{2}\right)=z_{1}, z^{(2)}\left(-\frac{l}{2}\right)=z_{2}, z^{(3)}\left(-\frac{l}{2}\right)=z_{3},
$$

we find the following expressions parametrizing each of the three sides:

$$
\begin{align*}
& z^{(1)}(s)=\frac{l}{2 \sqrt{3}}+i s, \quad z^{(2)}(s)=\left(\frac{l}{2 \sqrt{3}}+i s\right) a, \\
& z^{(3)}(s)=\left(\frac{l}{2 \sqrt{3}}+i s\right) \bar{a}, \quad-\frac{l}{2}<s<\frac{l}{2} . \tag{2.1.2}
\end{align*}
$$

(b) Formulation of the problems

The equations investigated in this chapter are given by (1.1.1), where $D$ denotes the interior of the equilateral triangle. Using the transformation $\lambda=\beta^{2} \gamma$, with $\beta \geq 0, \gamma \in \mathbb{C}$ and $|\gamma|=1$, we obtain the following form of (1.1.1):

$$
\begin{equation*}
q_{x x}+q_{y y}+4 \gamma \beta^{2} q=0, \quad(x, y) \in D . \tag{2.1.3}
\end{equation*}
$$

The cases $\{\beta=0\},\{\beta>0, \gamma=-1\}$ and $\{\beta>0, \gamma \neq 1\}$ correspond to the Laplace, the modified Helmholtz and the generalized Helmholtz equations respectively.

- The problems analyzed in the first section of this chapter are:
(i) The Symmetric Dirichlet problem for the Laplace equation, i.e. the case with the boundary conditions

$$
\begin{equation*}
q^{(j)}(s)=g(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3 . \tag{2.1.4}
\end{equation*}
$$

(ii) The Dirichlet problem for the Laplace equation, i.e. the case with the boundary conditions

$$
\begin{equation*}
q^{(j)}(s)=g_{j}(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3 \tag{2.1.5}
\end{equation*}
$$

- The problems analyzed in the second section of this chapter are:
(i) The Symmetric Dirichlet problem for the modified Helmholtz equation, i.e. the case with the boundary conditions

$$
\begin{equation*}
q^{(j)}(s)=d(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3 . \tag{2.1.6}
\end{equation*}
$$

(ii) The Poincaré problem for the modified Helmholtz equation, i.e. the case with the boundary conditions

$$
\begin{equation*}
\sin \delta_{j} q_{N}^{(j)}(s)+\cos \delta_{j} \frac{d}{d s} q^{(j)}(s)-\chi_{j} q^{(j)}(s)=g_{j}(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3 \tag{2.1.7}
\end{equation*}
$$

where $\delta_{1}$ is a real constant so that $\sin \delta_{1} \neq 0, \delta_{2}$ and $\delta_{3}$ satisfy $\sin \delta_{2} \neq 0$ and $\sin \delta_{3} \neq 0$ and are given in terms of $\delta_{1}$ by the expressions

$$
\begin{equation*}
\delta_{2}=\delta_{1}+\frac{n \pi}{3}, \quad \delta_{3}=\delta_{1}+\frac{m \pi}{3}, \quad m, n \in \mathbb{Z} \tag{2.1.8}
\end{equation*}
$$

whereas the real constants $\chi_{j}, j=1,2,3$ satisfy the relations

$$
\begin{equation*}
\left[\chi_{2}\left(3 \beta^{2}-\chi_{2}^{2}\right)+e^{i n \pi} \chi_{1}\left(3 \beta^{2}-\chi_{1}^{2}\right)\right] \sin 3 \delta_{1}=0 \tag{2.1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\chi_{3}\left(3 \beta^{2}-\chi_{3}^{2}\right)+e^{i m \pi} \chi_{1}\left(3 \beta^{2}-\chi_{1}^{2}\right)\right] \sin 3 \delta_{1}=0 \tag{2.1.10}
\end{equation*}
$$

Note that the assumption $\sin \delta_{j} \neq 0$ is without loss of generality since if $\sin \delta_{j}=0$ then after integration the boundary condition can be rewritten as $\frac{d}{d s} q^{(j)}(s)=d_{j}(s)$, which becomes the Dirichlet problem.

- The problem analyzed in the third section of this chapter is the Symmetric Dirichlet problem for the generalized Helmholtz equation.

It is assumed that the functions $g_{j}(s)$ have sufficient smoothness and that they are compatible at the vertices of the triangle.

Recall the following identities:
(a) If

$$
z=x+i y, \quad \bar{z}=x-i y, \quad(x, y) \in \mathbb{R}^{2}
$$

then

$$
\begin{equation*}
\partial_{z}=\frac{1}{2}\left(\partial_{x}-i \partial_{y}\right), \quad \partial_{\bar{z}}=\frac{1}{2}\left(\partial_{x}+i \partial_{y}\right) \tag{2.1.11}
\end{equation*}
$$

(b) If a side of a polygon is parametrical by $s$, then

$$
\begin{equation*}
q_{z} d z=\frac{1}{2}\left(\dot{q}+i q_{N}\right) d s, \quad q_{\bar{z}} d \bar{z}=\frac{1}{2}\left(\dot{q}-i q_{N}\right) d s \tag{2.1.12}
\end{equation*}
$$

where $\dot{q}$ is the derivative along the side, i.e. $\dot{q}=d q(z(s)) / d s$ and $q_{N}$ is the derivative normal to the side in the outward direction.

Under the transformation (2.1.11) equation (2.1.3) can be written in this form

$$
\begin{equation*}
q_{z \bar{z}}+\gamma \beta^{2} q=0, \quad \text { where } z=x+i y \tag{2.1.13}
\end{equation*}
$$

### 2.2 The Laplace Equation.

The substitution $\beta=0$ in (2.1.13) yields the following form of the Laplace equation

$$
\begin{equation*}
q_{z \bar{z}}=0 \tag{2.2.1}
\end{equation*}
$$

Hence, since $\left(q_{z}\right)_{\bar{z}}=0$, it follows that $q$ is harmonic iff $q_{z}$ is an analytic function on $z$. This implies that it is easier to obtain an integral representation for $q_{z}$ instead of $q$. In this respect we note that $q$ satisfies the Laplace equation iff the following differential form is closed,

$$
\begin{equation*}
W(z, k)=e^{-i k z} q_{z} d z, k \in \mathbb{C} . \tag{2.2.2}
\end{equation*}
$$

In what follows, we will use the spectral analysis of the differential form

$$
\begin{equation*}
d\left[e^{-i k z} \mu(z, k)\right]=e^{-i k z} q_{z} d z, k \in \mathbb{C} \tag{2.2.3}
\end{equation*}
$$

to obtain an integral representation for $q_{z}$ in the interior of a convex polygon $\Omega$. Furthermore the following global relations are valid

$$
\begin{equation*}
\int_{\partial \Omega} e^{-i k z} q_{z} d z=0, \quad \int_{\partial \Omega} e^{i k \bar{z}} q_{\bar{z}} d \bar{z}=0, k \in \mathbb{C} . \tag{2.2.4}
\end{equation*}
$$

If $q$ is real then the second equation comes from the Schwarz conjugate of the first of the equations (2.2.4). If $q$ is complex, the second of the equations (2.2.4) is a consequence of the differential form

$$
\begin{equation*}
\bar{W}(z, \bar{k})=e^{i k \bar{z}} q_{\bar{z}} d \bar{z}, \quad k \in \mathbb{C}, \tag{2.2.5}
\end{equation*}
$$

which is also closed iff $q$ satisfies the Laplace equation.

The following theorem, which can be found slightly different in [9] and [42], gives the formulae for the global relation and the integral representation for the Laplace's equations in the interior of a convex polygon.

Theorem 2.1. Let $\Omega$ be the interior of a convex closed polygon in the complex $z$-plane, with corners $z_{1}, \ldots, z_{n}, z_{n+1} \equiv z_{1}$. Assume that there exists a solution $q(z, \bar{z})$ of the Laplace equation, i.e. of equation (2.2.1), valid on $\Omega$ and suppose that this solution has sufficient smoothness on the boundary of the polygon.

Then $q_{z}$ can be expressed in the form

$$
\begin{equation*}
\frac{\partial q}{\partial z}=\frac{1}{2 \pi} \sum_{j=1}^{3} \int_{l_{j}} e^{i k z} \hat{q}_{j}(k) d k \tag{2.2.6}
\end{equation*}
$$

where $\left\{\hat{q}_{j}(k)\right\}_{1}^{n}$ are defined by

$$
\begin{equation*}
\hat{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{-i k z} q_{z} d z, k \in \mathbb{C}, j=1, \ldots, n \tag{2.2.7}
\end{equation*}
$$

and $\left\{l_{j}\right\}_{1}^{n}$ are the rays in the complex $k$-plane

$$
\begin{equation*}
l_{j}=\left\{k \in \mathbb{C}: \arg k=-\arg \left(z_{j+1}-z_{j}\right)\right\}, j=1, \ldots, n \tag{2.2.8}
\end{equation*}
$$

oriented from zero to infinity.
Furthermore, the following global relations are valid

$$
\begin{equation*}
\sum_{j=1}^{n} \hat{q}_{j}(k)=0, \quad \sum_{j=1}^{n} \tilde{q}_{j}(k)=0, k \in \mathbb{C} \tag{2.2.9}
\end{equation*}
$$

where $\left\{\tilde{q}_{j}(k)\right\}_{1}^{n}$ are defined by

$$
\begin{equation*}
\tilde{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{i k \bar{z}} q_{\bar{z}} d \bar{z}, k \in \mathbb{C}, j=1, \ldots, n \tag{2.2.10}
\end{equation*}
$$

Proof. Integrating equation (2.2.3) we find

$$
\begin{equation*}
\mu_{j}(z, k)=\int_{z_{j}}^{z} e^{i k(z-\zeta)} q_{\zeta} d \zeta, z \in \Omega, j=1, \ldots, n . \tag{2.2.11}
\end{equation*}
$$

The term $\exp [i k(z-\zeta)]$ is bounded as $k \rightarrow \infty$ for

$$
\begin{equation*}
0 \leq \arg k+\arg (z-\zeta) \leq \pi . \tag{2.2.12}
\end{equation*}
$$

If $z$ is inside the polygon and $\zeta$ is on a curve from $z$ to $z_{j}$, see Figure 2.2, then

$$
\arg \left(z_{j+1}-z_{j}\right) \leq \arg (z-\zeta) \leq \arg \left(z_{j-1}-z_{j}\right), \quad j=1, \ldots, n
$$



Figure 2.2: Part of the convex polygon.
Hence, the inequalities (2.2.12) are satisfied provided that

$$
-\arg \left(z_{j+1}-z_{j}\right) \leq \arg k \leq \pi-\arg \left(z_{j-1}-z_{j}\right)
$$

Hence, the function $\mu_{j}$ is an entire function of $k$ which is bounded as $k \rightarrow \infty$ in the sector $\Sigma_{j}$ defined by

$$
\begin{equation*}
\Sigma_{j}=\left\{k \in \mathbb{C}, \quad \arg k \in\left[-\arg \left(z_{j+1}-z_{j}\right), \pi-\arg \left(z_{j-1}-z_{j}\right)\right]\right\}, \quad j=1, \ldots, n \tag{2.2.13}
\end{equation*}
$$

The angle of the sector $\Sigma_{j}$, which we denote by $\psi_{j}$, equals

$$
\begin{equation*}
\psi_{j}=\pi-\arg \left(z_{j-1}-z_{j}\right)+\arg \left(z_{j+1}-z_{j}\right)=\pi-\phi_{j}, \tag{2.2.14}
\end{equation*}
$$

where $\phi_{j}$ is the angle at the corner $z_{j}$. Hence

$$
\begin{equation*}
\sum_{j=1}^{n} \psi_{j}=n \pi-\sum_{j=1}^{n} \phi_{j}=n \pi-\pi(n-2)=2 \pi, \tag{2.2.15}
\end{equation*}
$$

thus the sectors $\left\{\Sigma_{j}\right\}_{1}^{n}$ precisely cover the complex $k$-plane. Hence, the function

$$
\begin{equation*}
\mu=\mu_{j}, \quad z \in \Omega, \quad k \in \Sigma_{j}, \quad j=1, \ldots, n \tag{2.2.16}
\end{equation*}
$$

defines a sectionally analytic function in the complex $k$-plane.

For the solution of the inverse problem, we note that integration by parts implies that $\mu_{j}=O(1 / k)$ as $k \rightarrow \infty$ in $\Sigma_{j}$, i.e.

$$
\begin{equation*}
\mu=O\left(\frac{1}{k}\right), \quad k \rightarrow \infty \tag{2.2.17}
\end{equation*}
$$

Furthermore, by subtracting equation (2.2.11) and the analogous equation for $\mu_{j+1}$ we find

$$
\begin{equation*}
\mu_{j}-\mu_{j+1}=e^{i k z} \hat{q}_{j}(k), \quad z \in \Omega, \quad k \in l_{j}, \quad j=1, \ldots, n \tag{2.2.18}
\end{equation*}
$$

where $\left\{\hat{q}_{j}(k)\right\}_{1}^{n}$ are defined by equation (2.2.7) and $l_{j}$ is the ray of overlap of the sectors $\Sigma_{j}$ and $\Sigma_{j+1}$. Using the identity

$$
\begin{equation*}
\pi-\arg \left(z_{j}-z_{j+1}\right)=-\arg \left(z_{j+1}-z_{j}\right) \quad(\bmod 2 \pi) \tag{2.2.19}
\end{equation*}
$$

it follows that $l_{j}$ is defined by equation (2.2.8). Furthermore, $\Sigma_{j}$ is to the left of $\Sigma_{j+1}$, see Figure 2.3.


Figure 2.3: The sectors $\Sigma_{j}$ and $\Sigma_{j+1}$.
The solution of the RH problem defined by equations (2.2.16) - (2.2.18) is given by

$$
\begin{equation*}
\mu=\frac{1}{2 i \pi} \sum_{j=1}^{n} \int_{l_{j}} e^{i l z} \hat{q}_{j}(l) \frac{d l}{l-k}, \quad z \in \Omega, \quad k \in \mathbb{C} \backslash\left\{l_{j}\right\}_{1}^{n} . \tag{2.2.20}
\end{equation*}
$$

Substituting this expression in equation (2.2.3), i.e. in the equation

$$
\mu_{z}-i k \mu=q_{z},
$$

we find equation (2.2.6).
Using the definitions of $\left\{\hat{q}_{j}\right\}_{1}^{n}$ and of $\left\{\tilde{q}_{j}\right\}_{1}^{n}$, i.e. equations (2.2.7) and (2.2.10) respectively, equations (2.2.4) yield the two global relations (2.2.9).

Substituting equations (2.1.12) in the definition of the function $\hat{q}_{j}(k)$ and $\tilde{q}_{j}(k)$ we find the following expressions

$$
\begin{equation*}
\hat{q}_{j}(k)=\frac{1}{2} \int_{z_{j}}^{z_{j+1}} e^{-i k z}\left(i q_{N}^{(j)}+\dot{q}^{(j)}\right) d s, k \in \mathbb{C}, \tag{2.2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{q}_{j}(k)=\frac{1}{2} \int_{z_{j}}^{z_{j+1}} e^{i k z}\left(-i q_{N}^{(j)}+\dot{q}^{(j)}\right) d s, k \in \mathbb{C}, \tag{2.2.22}
\end{equation*}
$$

where the index $(j)$ denotes the value of the corresponding functions on side $(j)$. Observe that the solution (2.2.6) is given in terms of the spectral functions $\hat{q}$ which involve both $\dot{q}$ and $q_{n}$ on the boundary, i.e. both known and unknown functions. In what follows the unknown functions will be eliminated from the integral representation of the solution, by using appropriately the global relations.

### 2.2.1 Symmetric Dirichlet Problem.

The problem analyzed here is the Symmetric Dirichlet problem for the Laplace equation in the Equilateral Triangle $(\Omega \equiv D)$, i.e. the case with the boundary conditions

$$
q^{(j)}(s)=g(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3 .
$$

For convenience we define

$$
d(s)=\dot{q}(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3
$$

It is also assumed that the function $d(s)$ has sufficient smoothness and that it is compatible at the vertices of the triangle, i.e. $d\left(\frac{l}{2}\right)=d\left(-\frac{l}{2}\right)$.

Applying the parametrization of the fundamental domain given in equations (2.1.2), on equations (2.2.21) and (2.2.22), we obtain the following expressions for the spectral functions $\left\{\hat{q}_{j}(k)\right\}_{1}^{3}$ and $\left\{\tilde{q}_{j}(k)\right\}_{1}^{3}$ :

$$
\begin{equation*}
\hat{q}_{1}(k)=\hat{q}(k), \quad \hat{q}_{2}(k)=\hat{q}(a k), \quad \hat{q}_{3}(k)=\hat{q}(\bar{a} k), \tag{2.2.23}
\end{equation*}
$$

with

$$
\hat{q}(k)=E(-i k)[i U(k)+D(k)]
$$

and

$$
\begin{equation*}
\tilde{q}_{1}(k)=\tilde{q}(k), \quad \tilde{q}_{2}(k)=\tilde{q}(\bar{a} k), \quad \tilde{q}_{3}(k)=\tilde{q}(a k), \tag{2.2.24}
\end{equation*}
$$

with

$$
\tilde{q}(k)=E(i k)[-i U(k)+D(k)],
$$

where

$$
E(k)=e^{k \frac{l}{2 \sqrt{3}}}, \quad D(k)=\frac{1}{2} \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{k s} d(s) d s, \quad U(k)=\frac{1}{2} \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{k s} q_{N}(s) d s, k \in \mathbb{C} .
$$

The function $D(k)$ is known, whereas the unknown function $U(k)$ contains the unknown Neumann boundary value $q_{N}$.

It turns out that, using algebraic manipulations of the global relations and appropriate contour deformations of the $\left\{l_{j}\right\}_{1}^{3}$, it is possible to eliminate the unknown functions $U(k)$,
$U(a k), U(\bar{a} k)$ from the representation of the solution at (2.2.6). In this way we will obtain the following integral representation:

$$
\begin{align*}
\frac{\partial q(z)}{\partial z} & =\frac{1}{2 \pi} \int_{l_{1}} A(k, z, \bar{z}) E(-i k)\left[D(k)+\frac{G(k)}{\Delta(a k)}\right] d k \\
& +\frac{1}{2 \pi} \int_{l_{1}^{\prime}} A(k, z, \bar{z}) E^{2}(i a k) \frac{G(k)}{\Delta(a k) \Delta(k)} d k \tag{2.2.25}
\end{align*}
$$

where $l_{1}=\left\{k \in \mathbb{C}: \arg k=-\frac{\pi}{2}\right\}, l_{1}^{\prime}$ is the ray with $-\frac{\pi}{2} \leq \arg k \leq-\frac{\pi}{6}$ (see Figure 2.4) and

$$
\begin{align*}
& A(k, z, \bar{z})=e^{i k z}+\bar{a} e^{i \bar{a} k z}+a e^{i a k z}  \tag{2.2.26a}\\
& G(k)=\Delta^{+}(a k) D(k)+2 D(\bar{a} k)+\Delta^{+}(k) D(a k),  \tag{2.2.26b}\\
& \Delta(k)=e(k)-e(-k), \Delta^{+}(k)=e(k)+e(-k), e(k)=e^{k \frac{l}{2}} \tag{2.2.26c}
\end{align*}
$$



Figure 2.4: The contours $l_{j}$ and $l_{j}^{\prime}$.

## Using the Global Relations

Applying (2.2.23) in the first of the global relations (2.2.9) and multiplying by $E(i \bar{a} k)$ we obtain the equation

$$
\begin{equation*}
e(-a k) U(k)+e(k) U(a k)+U(\bar{a} k)=i J(k), k \in \mathbb{C} \tag{2.2.27}
\end{equation*}
$$

where

$$
J(k)=e(-a k) D(k)+e(k) D(a k)+D(\bar{a} k) .
$$

Applying (2.2.24) in the second of the global relations (2.2.9) and multiplying by $E(-i \bar{a} k)$ we obtain the equation

$$
\begin{equation*}
e(a k) U(k)+e(-k) U(a k)+U(\bar{a} k)=-i e(-k) \overline{J(\bar{k})}, k \in \mathbb{C} \tag{2.2.28}
\end{equation*}
$$

where $\overline{J(\bar{k})}$ denotes the function obtained from $J(k)$ by taking the complex conjugate of all the terms in $J(\bar{k})$ except $d(s)$. In this respect, note that if $d(s)$ is a real function, then equation (2.2.28) can be obtained by taking the Schwarz conjugate of (2.2.27) and multiplying by $e(-k)$.

Subtracting equations (2.2.27) and (2.2.28) we find the following equation which is valid for all $k \in \mathbb{C}$,

$$
\begin{equation*}
\Delta(a k) U(k)=\Delta(k) U(a k)-i G(k) \tag{2.2.29}
\end{equation*}
$$

where $G(k)=J(k)+e(-k) \overline{J(\bar{k})}$.

Substituting $U(k)$ in the expression of $\hat{q}(k)$ in (2.2.23) we find

$$
\begin{equation*}
\hat{q}(k)=E(-i k) D(k)+\frac{E(-i k) G(k)}{\Delta(k)}+i\left[E^{2}(i \bar{a} k)-E^{2}(i a k)\right] \frac{U(a k)}{\Delta(a k)} . \tag{2.2.30}
\end{equation*}
$$

The functions $\hat{q}_{2}(k)$ and $\hat{q}_{3}(k)$ can be obtained from (2.2.30) by replacing $k$ with $a k$ and $\bar{a} k$ respectively.

In what follows we will show that the contribution of the unknown functions $U(a k)$, $U(k)$ and $U(\bar{a} k)$ can be computed in terms of the given boundary conditions, using the
following basic facts.

## Basic facts

1. The zeros of the functions $\Delta(k), \Delta(a k), \Delta(\bar{a} k)$ occur on the following lines respectively in the complex $k$-plane

$$
i \mathbb{R}, \quad e^{\frac{5 i \pi}{6}} \mathbb{R}, \quad e^{\frac{i \pi}{6}} \mathbb{R}
$$

Indeed,

$$
\Delta(k)=0 \Leftrightarrow \sinh \left(k \frac{l}{2}\right)=0 .
$$

Hence, the zeros of $\Delta(k)$ occur on the imaginary axis and then the zeros of $\Delta(a k)$ and $\Delta(\bar{a} k)$ can be obtained by appropriate rotations.
2. The functions

$$
e^{i k z} E^{2}(i a k), \quad e^{i k z} E^{2}(i k), \quad e^{i k z} E^{2}(i \bar{a} k)
$$

are bounded and analytic for all $z \in D$, for $\arg k$ in

$$
\left[-\frac{\pi}{2}, \frac{\pi}{6}\right], \quad\left[\frac{\pi}{6}, \frac{5 \pi}{6}\right], \quad\left[\frac{5 \pi}{6}, \frac{3 \pi}{2}\right]
$$

respectively, as shown in Figure 2.5.


Figure 2.5: The domains of boundedness and analyticity.
Indeed, let us consider the first exponential $e^{i k z} E^{2}(i a k)=e^{i k\left(z-z_{1}\right)}$. If $z \in D$ then

$$
\frac{\pi}{2} \leq \arg \left(z-z_{1}\right) \leq \frac{5 \pi}{6}
$$

thus if

$$
-\frac{\pi}{2} \leq \arg k \leq \frac{\pi}{6}
$$

it follows that

$$
0 \leq \arg \left[k\left(z-z_{1}\right)\right] \leq \pi
$$

Hence the exponential $e^{i \beta k\left(z-z_{1}\right)}$ is bounded. Similarly for the other two exponentials.
3. The functions $\frac{U(k)}{\Delta(k)}, \frac{U(a k)}{\Delta(a k)}$ and $\frac{U(\bar{a} k)}{\Delta(\bar{a} k)}$ are bounded and analytic in $\mathbb{C}$ apart from the above lines where $\Delta(k), \Delta(a k)$ and $\Delta(\bar{a} k)$ have zeros.

Indeed, regarding $\frac{U(k)}{\Delta(k)}$ observe that $\Delta(k)$ is dominated by $e(k)$ for Rek>0 and by $e(-k)$ for Rek $<0$, hence

$$
\frac{U(k)}{\Delta(k)} \sim \begin{cases}e(-k) U(k), & R e k>0 \\ -e(k) U(k), & R e k<0\end{cases}
$$

Furthermore $e(-k) U(k)$ involves $e^{k\left(s-\frac{l}{2}\right)}$ which is bounded for Rek $\geq 0$ and $e(k) U(k)$ involves $e^{k\left(s+\frac{l}{2}\right)}$ which is bounded for Rek $\leq 0$.

The unknown $U(a k)$ in the expression for $\hat{q}(k)$ at (2.2.30), yields the contribution $C_{1}(z)$ to the solution $q$ given in (2.2.6),

$$
C_{1}=\frac{i}{2 \pi} \int_{l_{1}} e^{i k z}\left[E^{2}(i \bar{a} k)-E^{2}(i a k)\right] \frac{U(a k)}{\Delta(a k)} d k .
$$

The integral of the second term in the rhs of $C_{1}$ can be deformed from $l_{1}$ to $l_{1}^{\prime}$, where $l_{1}^{\prime}$ is a ray with $-\frac{\pi}{2} \leq \arg k \leq-\frac{\pi}{6}$.

Hence,

$$
C_{1}=\frac{i}{2 \pi} \int_{l_{1}} e^{i k z} E^{2}(i \bar{a} k) \frac{U(a k)}{\Delta(a k)} d k-\frac{i}{2 \pi} \int_{l_{1}^{\prime}} e^{i k z} E^{2}(i a k) \frac{U(a k)}{\Delta(a k)} d k
$$

In the second integral of the rhs of this equation we replace $U(a k)$ by using (2.2.29), i.e.,

$$
\Delta(a k) U(k)=\Delta(k) U(a k)-i G(k) .
$$

Hence

$$
\begin{align*}
C_{1} & =\frac{i}{2 \pi} \int_{l_{1}} e^{i k z} E^{2}(i \bar{a} k) \frac{U(a k)}{\Delta(a k)} d k-\frac{i}{2 \pi} \int_{l_{1}^{\prime}} e^{i k z} E^{2}(i a k) \frac{U(k)}{\Delta(k)} d k \\
& +\frac{1}{2 \pi} \int_{l_{1}^{\prime}} e^{i k z} E^{2}(i a k) \frac{G(k)}{\Delta(k) \Delta(a k)} d k . \tag{2.2.31}
\end{align*}
$$

In summary the term $\hat{q}(k)$ gives rise to the contribution $F_{1}+\widetilde{U}_{1}$, where $\widetilde{U}_{1}$ denotes the first two terms of the rhs of $(2.2 .31)$ and $F_{1}$ is defined by

$$
\begin{align*}
F_{1} & =\frac{1}{2 \pi} \int_{l_{1}} e^{i k z}\left[E(-i k) D(k)+\frac{E(-i k) G(k)}{\Delta(a k)}\right] d k \\
& +\frac{1}{2 \pi} \int_{l_{1}^{\prime}} e^{i k z} E^{2}(i a k) \frac{G(k)}{\Delta(k) \Delta(a k)} d k . \tag{2.2.32}
\end{align*}
$$

The contributions to the solution of $\hat{q}_{2}$ and $\hat{q}_{3}$ can be obtained from $F_{1}+\widetilde{U}_{1}$ with the aid of the substitutions

$$
\begin{equation*}
l_{1} \rightarrow l_{2} \rightarrow l_{3}, \quad l_{1}^{\prime} \rightarrow l_{2}^{\prime} \rightarrow l_{3}^{\prime}, \quad k \rightarrow a k \rightarrow \bar{a} k \tag{2.2.33}
\end{equation*}
$$

The contribution of $\widetilde{U}_{j}, j=1,2,3$ vanish due to analyticity. Indeed, the integrands

$$
\begin{equation*}
e^{i k z} E^{2}(i \bar{a} k) \frac{U(a k)}{\Delta(a k)}, e^{i k z} E^{2}(i k) \frac{U(\bar{a} k)}{\Delta(\bar{a} k)}, e^{i k z} E^{2}(i a k) \frac{U(k)}{\Delta(k)} \tag{2.2.34}
\end{equation*}
$$

occur in $l_{1} \cup l_{2}^{\prime}, l_{2} \cup l_{3}^{\prime}, l_{3} \cup l_{1}^{\prime}$, and in the corresponding domains the above functions are bounded and analytic.

Hence,

$$
\begin{equation*}
q=F_{1}+F_{2}+F_{3}, \tag{2.2.35}
\end{equation*}
$$

where $F_{2}$ and $F_{3}$ are obtained from $F_{1}$ using the substitutions (2.2.33). In order to derive the integral representation (2.2.25), we make the change of variables $k \rightarrow \bar{a} k$ on the integrals in $F_{2}$ and the change of variables $k \rightarrow a k$ on the integrals in $F_{3}$. In particular, regarding $F_{2}$ this leads to the following changes:

1. The differential $d k$ becomes $\bar{a} d k$.
2. The rays $l_{2}$ and $l_{2}^{\prime}$ become $l_{1}$ and $l_{1}^{\prime}$ respectively.
3. The exponential $e^{i k z}$ becomes $e^{i \bar{a} k z}$.
4. The remaining integrand is equal to the corresponding integrand in $F_{1}$.

Similar changes occur in $F_{3}$.

The integrands appearing in the integrals along $l_{1}$ and $l_{1}^{\prime}$ defined in equation (2.2.25) contain terms which decay exponentially. Regarding the integral along $l_{1}^{\prime}$, observe that $\frac{G(k)}{\Delta(k) \Delta(a k)}$ is bounded in the domain of deformation of $l_{1}^{\prime}$ (see Figure 2.4). The function $A(k, z, \bar{z}) E^{2}(i a k)$ is also exponentially decaying. In particular, the first term of the function $e^{i k z} E^{2}(i a k)$ is an exponential whose exponent has negative real part in the domain $\mathcal{D}_{1}$ (see Figure 2.4). Similar considerations are also valid for the other two remaining terms of the function $A(k, z, \bar{z}) E^{2}(i a k)$. Hence we conclude that the integrand of the integral along $l_{1}^{\prime}$ is an exponentially decaying function.

Regarding the integral along $l_{1}$, observe that $D(k)$ and $\frac{G(k)}{\Delta(a k)}$ are bounded for $k \in l_{1}$ and since the function $e^{i k z} E(-i k)$ is an exponential whose exponent has negative real part when $k \in l_{1}$, we conclude that the integrand of the integral along $l_{1}$ is an exponentially decaying function.

The above facts can be explicitly verified in the following example.
Example 2.1. Set $l=\pi$ and $d(s)=\cos s\left(i . e . q_{j}(s)=\sin s, j=1,2,3\right)$.

In this case,

$$
D(k)=\frac{1}{1+k^{2}} \cosh \left(k \frac{\pi}{2}\right)
$$

and

$$
\begin{equation*}
G(k)=\left[\frac{2}{1+k^{2}}+\frac{2}{1+(a k)^{2}}\right] \cosh \left(k \frac{\pi}{2}\right) \cosh \left(a k \frac{\pi}{2}\right)+\frac{2}{1+(\bar{a} k)^{2}} \cosh \left(\bar{a} k \frac{\pi}{2}\right), \tag{2.2.36}
\end{equation*}
$$

where we have used that $\Delta^{+}(k)=2 \cosh \left(k \frac{\pi}{2}\right)$.
In order to check the convergence of all the integrals appearing in the representation (2.2.25) observe the following:

- For the first integral along $l_{1}, \operatorname{Re}(k)=0$ and $\operatorname{Im}(k)<0$. Hence, as $k \rightarrow \infty$ :

1. $e^{i k z} E(-i k) \sim e^{i k\left(R e(z)-\frac{\pi}{2 \sqrt{3}}\right)} \sim e^{-\operatorname{Im}(k)\left(x-\frac{\pi}{2 \sqrt{3}}\right)}, x<\frac{\pi}{2 \sqrt{3}} ;$
2. $D(k) \sim \frac{1}{k^{2}}$;
3. $\frac{G(k)}{\Delta(a k)} \sim \frac{1}{k^{2}}$.

- For the second integral, along $l_{1}^{\prime}, \arg k \in\left(-\frac{\pi}{2},-\frac{\pi}{6}\right)$. Hence, as $k \rightarrow \infty$ :

1. $e^{i k z} E^{2}(i a k) \sim \exp \left[\left(x-\frac{\pi}{2 \sqrt{3}}\right) \cos \left(\phi+\frac{\pi}{2}\right)-\left(y+\frac{\pi}{2}\right) \sin \left(\phi+\frac{\pi}{2}\right)\right]$, where $x<$ $\frac{\pi}{2 \sqrt{3}}$ and $y>-\frac{\pi}{2}$ and $\phi=\arg k$. Hence the exponent is negative when $\arg k \in$ $\left(-\frac{\pi}{2},-\frac{\pi}{6}\right)$ i.e. in the domain of $l_{1}^{\prime}$ deformation;
2. $\frac{G(k)}{\Delta(k) \Delta(a k)} \sim \frac{1}{k^{2}}$.

Similar arguments are valid for the other two terms of $A(k, z, \bar{z})$.

### 2.2.2 The General Dirichlet Problem.

We now consider the solution of the arbitrary Dirichlet problem, i.e. of the problem with the boundary conditions

$$
\dot{q}^{(j)}(s)=d_{j}(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3,
$$

where the function $d_{j}(s)$ have sufficient smoothness and are compatible at the vertices of the triangle, i.e. $d_{j}\left(\frac{l}{2}\right)=d_{j+1}\left(-\frac{l}{2}\right), j=1,2,3, \quad d_{4}(s)=d_{1}(s)$.

The solution of this problem can be obtained in two different ways:
(i) In the first approach we use the solution of the symmetric Dirichlet problem, as well as the fact that the arbitrary Dirichlet problem can be decomposed into three problems, which are solved in a way similar to the symmetric Dirichlet problem.
(ii) In the second approach we use the invariants of the global relations and follow the general methodology used for the symmetric Dirichlet problem.

The second approach is more complicated, however, it has the advantage that it can be used to solve other problems that do not admit the decomposition mentioned in (i) above. Such problems are:
(a) the Poincaré problem defined in equation (2.1.7);
(b) the oblique Robin problem defined in equation (2.1.7), with

$$
\delta_{j}=\delta, \quad \text { and } \quad \chi_{j}=\chi, j=1,2,3
$$

(c) the Robin problem defined in equation (2.1.7), with

$$
\delta_{j}=\frac{\pi}{2}, \quad \text { and } \quad \chi_{j}=\chi \neq 0, j=1,2,3
$$

## The First Approach

The general Dirichlet problem can be decomposed into the following three problems:

1. Let $q$ satisfy the symmetric Dirichlet problem for (2.2.1) in the domain $D$ defined in (2.1.1), i.e.

$$
\dot{q}^{(j)}(s)=f(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3,
$$

where $f(s)$ is sufficiently smooth and compatible at the corners of the triangle i.e. $f\left(\frac{l}{2}\right)=f\left(-\frac{l}{2}\right)$.
2. Let $q$ satisfy (2.2.1) in the domain $D$ defined in (2.1.1), with the following Dirichlet boundary conditions

$$
\dot{q}^{(1)}(s)=g(s), \dot{q}^{(2)}(s)=a g(s), \dot{q}^{(3)}(s)=\bar{a} g(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3,
$$

where $g(s)$ is sufficiently smooth and compatible at the corners of the triangle i.e. $g\left(\frac{l}{2}\right)=a g\left(-\frac{l}{2}\right)$.
3. Let $q$ satisfy (2.2.1) in the domain $D$ defined in (2.1.1), with the following Dirichlet boundary conditions

$$
\dot{q}^{(1)}(s)=h(s), \dot{q}^{(2)}(s)=\bar{a} h(s), \dot{q}^{(3)}(s)=a h(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3,
$$

where $h(s)$ is sufficiently smooth and compatible at the corners of the triangle i.e. $h\left(\frac{l}{2}\right)=\bar{a} h\left(-\frac{l}{2}\right)$.

A general Dirichlet boundary value problem can be written as the sum of above three boundary value problems. Indeed, suppose that the following Dirichlet condition is valid

$$
\dot{q}^{(j)}(s)=d_{j}(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3 .
$$

The matrix of the following $3 \times 3$ algebraic system is non-singular:

$$
\left(\begin{array}{l}
d_{1}(s)  \tag{2.2.37}\\
d_{2}(s) \\
d_{3}(s)
\end{array}\right)=\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & a & \bar{a} \\
1 & \bar{a} & a
\end{array}\right)\left(\begin{array}{l}
f(s) \\
g(s) \\
h(s)
\end{array}\right), \quad \operatorname{Det}\left[\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & a & \bar{a} \\
1 & \bar{a} & a
\end{array}\right)\right]=i 3 \sqrt{3} .
$$

Due to uniqueness, the solution of the general Dirichlet problem is given by the sum of the three problems defined earlier.

The solution of the problems (2) and (3) above can be obtained in a way similar to the symmetric case. Indeed, let us consider problem (2), where the Dirichlet conditions are given by

$$
\dot{q}^{(1)}(s)=d(s), \dot{q}^{(2)}(s)=a d(s), \dot{q}^{(3)}(s)=\bar{a} d(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3 .
$$

As mentioned earlier the function $d(s)$ has sufficient smoothness and is compatible at the vertices of the triangle, i.e. $d\left(\frac{l}{2}\right)=a d\left(-\frac{l}{2}\right)$.

Applying the parametrization of the fundamental domain on equations (2.2.21) and (2.2.22)we obtain the following expressions for the spectral functions $\left\{\hat{q}_{j}(k)\right\}_{1}^{3}$ and $\left\{\tilde{q}_{j}(k)\right\}_{1}^{3}$ :

$$
\begin{align*}
& \hat{q}_{1}(k)=\hat{q}(k), \quad \hat{q}_{2}(k)=a \hat{q}(a k), \quad \hat{q}_{3}(k)=\bar{a} \hat{q}(\bar{a} k),  \tag{2.2.38}\\
& \text { with } \hat{q}(k)=E(-i k)[i U(k)+D(k)]
\end{align*}
$$

and

$$
\begin{align*}
& \tilde{q}_{1}(k)=\tilde{q}(k), \quad \tilde{q}_{2}(k)=\bar{a} \tilde{q}(\bar{a} k), \quad \tilde{q}_{3}(k)=a \tilde{q}(a k),  \tag{2.2.39}\\
& \text { with } \tilde{q}(k)=E(i k)[-i U(k)+D(k)]
\end{align*}
$$

where

$$
\begin{equation*}
E(k)=e^{k \frac{l}{2 \sqrt{3}}}, \quad D(k)=\frac{1}{2} \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{k s} d(s) d s, \quad U(k)=\frac{1}{2} \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{k s} q_{N}(s) d s, k \in \mathbb{C} . \tag{2.2.40}
\end{equation*}
$$

The function $D(k)$ is known, whereas the unknown function $U(k)$ contains the unknown Neumann boundary value $q_{N}$. The solution of this problem can now be obtained by adopting the methodology of the symmetric case and also making the following substitutions:

$$
\begin{align*}
& U(k) \rightarrow U(k), \quad U(a k) \rightarrow a U(a k), \quad U(\bar{a} k) \rightarrow \bar{a} U(\bar{a} k)  \tag{2.2.41}\\
& D(k) \rightarrow D(k), \quad D(a k) \rightarrow a D(a k), \quad D(\bar{a} k) \rightarrow \bar{a} D(\bar{a} k)
\end{align*}
$$

Thus, the solution is given by

$$
\begin{align*}
\frac{\partial q(z)}{\partial z} & =\frac{1}{2 \pi} \int_{l_{1}} B(k, z, \bar{z}) E(-i k) D(k) d k \\
& +\frac{1}{2 \pi} \int_{l_{1}} A(k, z, \bar{z}) E(-i k) \frac{G(k)}{\Delta(a k)} d k  \tag{2.2.42}\\
& +\frac{1}{2 \pi} \int_{l_{1}^{\prime}} A(k, z, \bar{z}) E^{2}(i a k) \frac{G(k)}{\Delta(a k) \Delta(k)} d k
\end{align*}
$$

where

$$
\begin{align*}
& A(k, z, \bar{z})=e^{i k z}+\bar{a} e^{i \bar{a} k z}+a e^{i a k z}  \tag{2.2.43a}\\
& B(k, z, \bar{z})=e^{i k z}+e^{i \bar{a} k z}+e^{i a k z}  \tag{2.2.43b}\\
& G(k)=\Delta^{+}(a k) D(k)+2 \bar{a} D(\bar{a} k)+a \Delta^{+}(k) D(a k)  \tag{2.2.43c}\\
& \Delta(k)=e(k)-e(-k), \Delta^{+}(k)=e(k)+e(-k), e(k)=e^{k \frac{l}{2}} \tag{2.2.43d}
\end{align*}
$$

with $D(k)$ given in (2.2.40).

## The Second Approach

In what follows we illustrate a direct way to find the solution of the Dirichlet problem in the interior of the equilateral triangle, Figure 2.1. Applying the parametrization of the fundamental domain, given in equations (2.1.2), on equations (2.2.21) and (2.2.22)we obtain the following expressions for the spectral functions $\left\{\hat{q}_{j}(k)\right\}_{1}^{3}$ and $\left\{\tilde{q}_{j}(k)\right\}_{1}^{3}$ :

$$
\begin{align*}
& \hat{q}_{1}(k)=E(-i k)\left[i U_{1}(k)+D_{1}(k)\right], \hat{q}_{2}(k)=E(-i a k)\left[i U_{2}(a k)+D_{2}(a k)\right],  \tag{2.2.44}\\
& \hat{q}_{3}(k)=E(-i \bar{a} k)\left[i U_{3}(\bar{a} k)+D_{3}(\bar{a} k)\right],
\end{align*}
$$

where

$$
\begin{equation*}
E(k)=e^{k \frac{l}{2 \sqrt{3}}}, \quad D_{j}(k)=\frac{1}{2} \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{k s} d_{j}(s) d s, \quad U_{j}(k)=\frac{1}{2} \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{k s} q_{N}^{(j)}(s) d s, k \in \mathbb{C} . \tag{2.2.45}
\end{equation*}
$$

Using algebraic manipulations of the global relations and appropriate contour deformation, it is possible to eliminate the unknown functions $U_{1}(k), U_{2}(a k), U_{3}(\bar{a} k)$ from the representation of the solution at (2.2.6) and thus, obtain the representation

$$
\begin{align*}
\frac{\partial q(z)}{\partial z} & =\frac{1}{2 \pi} \int_{l_{1}} e^{i k z} E(-i k)\left[D_{1}(k)+i \frac{\Gamma_{1}(a k)}{\Delta(a k)}\right] d k+\frac{i}{2 \pi} \int_{l_{1}^{\prime}} e^{i k z} E^{2}(i a k) \frac{\Gamma_{123}(a k)}{\Delta(k) \Delta(a k)} d k \\
& +\frac{1}{2 \pi} \int_{l_{2}} e^{i k z} E(-i a k)\left[D_{2}(a k)+i \frac{\Gamma_{2}(\bar{a} k)}{\Delta(\bar{a} k)}\right] d k+\frac{i}{2 \pi} \int_{l^{\prime}} e^{i k z} E^{2}(i \bar{a} k) \frac{\Gamma_{231}(\bar{a} k)}{\Delta(a k) \Delta(\bar{a} k)} d k \\
& +\frac{1}{2 \pi} \int_{l_{3}} e^{i k z} E(-i \bar{a} k)\left[D_{3}(\bar{a} k)+i \frac{\Gamma_{3}(k)}{\Delta(k)}\right] d k+\frac{i}{2 \pi} \int_{l_{3}^{\prime}} e^{i k z} E^{2}(i k) \frac{\Gamma_{312}(k)}{\Delta(\bar{a} k) \Delta(k)} d k, \tag{2.2.46}
\end{align*}
$$

where $\left\{l_{j}\right\}_{1}^{3},\left\{l_{j}^{\prime}\right\}_{1}^{3}$ are depicted in Figure 2.4,

$$
\begin{gather*}
\Delta(k)=e^{3}(k)-e^{-3}(k), \quad e(k)=e^{k \frac{l}{2}},  \tag{2.2.47}\\
\Gamma_{l m n}(k)=E^{-2 \sqrt{3}}(k) \Gamma_{l}(k)+\Gamma_{m}(k)+E^{2 \sqrt{3}}(k) \Gamma_{n}(k), \tag{2.2.48}
\end{gather*}
$$

$$
\begin{align*}
\Gamma_{3}(k) & =\left[E^{3}(i a k)+E^{-3}(i a k)\right] e(-k) D_{1}(k) \\
& +\left[E^{3}(i a k)+E^{-3}(i a k)\right] e(k) D_{2}(k) \\
& +\left[E^{3}(i \bar{a} k)+E^{-3}(i \bar{a} k)\right] D_{3}(k)  \tag{2.2.49}\\
& +2 e^{2}(k) D_{1}(a k)+2 e^{2}(-k) D_{2}(a k)+2 D_{3}(a k) \\
& +2 e^{2}(-k) D_{1}(\bar{a} k)+2 e^{2}(k) D_{2}(\bar{a} k)+\left[e^{3}(k)+e^{-3}(k)\right] D_{3}(\bar{a} k),
\end{align*}
$$

$\Gamma_{1}(k)$ is obtained by making the rotations $3 \rightarrow 1,1 \rightarrow 2,2 \rightarrow 3$ on the subscripts of $\Gamma_{3}(k)$ and $\Gamma_{2}(k)$ is obtained by making the rotations $3 \rightarrow 2,2 \rightarrow 1,1 \rightarrow 3$ on the subscripts of $\Gamma_{3}(k)$.

Using the Global Relations.

Applying (2.2.44) in the first of the global relations (2.2.9) we obtain the following equation

$$
\begin{equation*}
E(-i k) U_{1}(k)+E(-i a k) U_{2}(a k)+E(-i \bar{a} k) U_{3}(\bar{a} k)=i F_{1}(k), k \in \mathbb{C}, \tag{2.2.50}
\end{equation*}
$$

where

$$
F_{1}(k)=E(-i k) D_{1}(k)+E(-i a k) D_{2}(a k)+E(-i \bar{a} k) D_{3}(\bar{a} k) .
$$

Furthermore, applying (2.2.44) in the second of the global relations we obtain the following equation

$$
\begin{equation*}
E(i k) U_{1}(k)+E(i \bar{a} k) U_{2}(\bar{a} k)+E(i a k) U_{3}(a k)=-i F_{2}(k), k \in \mathbb{C} \tag{2.2.51}
\end{equation*}
$$

where

$$
F_{2}(k)=E(i k) D_{1}(k)+E(i \bar{a} k) D_{2}(\bar{a} k)+E(i a k) D_{3}(a k)
$$

Applying the transformations $k \rightarrow a k$ and $k \rightarrow \bar{a} k$ in both (2.2.50) and (2.2.51) we find an algebraic system of 6 equations which involves the following 9 unknown functions:

$$
\left\{U_{1}(k), U_{1}(a k), U_{1}(\bar{a} k), U_{2}(k), U_{2}(a k), U_{2}(\bar{a} k), U_{3}(k), U_{3}(a k), U_{3}(\bar{a} k)\right\}
$$

Hence, we can solve this system for one of the unknown functions in terms of three other unknown functions and some known function. Hence, solving this system for $U_{3}(\bar{a} k)$ in
terms of $\left\{U_{1}(k), U_{2}(k), U_{3}(k)\right\}$ we obtain the following relation(see [32])

$$
\begin{align*}
\Delta(k) U_{3}(\bar{a} k) & =\left[E^{3}(i a k)-E^{-3}(i a k)\right] e(-k) U_{1}(k) \\
& +\left[E^{3}(i a k)-E^{-3}(i a k)\right] e(k) U_{2}(k)  \tag{2.2.52}\\
& +\left[E^{3}(i \bar{a} k)-E^{-3}(i \bar{a} k)\right] U_{3}(k)+\Gamma_{3}(k),
\end{align*}
$$

where $\Delta(k)$ is defined in (2.2.47) and $\left\{\Gamma_{j}(k)\right\}_{1}^{3}$ involve the known functions $\left\{F_{1}(k), F_{2}(k)\right.$, $\left.F_{1}(a k), F_{2}(a k), F_{1}(\bar{a} k), F_{2}(\bar{a} k)\right\}$ which are defined in equation (2.2.49). Solving again the system of equation for $U_{1}(k)$ in terms of $\left\{U_{1}(a k), U_{2}(a k), U_{3}(a k)\right\}$, or by simply making the substitution $k \rightarrow a k$ and the rotations $3 \rightarrow 1,1 \rightarrow 2,2 \rightarrow 3$ on the subscripts of (2.2.52) we obtain the following relation

$$
\begin{align*}
\Delta(a k) U_{1}(k) & =\left[E^{3}(i k)-E^{-3}(i k)\right] U_{1}(a k) \\
& +\left[E^{3}(i \bar{a} k)-E^{-3}(i \bar{a} k)\right] e(-a k) U_{2}(a k)  \tag{2.2.53}\\
& +\left[E^{3}(i \bar{a} k)-E^{-3}(i \bar{a} k)\right] e(a k) U_{3}(a k)+\Gamma_{1}(a k) .
\end{align*}
$$

Following the same pattern, we obtain the expression of $U_{2}(a k)$ in terms of $\left\{U_{1}(\bar{a} k)\right.$, $\left.U_{2}(\bar{a} k), U_{3}(\bar{a} k)\right\}$, by substituting $k \rightarrow \bar{a} k$ and the rotations $2 \rightarrow 1,1 \rightarrow 3,3 \rightarrow 2$ on the subscripts of the equation (2.2.52):

$$
\begin{align*}
\Delta(\bar{a} k) U_{2}(a k) & =\left[E^{3}(i k)-E^{-3}(i k)\right] e(\bar{a} k) U_{1}(\bar{a} k) \\
& +\left[E^{3}(i a k)-E^{-3}(i a k)\right] U_{2}(\bar{a} k)  \tag{2.2.54}\\
& +\left[E^{3}(i k)-E^{-3}(i k)\right] e(-\bar{a} k) U_{3}(\bar{a} k)+\Gamma_{2}(\bar{a} k) .
\end{align*}
$$

Rotating the subscripts of (2.2.53) we obtain also the expressions of $U_{2}(k)$ and $U_{3}(k)$ in terms of $\left\{U_{1}(a k), U_{2}(a k), U_{3}(a k)\right\}$. These expressions yield the following identity

$$
\begin{align*}
& \frac{E^{-2 \sqrt{3}}(k) U_{1}(k)+U_{2}(k)+E^{2 \sqrt{3}}(k) U_{3}(k)}{\Delta(k)}= \\
& \frac{E^{-2 \sqrt{3}}(a k) U_{1}(a k)+U_{2}(a k)+E^{2 \sqrt{3}}(a k) U_{2}(a k)}{\Delta(a k)}+\frac{\Gamma_{123}(a k)}{\Delta(k) \Delta(a k)}, \tag{2.2.55}
\end{align*}
$$

where $k \in \mathbb{C} /\{k ; \Delta(k)=0 \cup \Delta(a k)=0\}$ and $\Gamma_{l m n}(k)$ are the known functions defined in (2.2.48). Furthermore, employing the substitution $k \rightarrow \bar{a} k$ and the rotations $1 \rightarrow 3$,
$3 \rightarrow 2,2 \rightarrow 1$ on the subscripts of (2.2.55), we find

$$
\begin{align*}
& \frac{U_{1}(\bar{a} k)+E^{2 \sqrt{3}}(\bar{a} k) U_{2}(\bar{a} k)+E^{-2 \sqrt{3}}(\bar{a} k) U_{3}(\bar{a} k)}{\Delta(\bar{a} k)}=  \tag{2.2.56}\\
& \frac{U_{1}(k)+E^{2 \sqrt{3}}(k) U_{2}(k)+E^{-2 \sqrt{3}}(k) U_{3}(k)}{\Delta(k)}+\frac{\Gamma_{312}(k)}{\Delta(k) \Delta(\bar{a} k)} .
\end{align*}
$$

Similarly the substitution $k \rightarrow a k$ and the rotations $1 \rightarrow 2,2 \rightarrow 3,3 \rightarrow 1$ on the subscripts of (2.2.55) yield

$$
\begin{align*}
& \frac{E^{2 \sqrt{3}}(a k) U_{1}(a k)+E^{-2 \sqrt{3}}(a k) U_{2}(a k)+U_{3}(a k)}{\Delta(a k)}= \\
& \frac{E^{2 \sqrt{3}}(\bar{a} k) U_{1}(\bar{a} k)+E^{-2 \sqrt{3}}(\bar{a} k) U_{2}(\bar{a} k)+U_{2}(\bar{a} k)}{\Delta(\bar{a} k)}+\frac{\Gamma_{231}(\bar{a} k)}{\Delta(a k) \Delta(\bar{a} k)} . \tag{2.2.57}
\end{align*}
$$

Replacing in $\hat{q}_{1}(k)$ given in (2.2.44) the term $U_{1}(k)$ with the expression given in (2.2.53) we find:

$$
\begin{align*}
\hat{q}_{1}(k) & =E(-i k) D_{1}(k)+i E(-i k) \frac{\Gamma_{1}(a k)}{\Delta(a k)} \\
& +\frac{i}{\Delta(a k)}\left\{\left[E^{2}(i \bar{a} k) E^{2 \sqrt{3}}(a k)-E^{2}(i a k) E^{-2 \sqrt{3}}(a k)\right] U_{1}(a k)\right.  \tag{2.2.58}\\
& +\left[E^{2}(i \bar{a} k) E^{-2 \sqrt{3}}(a k)-E^{2}(i a k)\right] U_{2}(a k) \\
& \left.+\left[E^{2}(i \bar{a} k)-E^{2}(i a k) E^{2 \sqrt{3}}(a k)\right] U_{3}(a k)\right\},
\end{align*}
$$

where we have used that $a=-\frac{1}{2}+i \frac{\sqrt{3}}{2}, \bar{a}=-\frac{1}{2}-i \frac{\sqrt{3}}{2}, E(k)=e^{k \frac{l}{2 \sqrt{3}}}$ and $e(k)=e^{k \frac{l}{2}}$. Equation (2.2.58) can be rewritten in the following form

$$
\begin{align*}
\hat{q}_{1}(k) & =E(-i k) D_{1}(k)+i E(-i k) \frac{\Gamma_{1}(a k)}{\Delta(a k)} \\
& +i \frac{E^{2}(i \bar{a} k)}{\Delta(a k)}\left[E^{2 \sqrt{3}}(a k) U_{1}(a k)+E^{-2 \sqrt{3}}(a k) U_{2}(a k)+U_{3}(a k)\right]  \tag{2.2.59}\\
& -i \frac{E^{2}(i a k)}{\Delta(a k)}\left[E^{-2 \sqrt{3}}(a k) U_{1}(a k)+U_{2}(a k)+E^{2 \sqrt{3}}(a k) U_{3}(a k)\right] .
\end{align*}
$$

Hence, the unknown functions $\left\{U_{j}(a k)\right\}_{1}^{3}$ in (2.2.59) yield the following contribution to the solution

$$
\begin{align*}
C_{1}(z) & =\frac{i}{2 \pi} \int_{l_{1}} e^{i k z} E^{2}(i \bar{a} k) \frac{1}{\Delta(a k)}\left[E^{2 \sqrt{3}}(a k) U_{1}(a k)+E^{-2 \sqrt{3}}(a k) U_{2}(a k)+U_{3}(a k)\right] d k \\
& -\frac{i}{2 \pi} \int_{l_{1}} e^{i k z} E^{2}(i a k) \frac{1}{\Delta(a k)}\left[E^{-2 \sqrt{3}}(a k) U_{1}(a k)+U_{2}(a k)+E^{2 \sqrt{3}}(a k) U_{3}(a k)\right] d k \tag{2.2.60}
\end{align*}
$$

Arguments of boundedness and analyticity similar to the "basic facts" used in the symmetric case, allow us to deform the second integral of (2.2.60) from $l_{1}$ to $l_{1}^{\prime}$, where $l_{1}^{\prime}$ is a ray with $-\frac{\pi}{2}<\arg k<-\frac{\pi}{6}$. Indeed, the first two elements are exactly the same. For the third, observe that the terms

$$
\left\{E^{-2 \sqrt{3}} \frac{U_{j}(k)}{\Delta(k)}, \quad \frac{U_{j}(k)}{\Delta(k)}, \quad E^{2 \sqrt{3}} \frac{U_{j}(k)}{\Delta(k)}\right\}_{j=1}^{3}
$$

are bounded and analytic in $\mathbb{C}$ apart from the lines where the zeros of $\Delta(k)$ occur. Indeed, observe that $\Delta(k)$ is dominated by $e^{3}(k)$ for Rek $>0$ and by $e^{-3}(k)$ for Rek $<0$, hence

$$
\frac{U_{j}(k)}{\Delta(k)} \sim \begin{cases}e^{-3}(k) U(k), & \text { Rek }>0 \\ -e^{3}(k) U(k), & \text { Rek<0 }\end{cases}
$$

Furthermore

$$
E^{-2 \sqrt{3}} e^{-3}(k) U_{1}(k), \quad e^{-3}(k) U_{2}(k) \text { and } E^{2 \sqrt{3}} e^{-3}(k) U_{3}(k)
$$

involve

$$
e^{k\left(s-\frac{5 l}{2}\right)}, e^{k\left(s-\frac{3 l}{2}\right)} \text { and } e^{k\left(s-\frac{l}{2}\right)},
$$

respectively, which are bounded for $R e k \geq 0$. Also,

$$
E^{-2 \sqrt{3}} e^{3}(k) U_{1}(k), \quad e^{3}(k) U_{2}(k) \text { and } E^{2 \sqrt{3}} e^{3}(k) U_{3}(k)
$$

involve

$$
e^{k\left(s+\frac{l}{2}\right)}, e^{k\left(s+\frac{3 l}{2}\right)} \text { and } e^{k\left(s+\frac{5 l}{2}\right)},
$$

respectively, which are bounded for Rek $\leq 0$. Applying now equation (2.2.55) to the deformed integral, we obtain the following expression:

$$
\begin{align*}
C_{1}(z) & =\frac{i}{2 \pi} \int_{l_{1}} e^{i k z} E^{2}(i \bar{a} k) \frac{1}{\Delta(a k)}\left[E^{2 \sqrt{3}}(a k) U_{1}(a k)+E^{-2 \sqrt{3}}(a k) U_{2}(a k)+U_{3}(a k)\right] d k \\
& -\frac{i}{2 \pi} \int_{l_{1}^{\prime}} e^{i k z} E^{2}(i a k) \frac{1}{\Delta(k)}\left[E^{-2 \sqrt{3}}(k) U_{1}(k)+U_{2}(k)+E^{2 \sqrt{3}}(k) U_{3}(k)\right] d k \\
& +\frac{i}{2 \pi} \int_{l_{1}^{\prime}} e^{i k z} E^{2}(i a k) \frac{\Gamma_{123}(a k)}{\Delta(k) \Delta(a k)} d k . \tag{2.2.61}
\end{align*}
$$

In summary, the term $\hat{q}_{1}(k)$ gives rise to the contribution $\widetilde{F}_{1}+\widetilde{U}_{1}$, where $\widetilde{U}_{1}$ denotes the first two terms of the rhs of $(2.2 .61)$ and $\widetilde{F}_{1}$ is defined by

$$
\begin{align*}
\widetilde{F}_{1}(z) & =\frac{1}{2 \pi} \int_{l_{1}} e^{i k z} E(-i k)\left[D_{1}(k)+i \frac{\Gamma_{1}(a k)}{\Delta(a k)}\right] d k \\
& +\frac{i}{2 \pi} \int_{l_{1}^{\prime}} e^{i k z} E^{2}(i a k) \frac{\Gamma_{123}(a k)}{\Delta(k) \Delta(a k)} d k \tag{2.2.62}
\end{align*}
$$

The contributions of $\hat{q}_{2}(a k)$ and $\hat{q}_{3}(\bar{a} k)$ to the solution, i.e. $\widetilde{F}_{2}(z)+\widetilde{U}_{2}(z)$ and $\widetilde{F}_{3}(z)+\widetilde{U}_{3}(z)$, respectively, are obtained in a similar way. Using equations (2.2.54) and (2.2.57) we find that

$$
\begin{align*}
\widetilde{F}_{2}(z) & =\frac{1}{2 \pi} \int_{l_{2}} e^{i k z} E(-i a k)\left[D_{2}(a k)+i \frac{\Gamma_{2}(\bar{a} k)}{\Delta(\bar{a} k)}\right] d k \\
& +\frac{i}{2 \pi} \int_{l_{2}^{\prime}} e^{i k z} E^{2}(i \bar{a} k) \frac{\Gamma_{231}(\bar{a} k)}{\Delta(a k) \Delta(\bar{a} k)} d k \tag{2.2.63}
\end{align*}
$$

where $l_{2}^{\prime}$ is a ray with $\frac{5 \pi}{6}<\arg k<\frac{7 \pi}{6}$. This result is also obtained from $\widetilde{F}_{1}(z)$ by making the substitution $k \rightarrow a k$ on the arguments and the rotations $1 \rightarrow 2,2 \rightarrow 3,3 \rightarrow 1$ on the subscripts of the functions of the integrand.

Using (2.2.52) and (2.2.56) we find that

$$
\begin{align*}
\widetilde{F}_{3}(z) & =\frac{1}{2 \pi} \int_{l_{3}} e^{i k z} E(-i \bar{a} k)\left[D_{3}(\bar{a} k)+i \frac{\Gamma_{3}(k)}{\Delta(k)}\right] d k  \tag{2.2.64}\\
& +\frac{i}{2 \pi} \int_{l_{3}^{\prime}} e^{i k z} E^{2}(i k) \frac{\Gamma_{312}(k)}{\Delta(\bar{a} k) \Delta(k)} d k
\end{align*}
$$

where $l_{3}^{\prime}$ is a ray with $\frac{\pi}{6}<\arg k<\frac{\pi}{2}$. This result is also obtained from $\widetilde{F}_{1}(z)$ by making the substitution $k \rightarrow \bar{a} k$ on the arguments and the rotations $1 \rightarrow 3,3 \rightarrow 2,2 \rightarrow 1$ on the subscripts of the functions of the integrand.

The contribution of $\left\{\widetilde{U}_{j}\right\}_{1}^{3}$ vanishes due to analyticity. Indeed, following similar arguments with those used to obtain $\widetilde{F}_{2}$ and $\widetilde{F}_{3}$, we find that

$$
\begin{align*}
\widetilde{U}_{2}(z) & =\frac{i}{2 \pi} \int_{l_{2}} e^{i k z} E^{2}(i k) \frac{1}{\Delta(\bar{a} k)}\left[U_{1}(\bar{a} k)+E^{2 \sqrt{3}}(\bar{a} k) U_{2}(\bar{a} k)+E^{-2 \sqrt{3}}(\bar{a} k) U_{3}(\bar{a} k)\right] d k \\
& -\frac{i}{2 \pi} \int_{l_{2}^{\prime}} e^{i k z} E^{2}(i \bar{a} k) \frac{1}{\Delta(a k)}\left[E^{2 \sqrt{3}}(a k) U_{1}(a k)+E^{-2 \sqrt{3}}(a k) U_{2}(a k)+U_{3}(a k)\right] d k \tag{2.2.65}
\end{align*}
$$

and

$$
\begin{align*}
\widetilde{U}_{3}(z) & =\frac{i}{2 \pi} \int_{l_{3}} e^{i k z} E^{2}(i a k) \frac{1}{\Delta(k)}\left[E^{-2 \sqrt{3}}(k) U_{1}(k)+U_{2}(k)+E^{2 \sqrt{3}}(k) U_{3}(k)\right] d k \\
& -\frac{i}{2 \pi} \int_{l_{3}^{\prime}} e^{i k z} E^{2}(i k) \frac{1}{\Delta(\bar{a} k)}\left[U_{1}(\bar{a} k)+E^{2 \sqrt{3}}(\bar{a} k) U_{2}(\bar{a} k)+E^{-2 \sqrt{3}}(\bar{a} k) U_{3}(\bar{a} k)\right] d k . \tag{2.2.66}
\end{align*}
$$

The integrands which occur in $l_{1} \cup l_{2}^{\prime}, l_{2} \cup l_{3}^{\prime}, l_{3} \cup l_{1}^{\prime}$, are bounded and analytic in the corresponding domains, see Figure 2.4.

Hence, the solution is given by

$$
\begin{equation*}
q(z)=\widetilde{F}_{1}(z)+\widetilde{F}_{2}(z)+\widetilde{F}_{3}(z), \tag{2.2.67}
\end{equation*}
$$

where $\widetilde{F}_{1}(z), \widetilde{F}_{2}(z)$ and $\widetilde{F}_{3}(z)$ are given in (2.2.62), (2.2.63) and (2.2.64), respectively. Equation (2.2.67) yields the solution of the Dirichlet problem given in (2.2.46).

### 2.3 The Modified Helmholtz Equation.

In this section we discuss the modified Helmholtz equation, which is equation (2.1.13) with the choices $\{\beta>0, \gamma=-1\}$, i.e.

$$
\begin{equation*}
q_{z \bar{z}}-\beta^{2} q=0, \quad \text { where } z=x+i y . \tag{2.3.1}
\end{equation*}
$$

In order to formulate the general solution for the modified Helmholtz equation in the interior of a convex polygon $\Omega$, we will state a theorem analogous to Theorem 2.1. A similar procedure is followed in [9]. In this respect, we construct the following differential form

$$
\begin{equation*}
W(z, \bar{z}, k)=e^{-i \beta\left(k z-\frac{\bar{z}}{k}\right)}\left[\left(q_{z}+i k \beta q\right) d z-\left(q_{\bar{z}}+\frac{\beta}{i k} q\right) d \bar{z}\right], k \in \mathbb{C}, \tag{2.3.2}
\end{equation*}
$$

which is closed iff the modified Helmholtz equation is satisfied, i.e.,

$$
\begin{equation*}
d W=2 e^{-i \beta\left(k z-\frac{\bar{z}}{k}\right)}\left[q_{z \bar{z}}-\beta^{2} q\right] d \bar{z} \wedge d z, k \in \mathbb{C} . \tag{2.3.3}
\end{equation*}
$$

Note that we can obtain this differential form from the formal adjoint of the equation (2.3.1). Indeed, the formal adjoint $\tilde{q}$ also satisfies the modified Helmholtz equation

$$
\begin{equation*}
\tilde{q}_{z \bar{z}}-\beta^{2} \tilde{q}=0 . \tag{2.3.4}
\end{equation*}
$$

Multiplying equation (2.3.1) by $\tilde{q}$, equation (2.3.4) by $q$ and subtracting, we find

$$
\begin{equation*}
\tilde{q} q_{z \bar{z}}-q \tilde{q}_{z \bar{z}}=0, \tag{2.3.5}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\frac{\partial}{\partial z}\left(\tilde{q}_{\bar{z}}-\tilde{q}_{\bar{z}} q\right)+\frac{\partial}{\partial \bar{z}}\left(q \tilde{q}_{z}-q_{z} \tilde{q}\right)=0 \tag{2.3.6}
\end{equation*}
$$

This implies that the differential form

$$
\begin{equation*}
\widetilde{W}(z, \bar{z}, k)=-\left(q \tilde{q}_{z}-q_{z} \tilde{q}\right) d z+\left(\tilde{q} q_{\bar{z}}-\tilde{q}_{z} q\right) d \bar{z} \tag{2.3.7}
\end{equation*}
$$

is closed. Using that $e^{-i \beta\left(k z-\frac{\bar{z}}{k}\right)}$ is a special solution of equation (2.3.4) we obtain the differential form $W(z, \bar{z}, k)$ defined in (2.3.2).

In what follows, we will use the spectral analysis of the differential form

$$
\begin{equation*}
d\left[e^{-i \beta\left(k z-\frac{\bar{z}}{k}\right)} \mu(z, k)\right]=W(z, \bar{z}, k), k \in \mathbb{C} \tag{2.3.8}
\end{equation*}
$$

to obtain an integral representation for $q$ in $\Omega$. Also, the following global relation, due to Green's theorem, is valid

$$
\begin{equation*}
\int_{\partial \Omega} W(z, \bar{z}, k)=0, \quad k \in \mathbb{C} . \tag{2.3.9}
\end{equation*}
$$

If $q$ is real, another independent global relation can be obtained from equation (2.3.9), via Schwarz conjugation, i.e. by replacing $W(z, \bar{z}, k)$ with $\bar{W}(z, \bar{z}, \bar{k})$ in (2.3.9). This yields

$$
\begin{equation*}
\int_{\partial \Omega} e^{i \beta\left(k \bar{z}-\frac{z}{k}\right)}\left[\left(q_{\bar{z}}-i k \beta q\right) d \bar{z}-\left(q_{z}-\frac{\beta}{i k} q\right) d z\right]=0, \quad k \in \mathbb{C} . \tag{2.3.10}
\end{equation*}
$$

Actually (2.3.10) is valid even if $q$ is not real. Indeed, replacing in equation (2.3.2) $k$ by $\frac{1}{k}$ it follows that $W\left(z, \bar{z}, \frac{1}{k}\right)$ is closed iff equation (2.3.1) is satisfied; then, Green's theorem for the closed differential form $W\left(z, \bar{z}, \frac{1}{k}\right)$ yields equation (2.3.10).

The following theorem, which can be also found in [9] and [43], gives the formulae for the global relation and the integral representation for the modified Helmholtz's equations in the interior of a convex polygon.

Theorem 2.2. Let $\Omega$ be the interior of a convex closed polygon in the complex $z$-plane, with corners $z_{1}, \ldots, z_{n}, z_{n+1} \equiv z_{1}$. Assume that there exists a solution $q(z, \bar{z})$ of the modified Helmholtz equation, i.e. of equation (2.3.1), valid on $\Omega$ and suppose that this solution has sufficient smoothness all the way to the boundary of the polygon.

Then $q$ can be expressed in the form

$$
\begin{equation*}
q(z, \bar{z})=\frac{1}{4 \pi i} \sum_{j=1}^{n} \int_{l_{j}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \hat{q}_{j}(k) \frac{d k}{k}, \tag{2.3.11}
\end{equation*}
$$

where $\left\{\hat{q}_{j}(k)\right\}_{1}^{n}$ are defined by

$$
\begin{equation*}
\hat{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{-i \beta\left(k z-\frac{\bar{z}}{k}\right)}\left[\left(q_{z}+i k \beta q\right) d z-\left(q_{\bar{z}}+\frac{\beta}{i k} q\right) d \bar{z}\right], k \in \mathbb{C}, \tag{2.3.12}
\end{equation*}
$$

and $\left\{l_{j}\right\}_{1}^{n}$ are the rays in the complex $k$-plane

$$
\begin{equation*}
l_{j}=\left\{k \in \mathbb{C}: \arg k=-\arg \left(z_{j+1}-z_{j}\right)\right\}, j=1, \ldots, n \tag{2.3.13}
\end{equation*}
$$

oriented from zero to infinity.
Furthermore, the following global relations are valid

$$
\begin{equation*}
\sum_{j=1}^{n} \hat{q}_{j}(k)=0, \quad \sum_{j=1}^{n} \tilde{q}_{j}(k)=0, k \in \mathbb{C}, \tag{2.3.14}
\end{equation*}
$$

where $\left\{\tilde{q}_{j}(k)\right\}_{1}^{n}$ are defined by

$$
\begin{equation*}
\tilde{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{i \beta\left(k \bar{z}-\frac{z}{k}\right)}\left[\left(q_{\bar{z}}-i k \beta q\right) d \bar{z}-\left(q_{z}-\frac{\beta}{i k} q\right) d z\right] . \tag{2.3.15}
\end{equation*}
$$

Proof. We will follow the same steps as in the proof of Theorem 2.1, i.e. we will perform the spectral analysis of the differential form (2.3.8), with $W$ defined by equation (2.3.2).

Integrating equation (2.3.8) we find that for $z \in \Omega$

$$
\begin{equation*}
\mu_{j}(z, \bar{z}, k)=\int_{z_{j}}^{z} e^{i \beta\left[k(z-\zeta)-\frac{1}{k}(\bar{z}-\bar{\zeta})\right]}\left[\left(q_{\zeta}+i k \beta q\right) d \zeta-\left(q_{\bar{\zeta}}+\frac{\beta}{i k} q\right) d \bar{\zeta}\right] \tag{2.3.16}
\end{equation*}
$$

This is an entire function of $k$ which is bounded as $k \rightarrow \infty$ and $k \rightarrow 0$ in the sector $\Sigma_{j}$ of the complex $k$-plane defined by (2.2.13). Indeed, equation (2.3.16) involves the two exponentials

$$
e^{i \beta k(z-\zeta)}, \quad e^{-\frac{i \beta}{k}(\bar{z}-\bar{\zeta})}=e^{-\frac{i \beta \bar{k}}{|k|^{2}}(\bar{z}-\bar{\zeta})}
$$

The real part of these two exponentials have the same sign, thus the exponentials have identical domains of boundedness as $k$ and $1 / k$ tend to infinity.

The differential form (2.3.8) is equivalent to the following Lax pair,

$$
\begin{equation*}
\mu_{z}-i \beta k \mu=q_{z}+i \beta k q, \quad \mu_{\bar{z}}+\frac{i \beta}{k} \mu=-\left(q_{\bar{z}}+\frac{\beta}{i k} q\right) \tag{2.3.17}
\end{equation*}
$$

The first of these equations suggests that

$$
\begin{equation*}
\mu=-q+O\left(\frac{1}{k}\right), \quad k \rightarrow \infty \tag{2.3.18}
\end{equation*}
$$

This can be verified using equation (2.3.16) with $k \in \Sigma_{j}$ and integration by parts. Also subtracting equation (2.3.16) and the analogous equation for $\mu_{j+1}$ we find

$$
\begin{equation*}
\mu_{j}-\mu_{j+1}=e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \hat{q}_{j}(k), \quad k \in l_{j} \tag{2.3.19}
\end{equation*}
$$

where $\left\{\hat{q}_{j}\right\}_{1}^{n}$ are defined by equation (2.3.12).
The solution of the RH problem defined by (2.3.18) and (2.3.19) is given for all $k \in$ $\mathbb{C} \backslash\left\{\bigcup\left\{l_{j}\right\}_{1}^{n}\right\}$ by

$$
\begin{equation*}
\mu=-q+\frac{1}{2 i \pi} \sum_{j=1}^{n} \int_{l_{j}} e^{i \beta\left(l z-\frac{\bar{z}}{l}\right)} \hat{q}_{j}(l) \frac{d l}{l-k}, \quad z \in \Omega \tag{2.3.20}
\end{equation*}
$$

Substituting this expression in the second of equations (2.3.17) we find equation (2.3.11).

Using in equations (2.3.9) and (2.3.10) the definitions of $\left\{\hat{q}_{j}\right\}_{1}^{n}$ and $\left\{\tilde{q}_{j}\right\}_{1}^{n}$ (i.e. equations (2.3.12) and (2.3.15)), we find the global relations (2.3.14).

Using the identities (2.1.12), which expresses $q_{z} d z$ and $q_{\bar{z}} d \bar{z}$ in terms of $\dot{q}$ and $q_{N}$, in the equations (2.3.12) and (2.3.15), the expression for $\hat{q}_{j}$ and $\tilde{q}_{j}$ become

$$
\begin{equation*}
\hat{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{-i \beta\left(k z-\frac{\bar{z}}{k}\right)}\left[i q_{N}+i \beta\left(\frac{1}{k} \frac{d \bar{z}}{d s}+k \frac{d z}{d s}\right) q\right] d s, k \in \mathbb{C} \tag{2.3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{i \beta\left(k \bar{z}-\frac{z}{k}\right)}\left[i q_{N}+i \beta\left(k \frac{d \bar{z}}{d s}+\frac{1}{k} \frac{d z}{d s}\right) q\right] d s, k \in \mathbb{C}, \tag{2.3.22}
\end{equation*}
$$

respectively.

### 2.3.1 The Symmetric Dirichlet Problem.

In what follows we will solve the symmetric Dirichlet problem for the modified Helmholtz equation in the interior of the equilateral triangle $D$, i.e. we will solve the problem with the boundary conditions

$$
q^{(j)}(s)=d(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3
$$

where the function $d(s)$ has sufficient smoothness and is compatible at the vertices of the triangle, i.e. $d\left(\frac{l}{2}\right)=d\left(-\frac{l}{2}\right)$.

It turns out that the analysis of Laplace and modified Helmholtz equations is very similar. Indeed, applying the parametrization of the fundamental domain on the general solution (2.3.11) we obtain

$$
\begin{align*}
& \hat{q}_{1}(k)=\hat{q}(k), \quad \hat{q}_{2}(k)=\hat{q}(a k), \quad \hat{q}_{3}(k)=\hat{q}(\bar{a} k), \\
& \hat{q}(k)=E(-i k)[i U(k)+D(k)], \tag{2.3.23}
\end{align*}
$$

with
where

$$
\begin{gathered}
E(k)=e^{\beta\left(k+\frac{1}{k}\right) \frac{l}{2 \sqrt{3}}}, \quad D(k)=\beta\left(\frac{1}{k}-k\right) \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{\beta\left(k+\frac{1}{k}\right) s} d(s) d s, \\
U(k)=\int_{-\frac{l}{2}}^{\frac{l}{2}} e^{\beta\left(k+\frac{1}{k}\right) s} q_{N}(s) d s, k \in \mathbb{C} .
\end{gathered}
$$

Hence, we obtain the following integral representation:

$$
\begin{align*}
q(z, \bar{z}) & =\frac{1}{4 i \pi} \int_{l_{1}} A(k, z, \bar{z}) E(-i k)\left(D(k)+\frac{G(k)}{\Delta(a k)}\right) \frac{d k}{k} \\
& +\frac{1}{4 i \pi} \int_{l_{1}^{\prime}} A(k, z, \bar{z}) E^{2}(i a k) \frac{G(k)}{\Delta(a k) \Delta(k)} \frac{d k}{k} \tag{2.3.24}
\end{align*}
$$

where

$$
\begin{align*}
& A(k, z, \bar{z})=e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)}+e^{i \beta\left(\bar{a} k z-\frac{\bar{z}}{a k}\right)}+e^{i \beta\left(a k z-\frac{\bar{z}}{a k}\right)},  \tag{2.3.25.1}\\
& G(k)=\Delta^{+}(a k) D(k)+2 D(\bar{a} k)+\Delta^{+}(k) D(a k)  \tag{2.3.25.2}\\
& \Delta(k)=e(k)-e(-k), \Delta^{+}(k)=e(k)+e(-k), e(k)=e^{\beta\left(k+\frac{1}{k}\right) \frac{l}{2}} \tag{2.3.25.3}
\end{align*}
$$

Following, now, step by step the analysis of the symmetric Dirichlet problem for the Laplace equation we derive the solution (2.3.24).

Remark 2.1. Notice that the three "basic facts" used for the Laplace equation remain true, but slightly more complicated to prove. In particular,

1. The zeros of $\Delta(k)$ occur when $k+\frac{1}{k} \in e^{-i \frac{\pi}{2}} \mathbb{R} \Rightarrow k \in e^{-i \frac{\pi}{2}} \mathbb{R}$.

Therefore by rotation

$$
\Delta(a k)=0 \Rightarrow k \in e^{\frac{i 5 \pi}{6}} \mathbb{R} \quad \text { and } \quad \Delta(\bar{a} k)=0 \Rightarrow k \in e^{\frac{i \pi}{6}} \mathbb{R}
$$

2. The functions

$$
\begin{equation*}
e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E^{2}(i a k), \quad e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E^{2}(i k), \quad e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E^{2}(i \bar{a} k), \tag{2.3.26}
\end{equation*}
$$

with $z$ in the interior of the triangle, are bounded as $k \rightarrow 0$ and $k \rightarrow \infty$, for $\arg k$ in

$$
\left[-\frac{\pi}{2}, \frac{\pi}{6}\right], \quad\left[\frac{\pi}{6}, \frac{5 \pi}{6}\right], \quad\left[\frac{5 \pi}{6}, \frac{3 \pi}{2}\right]
$$

respectively, see Figure 2.5. Indeed, let us consider the first exponential in (2.3.26). Using $z_{1}=-l \alpha / \sqrt{3}$, this exponential can be written as

$$
e^{i \beta k\left(z-z_{1}\right)+\frac{\beta\left(z-\bar{z}_{1}\right)}{i k}} .
$$

If $z$ is in the interior of the triangle then

$$
\frac{\pi}{2} \leq \arg \left(z-z_{1}\right) \leq \frac{5 \pi}{6}
$$

thus, if

$$
-\frac{\pi}{2} \leq \arg k \leq \frac{\pi}{6}
$$

it follows that

$$
0 \leq \arg \left[k\left(z-z_{1}\right)\right] \leq \pi .
$$

Hence, the exponentials

$$
e^{i \beta k\left(z-z_{1}\right)} \text { and } e^{\frac{\beta\left(\bar{z}-\bar{z}_{1}\right)}{i k}}
$$

are bounded as $|k| \rightarrow \infty$ and $|k| \rightarrow 0$ respectively. The analogous results for the second and third exponentials in (2.3.26) can be obtained in a similar way.
3. The functions $\frac{U(k)}{\Delta(k)}, \frac{U(a k)}{\Delta(a k)}$ and $\frac{U(\bar{a} k)}{\Delta(\bar{a} k)}$ are bounded and analytic in $\mathbb{C}$ except for $k$ on the lines where the functions $\Delta(k), \Delta(a k)$ and $\Delta(\bar{a} k)$ have zeros.
Indeed, regarding $\frac{U(k)}{\Delta(k)}$ observe that $\Delta(k)$ is dominated by $e(k)$ for Rek $>0$ and by $e(-k)$ for Rek $<0$, hence

$$
\frac{U(k)}{\Delta(k)} \sim \begin{cases}e(-k) U(k), & \text { Rek }>0 \\ -e(k) U(k), & \text { Rek }<0\end{cases}
$$

Furthermore $e(-k) U(k)$ involves $e^{\left(k+\frac{1}{k}\right)\left(s-\frac{l}{2}\right)}$ which is bounded for Rek $\geq 0$ and $e(k) U(k)$ involves $e^{\left(k+\frac{1}{k}\right)\left(s+\frac{l}{2}\right)}$ which is bounded for Rek $\leq 0$.

Example 2.2. $\quad$ Set $l=\pi$ and $d(s)=\cos s$.
Hence,

$$
D(k)=2 \beta \frac{\frac{1}{k}-k}{1+\beta^{2}\left(k+\frac{1}{k}\right)^{2}} \cosh \left[\beta\left(k+\frac{1}{k}\right) \frac{\pi}{2}\right]
$$

and

$$
\begin{align*}
G(k) & =4 \beta\left[\frac{\frac{1}{k}-k}{1+\beta^{2}\left(k+\frac{1}{k}\right)^{2}}+\frac{\frac{1}{a k}-a k}{1+\beta^{2}\left(a k+\frac{1}{a k}\right)^{2}}\right] \cosh \left[\beta\left(k+\frac{1}{k}\right) \frac{\pi}{2}\right] \cosh \left[\beta\left(a k+\frac{1}{a k}\right) \frac{\pi}{2}\right] \\
& +4 \beta \frac{\frac{1}{\bar{a} k}-\bar{a} k}{1+\beta^{2}\left(\bar{a} k+\frac{1}{\bar{a} k}\right)^{2}} \cosh \left[\beta\left(\bar{a} k+\frac{1}{\bar{a} k}\right) \frac{\pi}{2}\right] \tag{2.3.27}
\end{align*}
$$

where we have used that $\Delta^{+}(k)=2 \cosh \left[\beta\left(k+\frac{1}{k}\right) \frac{\pi}{2}\right]$.
In order to verify the convergence of the integrals in the representation (2.3.24) observe the following:

- For the first integral along $l_{1}, \operatorname{Re}(k)=0$ and $\operatorname{Im}(k)<0$, hence as $k \rightarrow 0$ and $k \rightarrow \infty$ :

1. $e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E(-i k) \sim e^{\beta\left(i k+\frac{1}{i k}\right)\left(\operatorname{Re}(z)-\frac{\pi}{2 \sqrt{3}}\right)} \sim e^{-\beta\left(t+\frac{1}{t}\right)\left(x-\frac{\pi}{2 \sqrt{3}}\right)}, t<0, x<\frac{\pi}{2 \sqrt{3}}$;
2. $D(k) \sim \frac{1}{k+\frac{1}{k}}$;
3. $\frac{G(k)}{\Delta(a k)} \sim \frac{1}{k+\frac{1}{k}}$.

- For the second integral along $l_{1}^{\prime}$, $\arg k \in\left(-\frac{\pi}{2},-\frac{\pi}{6}\right)$, hence as $k \rightarrow 0$ and $k \rightarrow \infty$ :

1. $e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E^{2}(i a k) \sim \exp \left[\left(x-\frac{\pi}{2 \sqrt{3}}\right) \cos \left(\phi+\frac{\pi}{2}\right)-\left(y+\frac{\pi}{2}\right) \sin \left(\phi+\frac{\pi}{2}\right)\right]$, where $x<\frac{\pi}{2 \sqrt{3}}, y>-\frac{\pi}{2}$ and $\phi=\arg k$. Thus the associated exponent has negative real part when $\arg k \in\left(-\frac{\pi}{2},-\frac{\pi}{6}\right)$ i.e. in the domain of the deformation of $l_{1}^{\prime}$;
2. $\frac{G(k)}{\Delta(k) \Delta(a k)} \sim \frac{1}{k+\frac{1}{k}}$.

Similar arguments are valid for the other two terms of $A(k, z, \bar{z})$.
Example 2.3. Set $l=2 L, d_{1}(s)=\cos \left(n \frac{2 \pi}{L} s\right)$ and $d_{2}(s)=\sin \left(n \frac{2 \pi}{L} s\right), n \in \mathbb{Z}$.
After some calculations we find

$$
D_{1}(k)=2 \frac{\beta\left(\frac{1}{k^{2}}-k^{2}\right)}{\beta^{2}\left(k+\frac{1}{k}\right)^{2}+\left(\frac{2 n \pi}{L}\right)^{2}} \sinh \left[\beta\left(k+\frac{1}{k}\right) L\right]
$$

and

$$
D_{2}(k)=2 \frac{\frac{2 n \pi}{L}\left(\frac{1}{k}-k\right)}{\beta^{2}\left(k+\frac{1}{k}\right)^{2}+\left(\frac{2 n \pi}{L}\right)^{2}} \sinh \left[\beta\left(k+\frac{1}{k}\right) L\right],
$$

$$
\Delta^{+}(k)=2 \cosh \left[\beta\left(k+\frac{1}{k}\right) L\right], \quad \Delta(k)=2 \sinh \left[\beta\left(k+\frac{1}{k}\right) L\right]
$$

The convergence of the integrals in the representation of the solution can be verified easily.

### 2.3.2 The Poincaré Problem.

Replacing in the definition of $\hat{q}_{j}$, in (2.3.21), the term $q_{N}^{(j)}$ with

$$
\frac{1}{\sin \delta_{j}}\left[f_{j}-\cos \delta_{j} \frac{d q^{(j)}}{d s}+\chi_{j} q^{(j)}\right]
$$

and integrating by parts the term involving $\frac{d q^{(j)}}{d s}$, we find the following:

$$
\begin{align*}
& \hat{q}_{1}(k)=i E(-i k)\left[H_{1}(k) \Psi_{1}(k)+F_{1}(k)+C_{1}(k)\right] \\
& \hat{q}_{2}(k)=i E(-i a k)\left[H_{2}(a k) \Psi_{2}(a k)+F_{2}(a k)+C_{2}(a k)\right]  \tag{2.3.28}\\
& \hat{q}_{3}(k)=i E(-i \bar{a} k)\left[H_{3}(\bar{a} k) \Psi_{3}(\bar{a} k)+F_{3}(\bar{a} k)+C_{3}(\bar{a} k)\right],
\end{align*}
$$

where

$$
\begin{equation*}
H_{j}(k)=i \beta\left(k e^{i \delta_{j}}+\frac{1}{k e^{i \delta_{j}}}\right)+\chi_{j} \tag{2.3.29}
\end{equation*}
$$

the function $F_{j}(k)$ is known, $\Psi_{j}(k)$ involves the unknown Dirichlet boundary values

$$
\begin{align*}
& F_{j}(k)=\frac{1}{\sin \delta_{j}} \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{\beta\left(k+\frac{1}{k}\right) s} f_{j}(s) d s  \tag{2.3.30}\\
& \Psi_{j}(k)=\frac{1}{\sin \delta_{j}} \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{\beta\left(k+\frac{1}{k}\right) s} q^{(j)}(s) d s
\end{align*}
$$

and the function $C_{j}(k)$ involves the values of $q(x, y)$ at the vertices,

$$
\begin{equation*}
C_{j}(k)=\frac{\cos \delta_{j}}{\sin \delta_{j}}\left[e(-k) q^{(j)}\left(-\frac{l}{2}\right)-e(k) q^{(j)}\left(\frac{l}{2}\right)\right] . \tag{2.3.31}
\end{equation*}
$$

Applying equations (2.3.28) in the first of the global relations (2.3.14) we find that

$$
\begin{equation*}
E(-i k) H_{1}(k) \Psi_{1}(k)+E(-i a k) H_{2}(a k) \Psi_{2}(a k)+E(-i \bar{a} k) H_{3}(\bar{a} k) \Psi_{3}(\bar{a} k)=F(k)+C(k), \tag{2.3.32}
\end{equation*}
$$

where $F(k)$ is the known function

$$
F(k)=E(-i k) F_{1}(k)+E(-i a k) F_{2}(a k)+E(-i \bar{a} k) F_{3}(\bar{a} k)
$$

and $C(k)$ depends on $\left\{C_{j}(k)\right\}_{1}^{3}$ and also involve the values of $q(x, y)$ at the vertices:

$$
\begin{align*}
C(k) & =\left.\frac{\cos \delta_{1}}{\sin \delta_{1}} E(-i k) e^{\left(k+\frac{\lambda}{k}\right) s} q_{1}(s)\right|_{-\frac{l}{2}} ^{\frac{l}{2}}+\left.\frac{\cos \delta_{2}}{\sin \delta_{2}} E(-i w k) e^{\left(w k+\frac{\lambda}{w k}\right) s} q_{2}(s)\right|_{-\frac{l}{2}} ^{\frac{l}{2}} \\
& +\left.\frac{\cos \delta_{3}}{\sin \delta_{3}} E(-i \bar{w} k) e^{\left(\bar{w} k+\frac{\lambda}{w k}\right) s} q_{3}(s)\right|_{-\frac{l}{2}} ^{\frac{l}{2}} \tag{2.3.33}
\end{align*}
$$

Here, we will sketch the method used to solve this problem, following precisely the same steps used for the general Dirichlet problem in the Laplace equation. First, we formulate the global relation and then formulate a system of 6 equations involving the 9 unknowns

$$
\left\{\Psi_{j}(k), \Psi_{j}(a k), \Psi_{j}(\bar{a} k)\right\}_{j=1}^{3}
$$

Then we find the analogue of equation (2.2.52) which is an expression of $\Psi_{3}(\bar{a} k)$ in terms of $\left\{\Psi_{j}(k)\right\}_{1}^{3}$ (see [32]):

$$
\begin{equation*}
D^{3}(k) H_{3}(\bar{a} k) \Psi_{3}(\bar{a} k)=\sum_{j=1}^{3} \Gamma_{j}^{3}(k) H_{j}(k) \Psi_{j}(k)+T^{3}(k)+C^{3}(k) \tag{2.3.34}
\end{equation*}
$$

$$
\begin{align*}
D^{3}(k) & =\frac{P_{1}(\bar{a} k)}{P_{2}(a k) P_{3}(a k)}\left(e^{-3}(k)-e^{3}(k) \frac{P_{1}(a k) P_{2}(a k) P_{3}(a k)}{P_{1}(\bar{a} k) P_{2}(\bar{a} k) P_{3}(\bar{a} k)}\right) \\
\Gamma_{1}^{3}(k) & =\frac{1}{P_{1}(k)} e(-\bar{a} k)-e^{2}(-k) e(\bar{a} k) \frac{P_{1}(\bar{a} k)}{P_{2}(a k) P_{3}(a k)},  \tag{2.3.35}\\
\Gamma_{2}^{3}(k) & =e^{2}(k) e(-\bar{a} k) \frac{P_{1}(a k)}{P_{3}(k) P_{3}(\bar{a} k)}-e(\bar{a} k) \frac{1}{P_{2}(a k)}, \\
\Gamma_{3}^{3}(k) & =e^{2}(-k) e(-\bar{a} k) \frac{P_{1}(\bar{a} k)}{P_{2}(k) P_{2}(a k)}-e^{2}(k) e(\bar{a} k) \frac{1}{P_{3}(\bar{a} k)}
\end{align*}
$$

with

$$
\begin{equation*}
P_{j}(k)=\frac{H_{j}(k)}{\overline{H_{j}(\bar{k})}} \tag{2.3.36}
\end{equation*}
$$

and $\left\{T^{j}(k)\right\}_{1}^{3}$ involves the known functions $\{F(k), \bar{F}(\bar{k}), F(a k), \bar{F}(a \bar{k}), F(\bar{a} k), \bar{F}(\bar{a} \bar{k})\}$ and $\left\{C^{j}(k)\right\}_{1}^{3}$ involves $\{C(k), \bar{C}(\bar{k}), C(a k), \bar{C}(a \bar{k}), C(\bar{a} k), \bar{C}(\bar{a} \bar{k})\}$.

Making the substitution $k \rightarrow a k$ and the rotations $3 \rightarrow 1,1 \rightarrow 2,2 \rightarrow 3$ on the subscripts of (2.3.34), we find the analogue of equation (2.2.53) for the Poincaré problem, namely, we find the equation

$$
\begin{equation*}
D^{1}(a k) H_{1}(k) \Psi_{1}(k)=\sum_{j=1}^{3} \Gamma_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k)+T^{1}(a k)+C^{1}(a k), \tag{2.3.37}
\end{equation*}
$$

where $D^{1}(k)$ and $\left\{\Gamma_{j}^{1}(k)\right\}_{1}^{3}$ are obtained by making the rotations $3 \rightarrow 1,1 \rightarrow 2,2 \rightarrow 3$ on the subscripts of $D^{3}(k)$ and $\left\{\Gamma_{j}^{3}(k)\right\}_{1}^{3}$ in (2.3.35). Similarly, making the substitution $k \rightarrow \bar{a} k$ and the rotations $3 \rightarrow 2,2 \rightarrow 1,1 \rightarrow 3$ on the subscripts of (2.3.34) we find the analogue of equation (2.2.54) for the Poincaré problem, namely, we find the equation

$$
\begin{equation*}
D^{2}(\bar{a} k) H_{2}(a k) \Psi_{2}(a k)=\sum_{j=1}^{3} \Gamma_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k)+T^{2}(\bar{a} k)+C^{2}(\bar{a} k), \tag{2.3.38}
\end{equation*}
$$

where $D^{2}(k)$ and $\left\{\Gamma_{j}^{2}(k)\right\}_{1}^{3}$ are obtained by making the rotations $3 \rightarrow 2,2 \rightarrow 1,1 \rightarrow 3$ on the subscripts of $D^{3}(k)$ and $\left\{\Gamma_{j}^{3}(k)\right\}_{1}^{3}$ in (2.3.35).

Replacing in the expression $\hat{q}_{1}(k)$, defined by (2.3.28), the term $H_{1}(k) \Psi_{1}(k)$ with the
expression given in (2.3.37) we find

$$
\begin{align*}
\hat{q}_{1}(k) & =i E(-i k)\left[F_{1}(k)+C_{1}(k)\right]+i \frac{E(-i k)}{D^{1}(a k)}\left[T^{1}(a k)+C^{1}(a k)\right] \\
& +i \frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} \Theta_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k)-i \frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} A_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k), \tag{2.3.39}
\end{align*}
$$

where we have used the notation $\Gamma_{j}^{i}(k)=\Theta_{j}^{i}(k)-A_{j}^{i}(k)$. Hence, the contribution of $\hat{q}_{1}(k)$ to the solution is

$$
\begin{align*}
\widetilde{C}_{1}(z, \bar{z})= & \frac{1}{4 \pi} \int_{l_{1}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E(-i k)\left(F_{1}(k)+C_{1}(k)+\frac{T^{1}(a k)+C^{1}(a k)}{D^{1}(a k)}\right) \frac{d k}{k} \\
& +\frac{1}{4 \pi} \int_{l_{1}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} \Theta_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k) \frac{d k}{k}  \tag{2.3.40}\\
& -\frac{1}{4 \pi} \int_{l_{1}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} A_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k) \frac{d k}{k} .
\end{align*}
$$

Considerations of boundedness and analyticity, allow us to deform the integral of the last term from $l_{1}$ to $l_{1}^{\prime}$, where $l_{1}^{\prime}$ is a ray with $-\frac{\pi}{2} \leq \arg k \leq-\frac{\pi}{6}$.

Remark 2.2. The analysis of the zeros of $D^{1}(a k)$ is now slightly more complicated. Indeed, if $D^{1}(k)=0$ then $k$ does not necessarily belong to the imaginary axis. However, the following relations are valid

$$
\lim _{|k| \rightarrow 0}|P(k)|=1, \quad \lim _{|k| \rightarrow \infty}|P(k)|=1
$$

The definition of $D^{3}(k)$ in (2.3.35) implies that

$$
D^{3}(k)=0 \Rightarrow e^{6}(k)=\frac{P_{1}(\bar{a} k) P_{2}(\bar{a} k) P_{3}(\bar{a} k)}{P_{1}(a k) P_{2}(a k) P_{3}(a k)}
$$

The last equation yields

$$
\lim _{|k| \rightarrow 0}|e(k)|=1, \quad \lim _{|k| \rightarrow \infty}|e(k)|=1 .
$$

Hence, the roots of $D^{3}(k)$ are on the imaginary axis as $|k| \rightarrow 0$ and $|k| \rightarrow \infty$. The same is true for $\left\{D^{j}(k)\right\}_{1}^{3}$. Thus,

$$
D^{1}(a k)=0 \Rightarrow k \in e^{i \frac{5 \pi}{6}} \mathbb{R}, \quad|k| \rightarrow 0,|k| \rightarrow \infty
$$

The last integral in (2.3.40), in addition to the deformed integral, also yields a finite sum of unknown functions evaluated at some zeros of $D^{1}(a k)$, which can be computed in terms of known functions by equation (2.3.37). However, choosing $l_{1}^{\prime}$ to be an appropriate curve, oriented from 0 to infinity, in the domain $D_{1}=\left\{k \in \mathbb{C}:-\frac{\pi}{2} \leq \arg k \leq-\frac{\pi}{6}\right\}$, it is possible to avoid all these poles.

Similarly, replacing in the expression of $\hat{q}_{2}(k)$, defined in (2.3.28) the term $H_{2}(a k) \Psi_{2}(a k)$ with the expression given in (2.3.38) we find

$$
\begin{align*}
\hat{q}_{2}(k) & =i E(-i a k)\left[F_{2}(a k)+C_{2}(a k)\right]+i \frac{E(-i a k)}{D^{2}(\bar{a} k)}\left[T^{2}(\bar{a} k)+C^{2}(\bar{a} k)\right] \\
& +i \frac{E(-i a k)}{D^{2}(\bar{a} k)} \sum_{j=1}^{3} \Theta_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k)-i \frac{E(-i a k)}{D^{2}(\bar{a} k)} \sum_{j=1}^{3} A_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k) . \tag{2.3.41}
\end{align*}
$$

Hence, the contribution of $\hat{q}_{2}(k)$ to the solution is

$$
\begin{align*}
\widetilde{C}_{2}(z, \bar{z}) & =\frac{1}{4 \pi} \int_{l_{2}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E(-i a k)\left[F_{2}(a k)+C_{2}(a k)+\frac{T^{2}(\bar{a} k)+C^{2}(\bar{a} k)}{D^{2}(\bar{a} k)}\right] \frac{d k}{k} \\
& +\frac{1}{4 \pi} \int_{l_{2}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i a k)}{D^{2}(\bar{a} k)} \sum_{j=1}^{3} \Theta_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k) \frac{d k}{k}  \tag{2.3.42}\\
& -\frac{1}{4 \pi} \int_{l_{2}^{\prime}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i a k)}{D^{2}(\bar{a} k)} \sum_{j=1}^{3} A_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k) \frac{d k}{k}+S_{2}\left(k_{n}\right)
\end{align*}
$$

where $l_{2}^{\prime}$ is a ray with $\frac{5 \pi}{6}<\arg k<\frac{7 \pi}{6}$ and $S_{2}\left(k_{n}\right)$ is a finite sum of known functions. In analogy with the earlier results we expect that the following relation is valid

$$
\begin{align*}
\frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} \Theta_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k) & =\frac{E(-i a k)}{D^{2}(\bar{a} k)} \sum_{j=1}^{3} A_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k)  \tag{2.3.43}\\
& +E^{2}(i \bar{a} k) \frac{T^{231}(\bar{a} k)+C^{231}(\bar{a} k)}{D^{1}(a k) D^{2}(\bar{a} k)}
\end{align*}
$$

where $T^{231}(k)$ and $C^{231}(k)$ are functions of $\left\{T^{j}\right\}_{1}^{3}$ and $\left\{C^{j}\right\}_{1}^{3}$, respectively. In order to verify this equation, we compute $\Psi_{1}(a k)$ and $\Psi_{3}(a k)$ by making the rotations $2 \rightarrow 1$, $1 \rightarrow 3,3 \rightarrow 2$ and $2 \rightarrow 3,3 \rightarrow 1,1 \rightarrow 1$ in equation (2.3.38), respectively. Similarly, we
compute $\Psi_{1}(\bar{a} k)$ and $\Psi_{2}(\bar{a} k)$ from equation (2.3.34). Hence, computing the rhs and the lhs side of equation (2.3.43) we conclude that this equation is indeed valid iff the following condition is valid

$$
P_{1}(k) P_{1}(a k) P_{1}(\bar{a} k)=P_{2}(k) P_{2}(a k) P_{2}(\bar{a} k)=P_{3}(k) P_{3}(a k) P_{3}(\bar{a} k)
$$

Employing in this expression the definitions of $P_{j}(k)$ and $H_{j}(k)$ given in (2.3.36) and in (2.3.29) respectively, we find the conditions (2.1.8)-(2.1.10). Furthermore,

$$
T^{l m n}(k)=e(a k) \sum_{j=1}^{3} \Theta_{j}^{n}(\bar{a} k) T^{j}(k) \text { and } \quad C^{l m n}(k)=e(a k) \sum_{j=1}^{3} \Theta_{j}^{n}(\bar{a} k) C^{j}(k)
$$

Equation (2.3.43) is the analogue to equation (2.2.57). Thus, we also obtain the analogue of the equations (2.2.55) and (2.2.56):

$$
\begin{align*}
\frac{E(-i \bar{a} k)}{D^{3}(k)} \sum_{j=1}^{3} \Theta_{j}^{3}(k) H_{j}(k) \Psi_{j}(k) & =\frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} A_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k)  \tag{2.3.44}\\
& +E^{2}(i a k) \frac{T^{123}(a k)+C^{123}(a k)}{D^{3}(k) D^{1}(a k)}
\end{align*}
$$

and

$$
\begin{align*}
\frac{E(-i a k)}{D^{2}(\bar{a} k)} \sum_{j=1}^{3} \Theta_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k) & =\frac{E(-i \bar{a} k)}{D^{3}(k)} \sum_{j=1}^{3} A_{j}^{3}(k) H_{j}(k) \Psi_{j}(k)  \tag{2.3.45}\\
& +E^{2}(i k) \frac{T^{312}(k)+C^{312}(k)}{D^{2}(\bar{a} k) D^{3}(k)}
\end{align*}
$$

Employing equations (2.3.39) and (2.3.44) in the integral representation (2.3.11) we conclude that the contribution of $\hat{q}_{1}(k)$ to the solution is

$$
\begin{align*}
\widetilde{C}_{1}(z, \bar{z}) & =\frac{1}{4 \pi} \int_{l_{1}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E(-i k)\left(F_{1}(k)+C_{1}(k)+\frac{T^{1}(a k)+C^{1}(a k)}{D^{1}(a k)}\right) \frac{d k}{k} \\
& +\frac{1}{4 \pi} \int_{l_{1}^{\prime}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} E^{2}(i a k) \frac{T^{123}(a k)+C^{123}(a k)}{D^{3}(k) D^{1}(a k)} \frac{d k}{k}+S_{1}\left(k_{n}\right) \\
& +\frac{1}{4 \pi} \int_{l_{1}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} \Theta_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k) \frac{d k}{k}  \tag{2.3.46}\\
& -\frac{1}{4 \pi} \int_{l_{1}^{\prime}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i \bar{a} k)}{D^{3}(k)} \sum_{j=1}^{3} \Theta_{j}^{3}(k) H_{j}(k) \Psi_{j}(k) \frac{d k}{k} .
\end{align*}
$$

The solution is given by

$$
\begin{equation*}
q(z)=\widetilde{F}_{1}(z)+\widetilde{F}_{2}(z)+\widetilde{F}_{3}(z) \tag{2.3.47}
\end{equation*}
$$

where $\widetilde{F}_{1}(z)$ is given by the first three terms of equation (2.3.46); $\widetilde{F}_{2}(z)$ is obtained from $\widetilde{F}_{1}(z)$ by substituting the arguments of the functions of the integrand with $k \rightarrow a k$ and using the rotations $1 \rightarrow 2,2 \rightarrow 3,3 \rightarrow 1 ; \widetilde{F}_{3}(z)$ is obtained from $\widetilde{F}_{1}(z)$ by substituting the arguments of the functions of the integrand with $k \rightarrow \bar{a} k$ and using the rotations $1 \rightarrow 3$, $3 \rightarrow 2,2 \rightarrow 1$.

Indeed, define $\widetilde{\Psi}_{1}$ to be equal to the last two terms of equation (2.3.46), i.e.

$$
\begin{align*}
\widetilde{\Psi}_{1}(z, \bar{z}) & =\frac{1}{4 \pi} \int_{l_{1}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} \Theta_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k) \frac{d k}{k} \\
& -\frac{1}{4 \pi} \int_{l_{1}^{\prime}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i \bar{a} k)}{D^{3}(k)} \sum_{j=1}^{3} \Theta_{j}^{3}(k) H_{j}(k) \Psi_{j}(k) \frac{d k}{k} . \tag{2.3.48}
\end{align*}
$$

Thus, the contribution of $\hat{q}_{2}(k)$ and $\hat{q}_{3}(k)$ are

$$
\begin{align*}
\widetilde{\Psi}_{2}(z, \bar{z}) & =\frac{1}{4 \pi} \int_{l_{2}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i a k)}{D^{1}(\bar{a} k)} \sum_{j=1}^{3} \Theta_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k) \frac{d k}{k}  \tag{2.3.49}\\
& -\frac{1}{4 \pi} \int_{l_{2}^{\prime}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i k)}{D^{1}(a k)} \sum_{j=1}^{3} \Theta_{j}^{1}(a k) H_{j}(a k) \Psi_{j}(a k) \frac{d k}{k}
\end{align*}
$$

and

$$
\begin{align*}
\widetilde{\Psi}_{3}(z, \bar{z}) & =\frac{1}{4 \pi} \int_{l_{3}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i \bar{a} k)}{D^{3}(k)} \sum_{j=1}^{3} \Theta_{j}^{3}(k) H_{j}(k) \Psi_{j}(k) \frac{d k}{k}  \tag{2.3.50}\\
& -\frac{1}{4 \pi} \int_{l_{3}^{\prime}} e^{i \beta\left(k z-\frac{\bar{z}}{k}\right)} \frac{E(-i a k)}{D^{2}(k)} \sum_{j=1}^{3} \Theta_{j}^{2}(\bar{a} k) H_{j}(\bar{a} k) \Psi_{j}(\bar{a} k) \frac{d k}{k} .
\end{align*}
$$

The contribution of $\left\{\widetilde{\Psi}_{j}\right\}_{1}^{3}$ to the solution vanishes, because the integrands which occur in $l_{1} \cup l_{2}^{\prime}, l_{2} \cup l_{3}^{\prime}, l_{3} \cup l_{1}^{\prime}$, are bounded and analytic in the corresponding domains, see Figure 2.5.

Remark 2.3. The corner term $C(k)$ which involves the values of the function $q$ at the vertices, given in (2.3.33), vanishes iff

$$
\begin{equation*}
\cot \delta_{1}=\cot \delta_{2}=\cot \delta_{3} \Leftrightarrow\left\{\sin \left(\delta_{1}-\delta_{2}\right)=0, \sin \left(\delta_{2}-\delta_{3}\right)=0\right\} \tag{2.3.51}
\end{equation*}
$$

since $q_{1}\left(\frac{l}{2}\right)=q_{2}\left(-\frac{l}{2}\right), q_{2}\left(\frac{l}{2}\right)=q_{3}\left(-\frac{l}{2}\right), q_{3}\left(\frac{l}{2}\right)=q_{1}\left(-\frac{l}{2}\right)$. In this case, $C^{j}(k)=0, j=$ $1,2,3$, in the integral representation of the solution (2.3.47).

If equation (2.3.51) is not valid then we can find the solution via the integral representation of the solution (2.3.47) in terms of $C^{j}(k)$, i.e. in terms of $q_{j}\left(\frac{l}{2}\right)$, and then evaluate the solution at these points. Hence, we can determine the associated values by solving a $3 \times 3$ system of linear equations.

Remark 2.4. Having solved the Poincaré problem, we can then immediately obtain the solutions of the Neumann, Robin and oblique Robin problems via appropriate limits. Indeed, we can solve:

- the Neumann problem, by putting $\delta_{j}=\frac{\pi}{2}, \chi_{j}=0, j=1,2,3$;
- the Robin problem, by putting $\delta_{j}=\frac{\pi}{2}$, and $\chi_{j}=\chi \neq 0, j=1,2,3$;
- the oblique Robin problem, by putting $\delta_{j}=\delta$, and $\chi_{j}=\chi, j=1,2,3$.

In all these three cases, observe that the corner terms always vanish, i.e. $\cot \delta_{1}=\cot \delta_{2}=$ $\cot \delta_{3}$. Furthermore, for the Neumann and Robin problem the poles of the integrands have the same distribution as in the Dirichlet case. Indeed, $P_{j}(k)=1$. Hence, the definition of $D^{3}(k)$ in (2.3.35) implies that $D^{j}(k)=e^{-3}(k)-e^{3}(k), j=1,2,3$; this coincides with the definition of $\Delta(k)$ in (2.2.47).

### 2.4 The "Generalized Helmholtz" Equation.

In this section we discuss the "generalized Helmholtz" equation (2.1.13), i.e.

$$
\begin{equation*}
q_{z \bar{z}}+\gamma \beta^{2} q=0 \tag{2.4.1}
\end{equation*}
$$

where $\beta>0$ and $\gamma \in \mathbb{C}$ with $\{|\gamma|=1, \gamma \neq 1\}$.

In order to formulate the general solution of the generalized Helmholtz equation in the interior of a convex polygon $\Omega$, we will state the analogue to Theorem 2.1. In this respect, we consider the following differential form

$$
\begin{equation*}
W(z, \bar{z}, k)=e^{-i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)}\left[\left(q_{z}+i k \beta q\right) d z-\left(q_{\bar{z}}+\gamma \frac{i \beta}{k} q\right) d \bar{z}\right], k \in \mathbb{C}, \tag{2.4.2}
\end{equation*}
$$

which is closed iff the generalized Helmholtz equation is satisfied, i.e.,

$$
\begin{equation*}
d W=2 e^{-i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)}\left[q_{z \bar{z}}+\gamma \beta^{2} q\right] d \bar{z} \wedge d z, k \in \mathbb{C} . \tag{2.4.3}
\end{equation*}
$$

In what follows, the spectral analysis of the differential form

$$
\begin{equation*}
d\left[e^{-i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)} \mu(z, k)\right]=W(z, \bar{z}, k), k \in \mathbb{C} \tag{2.4.4}
\end{equation*}
$$

yields an integral representation for $q$ in $\Omega$. Also, the following global relation is valid

$$
\begin{equation*}
\int_{\partial \Omega} W(z, \bar{z}, k)=0, \quad k \in \mathbb{C} . \tag{2.4.5}
\end{equation*}
$$

Another independent global relation can be obtained from equation (2.4.2) by replacing $k$ with $-\frac{\gamma}{k}$. It follows that $W\left(z, \bar{z},-\frac{\gamma}{k}\right)$ is closed iff equation (2.4.1) is satisfied; Green's theorem for the closed differential form $W\left(z, \bar{z},-\frac{\gamma}{k}\right)$ yields the global relation

$$
\begin{equation*}
\int_{\partial \Omega} e^{i \beta\left(\frac{\gamma}{k} z+k \bar{z}\right)}\left[\left(q_{\bar{z}}-i k \beta q\right) d \bar{z}-\left(q_{z}-\frac{i \beta \gamma}{k} q\right) d z\right]=0, \quad k \in \mathbb{C} . \tag{2.4.6}
\end{equation*}
$$

Theorem 2.3. Let $\Omega$ be the interior of a convex closed polygon in the complex $z$-plane, with corners $z_{1}, \ldots, z_{n}, z_{n+1} \equiv z_{1}$. Assume that there exists a solution $q(z, \bar{z})$ of the generalized Helmholtz equation, i.e. of equation (2.4.1), valid on $\Omega$ and suppose that this solution has sufficient smoothness all the way to the boundary of the polygon.

Then $q$ can be expressed in the form

$$
\begin{equation*}
q(z, \bar{z})=\frac{1}{4 \pi i} \sum_{j=1}^{n} \int_{l_{j}} e^{i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)} \hat{q}_{j}(k) \frac{d k}{k}, \tag{2.4.7}
\end{equation*}
$$

where $\left\{\hat{q}_{j}(k)\right\}_{1}^{n}$ are defined by

$$
\begin{equation*}
\hat{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{-i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)}\left[\left(q_{z}+i k \beta q\right) d z-\left(q_{\bar{z}}+\gamma \frac{i \beta}{k} q\right) d \bar{z}\right], k \in \mathbb{C}, \tag{2.4.8}
\end{equation*}
$$

and $\left\{l_{j}\right\}_{1}^{n}$ are the contours in the complex $k$-plane, oriented from zero to infinity:

$$
\begin{equation*}
l_{j}=\left\{k \in \mathbb{C}: \tan \left(\phi+\phi_{j}\right)=\frac{\sin \theta}{\cos \theta-|k|^{2}}\right\}, j=1, \ldots, n, \tag{2.4.9}
\end{equation*}
$$

where $\theta=\arg \gamma, \phi=\arg k$ and $\phi_{j}=\arg \left\{z_{j+1}-z_{j}\right\}$; see Figure 2.6.


Figure 2.6: The $l_{j}$ contour.
Furthermore, the following global relations are valid

$$
\begin{equation*}
\sum_{j=1}^{n} \hat{q}_{j}(k)=0, \quad \sum_{j=1}^{n} \tilde{q}_{j}(k)=0, k \in \mathbb{C} \tag{2.4.10}
\end{equation*}
$$

where $\left\{\tilde{q}_{j}(k)\right\}_{1}^{n}$ are defined by

$$
\begin{equation*}
\tilde{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{i \beta\left(\frac{\gamma}{k} z+k \bar{z}\right)}\left[\left(q_{\bar{z}}-i k \beta q\right) d \bar{z}-\left(q_{z}-\frac{i \beta \gamma}{k} q\right) d z\right] . \tag{2.4.11}
\end{equation*}
$$

Proof. We will follow the same steps as in the proof of Theorem 2.1, i.e. we will perform the spectral analysis of the differential form (2.4.4), with $W$ defined by equation (2.4.2).

Integrating equation (2.4.4) we find that for $z \in \Omega$

$$
\begin{equation*}
\mu_{j}(z, \bar{z}, k)=\int_{z_{j}}^{z} e^{i \beta\left[k(z-\zeta)+\frac{\gamma}{k}(\bar{z}-\bar{\zeta})\right]}\left[\left(q_{\zeta}+i k \beta q\right) d \zeta-\left(q_{\bar{\zeta}}+\gamma \frac{i \beta}{k} q\right) d \bar{\zeta}\right] . \tag{2.4.12}
\end{equation*}
$$

This equation involves the following exponential

$$
e^{i \beta\left[k(z-\zeta)+\frac{\gamma}{|k|} \bar{k}(\bar{z}-\bar{\zeta})\right]} .
$$

The real part of this exponentials is bounded as $k$ and $1 / k$ tend to infinity, in the domains $\Sigma_{j}$ where $\partial \Sigma_{j}=l_{j-1} \cup\left\{-l_{j}\right\}$, with $l_{j}$ defined in (2.4.9). Indeed, this exponential is bounded iff

$$
\begin{equation*}
\operatorname{Im}\left\{k(z-\zeta)+\frac{\gamma}{k}(\bar{z}-\bar{\zeta})\right\} \geq 0 \tag{2.4.13}
\end{equation*}
$$

Introducing the notations $\theta=\arg \gamma, \phi=\arg k$ and $\Phi=\arg \{z-\zeta\}$, equation (2.4.13) yields

$$
\begin{equation*}
\left(|k|^{2}-\cos \theta\right) \sin (\phi+\Phi)+\sin \theta \cos (\phi+\Phi) \geq 0 \tag{2.4.14}
\end{equation*}
$$

or, equivalently

$$
\begin{equation*}
\sin (\phi+\Phi+\Theta) \geq 0, \quad \tan \Theta=\frac{\sin \theta}{|k|^{2}-\cos \theta} \tag{2.4.15}
\end{equation*}
$$

which yields

$$
\begin{equation*}
0 \leq \phi+\Phi+\Theta \leq \pi . \tag{2.4.16}
\end{equation*}
$$

If $z$ is inside the polygon and $\zeta$ is on a curve from $z$ to $z_{j}$, see Figure 2.2, then

$$
\begin{equation*}
\arg \left(z_{j+1}-z_{j}\right) \leq \arg (z-\zeta) \leq \arg \left(z_{j-1}-z_{j}\right), \quad j=1, \ldots, n \tag{2.4.17}
\end{equation*}
$$

Using the identity

$$
\begin{equation*}
\pi-\arg \left(z_{j}-z_{j+1}\right)=-\arg \left(z_{j+1}-z_{j}\right)=-\phi_{j}(\bmod 2 \pi) \tag{2.4.18}
\end{equation*}
$$

equation (2.4.17) becomes

$$
\begin{equation*}
\phi_{j} \leq \Phi \leq \phi_{j-1}+\pi, \quad j=1, \ldots, n \tag{2.4.19}
\end{equation*}
$$

Hence, the inequalities (2.4.16) are satisfied provided that

$$
-\phi_{j} \leq \phi+\Theta \leq-\phi_{j-1}, \quad j=1, \ldots, n
$$

Thus, the boundaries of the domain $\left\{\Sigma_{j}\right\}_{1}^{n}$ are defined by

$$
\phi+\phi_{j}+\Theta=0 \text { and } \phi+\phi_{j-1}+\Theta=0, \quad j=1, \ldots, n
$$

or, equivalently

$$
\begin{equation*}
\tan \left(\phi+\phi_{j}\right)=-\tan \Theta \text { and } \tan \left(\phi+\phi_{j-1}\right)=-\tan \Theta, \quad j=1, \ldots, n \tag{2.4.20}
\end{equation*}
$$

Applying in this equation the definition of $\Theta$ given in (2.4.15), we obtain that

$$
\partial \Sigma_{j}=l_{j-1} \cup\left\{-l_{j}\right\}, \quad j=1, \ldots, n
$$

where $\left\{l_{j}\right\}_{1}^{n}$ is given in (2.4.9).
The differential form (2.4.4) is equivalent to the following Lax pair,

$$
\begin{equation*}
\mu_{z}-i \beta k \mu=q_{z}+i \beta k q, \quad \mu_{\bar{z}}-\frac{i \gamma \beta}{k} \mu=-\left(q_{\bar{z}}+\frac{i \gamma \beta}{k} q\right) . \tag{2.4.21}
\end{equation*}
$$

The first of these equations suggests that

$$
\begin{equation*}
\mu=-q+O\left(\frac{1}{k}\right), \quad k \rightarrow \infty \tag{2.4.22}
\end{equation*}
$$

This can be verified using equation (2.4.12) with $k \in \Sigma_{j}$ and integration by parts. Also subtracting equation (2.4.12) and the analogous equation for $\mu_{j+1}$ we find

$$
\begin{equation*}
\mu_{j}-\mu_{j+1}=e^{i \beta\left(k z+\gamma \frac{\tilde{z}}{k}\right)} \hat{q}_{j}(k), \quad k \in l_{j}, \tag{2.4.23}
\end{equation*}
$$

where $\left\{\hat{q}_{j}\right\}_{1}^{n}$ are defined by equation (2.4.8).

The solution of the RH problem defined by (2.4.22) and (2.4.23) is given for all $k \in$ $\mathbb{C} \backslash\left\{\bigcup\left\{l_{j}\right\}_{1}^{n}\right\}$ by

$$
\begin{equation*}
\mu=-q+\frac{1}{2 i \pi} \sum_{j=1}^{n} \int_{l_{j}} e^{i \beta\left(l z+\gamma \frac{\bar{z}}{l}\right)} \hat{q}_{j}(l) \frac{d l}{l-k}, \quad z \in \Omega . \tag{2.4.24}
\end{equation*}
$$

Substituting this expression in the second of equations (2.4.21) we find equation (2.4.7).
Using in equations (2.4.5) and (2.4.6) the definitions of $\left\{\hat{q}_{j}\right\}_{1}^{n}$ and $\left\{\tilde{q}_{j}\right\}_{1}^{n}$ (i.e. equations (2.4.8) and (2.4.11)), we find the global relations (2.4.10).

Remark 2.5. For the behavior of $l_{j}$ observe the following:
As $|k| \rightarrow \infty \Rightarrow \tan \left(\phi+\phi_{j}\right)=0 \Rightarrow \phi=-\phi_{j}$. Hence, these curves asymptote at infinity to the curve $\left\{l_{j}\right\}_{1}^{3}$ defined for the modified Helmholtz in equation (2.3.13).

As $|k| \rightarrow 0 \Rightarrow \tan \left(\phi+\phi_{j}\right)=\tan \theta \Rightarrow \phi=\theta-\phi_{j}$. Hence, these curves have as tangent lines at 0 the curves $\left\{k \in \mathbb{C}: \arg k=\theta-\phi_{j}\right\}$, see Figure 2.6.

Remark 2.6. Substituting $\gamma=-1$ in the formulae of Theorem 2.3 yields precisely the relations appearing in Theorem 2.2 for the modified Helmholtz. Furthermore, in this case $\theta=\pi$, which yields $\tan \left(\phi+\phi_{j}\right)=0, j=1, \ldots, n$. Thus $\phi=-\phi_{j}, j=1, \ldots, n$, which is the definition of $\left\{l_{j}\right\}_{1}^{n}$ given in (2.3.13).

Using in equations (2.4.8) and (2.4.11) the identities (2.1.12), which expresses $q_{z} d z$ and $q_{\bar{z}} d \bar{z}$ in terms of $\dot{q}$ and $q_{N}$, the expressions for $\hat{q}_{j}$ and $\tilde{q}_{j}$ become

$$
\begin{equation*}
\hat{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{-i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)}\left[i q_{N}+i \beta\left(-\frac{\gamma}{k} \frac{d \bar{z}}{d s}+k \frac{d z}{d s}\right) q\right] d s, k \in \mathbb{C} \tag{2.4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{q}_{j}(k)=\int_{z_{j}}^{z_{j+1}} e^{i \beta\left(\frac{\gamma}{k} z+k \bar{z}\right)}\left[i q_{N}+i \beta\left(k \frac{d \bar{z}}{d s}-\frac{\gamma}{k} \frac{d z}{d s}\right) q\right] d s, k \in \mathbb{C}, \tag{2.4.26}
\end{equation*}
$$

respectively.

### 2.4.1 The Symmetric Dirichlet problem in the Equilateral Triangle.

Here, we will solve of the symmetric Dirichlet problem for the generalized Helmholtz equation in the interior of the equilateral triangle $D$, i.e. we will solve the problem with boundary conditions

$$
q^{(j)}(s)=d(s), s \in\left[-\frac{l}{2}, \frac{l}{2}\right], j=1,2,3
$$

where the function $d(s)$ has sufficient smoothness and is compatible at the vertices of the triangle, i.e. $d\left(\frac{l}{2}\right)=d\left(-\frac{l}{2}\right)$.

The analysis of the generalized Helmholtz equation is identical to the analysis of the Laplace and the modified Helmholtz. Indeed, applying the parametrization of the fundamental domain on the general solution (2.4.7) we obtain that:

$$
\begin{array}{ll} 
& \hat{q}_{1}(k)=\hat{q}(k), \quad \hat{q}_{2}(k)=\hat{q}(a k), \quad \hat{q}_{3}(k)=\hat{q}(\bar{a} k), \\
\text { with } & \hat{q}(k)=E(-i k)[i U(k)+D(k)],
\end{array}
$$

where

$$
\begin{gathered}
E(k)=e^{\beta\left(k-\frac{\gamma}{k}\right) \frac{l}{2 \sqrt{3}}}, \quad D(k)=-\beta\left(\frac{\gamma}{k}+k\right) \int_{-\frac{l}{2}}^{\frac{l}{2}} e^{\beta\left(k-\frac{\gamma}{k}\right) s} d(s) d s, \\
U(k)=\int_{-\frac{l}{2}}^{\frac{l}{2}} e^{\beta\left(k-\frac{\gamma}{k}\right) s} q_{N}(s) d s, k \in \mathbb{C} .
\end{gathered}
$$

Hence, we obtain the following integral representation:

$$
\begin{align*}
q(z, \bar{z}) & =\frac{1}{4 i \pi} \int_{l_{1}} A(k, z, \bar{z}) E(-i k)\left(D(k)+\frac{G(k)}{\Delta(a k)}\right) \frac{d k}{k} \\
& +\frac{1}{4 i \pi} \int_{l_{1}^{\prime}} A(k, z, \bar{z}) E^{2}(i a k) \frac{G(k)}{\Delta(a k) \Delta(k)} \frac{d k}{k} \tag{2.4.28}
\end{align*}
$$

where,

$$
\begin{align*}
& l_{1}=\left\{k \in \mathbb{C}: \tan \left(\phi+\frac{\pi}{2}\right)=\frac{\sin \theta}{\cos \theta-|k|^{2}}\right\},  \tag{2.4.29a}\\
& l_{2}=\left\{k \in \mathbb{C}: \tan \left(\phi-\frac{5 \pi}{6}\right)=\frac{\sin \theta}{\cos \theta-|k|^{2}}\right\},  \tag{2.4.29b}\\
& l_{3}=\left\{k \in \mathbb{C}: \tan \left(\phi-\frac{\pi}{6}\right)=\frac{\sin \theta}{\cos \theta-|k|^{2}}\right\},  \tag{2.4.29c}\\
& l_{1}^{\prime} \in \hat{D}_{1}, \text { with } \partial \hat{D}_{1}=l_{1} \cup-\tilde{l}_{2} \text { and } \tilde{l}_{j}=\left\{k \in \mathbb{C}:-k \in l_{j}\right\}, j=1,2,3, \tag{2.4.29d}
\end{align*}
$$



Figure 2.7: The curves $\left\{l_{j}\right\}_{1}^{3}$ for the equilateral triangle.

$$
\begin{align*}
& A(k, z, \bar{z})=e^{i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)}+e^{i \beta\left(\bar{a} k z+\gamma \frac{\bar{z}}{\overline{a k}}\right)}+e^{i \beta\left(a k z+\gamma \frac{\bar{z}}{a k}\right)},  \tag{2.4.30a}\\
& G(k)=\Delta^{+}(a k) D(k)+2 D(\bar{a} k)+\Delta^{+}(k) D(a k),  \tag{2.4.30b}\\
& \Delta(k)=e(k)-e(-k), \Delta^{+}(k)=e(k)+e(-k), e(k)=e^{\beta\left(k-\frac{\gamma}{k}\right) \frac{l}{2}} . \tag{2.4.30c}
\end{align*}
$$

Following, now, step by step the analysis of the symmetric Dirichlet problem for the Laplace equation, we can derive the solution (2.4.28).

Remark 2.7. The three "basic facts" used for the Laplace equation remain true, but it is now slightly more complicated to prove them. In particular:

1. The zeros of $\Delta(k)$ occur when $k-\frac{\gamma}{k} \in e^{-i \frac{\pi}{2}} \mathbb{R} \Rightarrow k \in l_{1} \cup \tilde{l}_{1}$, where $\tilde{l}_{j}=\{k \in \mathbb{C}$ : $\left.-k \in l_{j}\right\}, j=1,2,3$. Therefore by rotation,

$$
\Delta(a k)=0 \Rightarrow k \in l_{2} \cup \tilde{l}_{2} \quad \text { and } \quad \Delta(\bar{a} k)=0 \Rightarrow k \in l_{3} \cup \tilde{l}_{3} .
$$

2. The functions

$$
\begin{equation*}
e^{i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)} E^{2}(i a k), \quad e^{i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)} E^{2}(i \bar{a} k), \quad e^{i \beta\left(k z+\gamma \frac{\bar{z}}{k}\right)} E^{2}(i k), \tag{2.4.31}
\end{equation*}
$$

with $z$ in the interior of the triangle, are bounded as $k \rightarrow 0$ and $k \rightarrow \infty$, for $k \in D_{1}, D_{2}, D_{3}$, respectively, where the boundaries of these domains are defined respectively by

$$
\partial D_{1}=\left\{-l_{3}\right\} \cup l_{1}, \quad \partial D_{2}=\left\{-l_{1}\right\} \cup l_{2}, \quad \partial D_{3}=\left\{-l_{2}\right\} \cup l_{3},
$$

see Figure 2.8. Indeed, let us consider the first exponential in (2.4.31).


Figure 2.8: The domains of boundedness and analyticity $\left\{D_{j}\right\}_{1}^{3}$.

Using $z_{1}=-l a \sqrt{3}$, this exponential can be written as

$$
\begin{equation*}
e^{i \beta k\left(z-z_{1}\right)+\frac{i \beta \gamma\left(\bar{z}-\bar{z}_{1}\right)}{k}} . \tag{2.4.32}
\end{equation*}
$$

If $z$ is in the interior of the triangle then

$$
\frac{\pi}{2} \leq \arg \left(z-z_{1}\right) \leq \frac{5 \pi}{6}
$$

Using the notations $\phi=\arg k, \theta=\arg \gamma$ and $\psi=\arg \left\{z-z_{1}\right\}$, we find that the exponential given in (2.4.32) is bounded iff

$$
\left(|k|^{2}-\cos \theta\right) \sin (\phi+\psi)+\sin \theta \cos (\phi+\psi) \geq 0
$$

Using exactly the same analysis used for the inequality (2.4.14), we now find that the relevant exponential is bounded, when $k \in D_{1}$. The analogous results for the second and third exponentials in (2.3.26) can be obtained in a similar way.
3. In exactly the same way as in the Laplace equation we can prove that $\frac{U(k)}{\Delta(k)}$ is bounded and analytic in $\mathbb{C}-\left\{l_{1} \cup \tilde{l}_{1}\right\}$.

## Chapter 3

## Eigenvalues for the Laplace operator in the interior of an equilateral triangle.

An important role in the Fokas method is played by the global relation, which for linear PDEs is an equation in the spectral (or Fourier) space coupling the given boundary data with the unknown boundary values [7]-[9].

### 3.1 Formulation of the problems.

Let $q(z, \bar{z})$ satisfy the Helmholtz equation in the interior of an equilateral triangle, namely

$$
\begin{equation*}
\frac{\partial^{2} q}{\partial z \partial \bar{z}}-\lambda q=0, z \in D, \lambda<0, \tag{3.1.1}
\end{equation*}
$$

where $D$ denotes the interior of the equilateral triangle defined in Chapter 2, but for convenience we will make the substitution $l=2 L$. Hence, $D$ has vertices at $\left\{z_{j}\right\}_{1}^{3}$, where

$$
\begin{equation*}
z_{1}=\frac{2 L}{\sqrt{3}} e^{-i \frac{\pi}{3}}, z_{2}=\frac{2 L}{\sqrt{3}} e^{i \frac{\pi}{3}}, z_{3}=-\frac{2 L}{\sqrt{3}}, \quad L \text { positive constant. } \tag{3.1.2}
\end{equation*}
$$

This triangle is depicted in Figure 3.1; the sides $\left(z_{1}, z_{2}\right),\left(z_{2}, z_{3}\right),\left(z_{3}, z_{1}\right)$ will be referred to as side (1), (2), (3) respectively.


Figure 3.1: The Equilateral Triangle.

## Eigenvalues

The method followed in Chapter 2 suggests the definition of the following differential form:

$$
\begin{equation*}
W=\left[e^{-i k z-\frac{\lambda}{i k} \bar{z}}\left(q_{z}+i k q\right)\right] d z-\left[e^{-i k z-\frac{\lambda}{i k} \bar{z}}\left(q_{\bar{z}}+\frac{\lambda}{i k} q\right)\right] d \bar{z}, k \in \mathbb{C}, \tag{3.1.3}
\end{equation*}
$$

which is closed iff equation (3.1.1) is satisfied. Indeed,

$$
d W=2 e^{-i k z-\frac{\lambda}{i k} \bar{z}}\left(q_{z \bar{z}}-\lambda q\right) .
$$

Hence, the complex form of Green's theorem yields the following global relation:

$$
\begin{equation*}
\int_{\partial D}\left\{\left[e^{-i k z-\frac{\lambda}{i k} \bar{z}}\left(q_{z}+i k q\right)\right] d z-\left[e^{-i k z-\frac{\lambda}{i k} \bar{z}}\left(q_{\bar{z}}+\frac{\lambda}{i k} q\right)\right] d \bar{z}\right\}=0 . \tag{3.1.4}
\end{equation*}
$$

Each of the sides of the triangle can be parametrized as follows:

$$
\begin{align*}
& z^{(1)}(s)=\frac{L}{\sqrt{3}}+i s, \quad z^{(2)}(s)=\left(\frac{L}{\sqrt{3}}+i s\right) w  \tag{3.1.5}\\
& z^{(3)}(s)=\left(\frac{L}{\sqrt{3}}+i s\right) \bar{w}, \quad-L<s<L
\end{align*}
$$

where

$$
\begin{equation*}
w=e^{\frac{2 i \pi}{3}}=-\frac{1}{2}+i \frac{\sqrt{3}}{2} \tag{3.1.6}
\end{equation*}
$$

Hence, equation (3.1.4) becomes

$$
\begin{align*}
& \sum_{j=1}^{3} \hat{q}_{j}\left(w^{j-1} k\right)=0  \tag{3.1.7a}\\
& \hat{q}_{j}(k)=e^{\left(-i k+\frac{\lambda}{-i k}\right) \frac{L}{\sqrt{3}}} \int_{-L}^{L} e^{\left(k+\frac{\lambda}{k}\right) s}\left[i q_{N}^{(j)}-\left(k-\frac{\lambda}{k}\right) q^{(j)}\right] d s, j=1,2,3, k \in \mathbb{C} . \tag{3.1.7b}
\end{align*}
$$

The Dirichlet eigenvalues correspond to the case of $\left\{q^{(j)}\right\}_{1}^{3}=0$; in this case the global relation (3.1.7a) becomes a single homogeneous equation involving the three unknown functions $\left\{q_{N}^{(j)}\right\}_{1}^{3}$, where $q_{N}$ denotes the derivative in the outward normal direction. For the Dirichlet problem, it will be shown in section 3.2 that there exist nontrivial functions $\left\{q_{N}^{(j)}\right\}_{1}^{3}$ satisfying this equation provided that

$$
\begin{equation*}
\lambda=-\left(m^{2}+m n+n^{2}\right) \frac{\pi^{2}}{9 L^{2}}, m, n \in \mathbb{Z} \tag{3.1.8}
\end{equation*}
$$

Similarly, in the case of the Neumann problem $\left\{q_{N}^{(j)}\right\}_{1}^{3}=0$, and thus the global relation (3.1.7a) becomes a single homogeneous equations involving the three unknown functions $\left\{q^{(j)}\right\}_{1}^{3}$. Moreover, in section 3.3 for the same values of $\lambda$, this equation is satisfied by nontrivial functions. These results are the rederivation of the eigenvalues found firstly by Lamé in [34] and later by several authors, see for example [37] and [38].

The Robin, oblique Robin and Poincaré problems correspond to the following boundary conditions:

$$
\begin{gather*}
q_{N}^{(j)}-\chi q^{(j)}=0  \tag{3.1.9}\\
\sin \delta q_{N}^{(j)}+\cos \delta \frac{d q^{(j)}}{d s}-\chi q^{(j)}=0,  \tag{3.1.10}\\
\sin \delta_{j} q_{N}^{(j)}+\cos \delta_{j} \frac{d q^{(j)}}{d s}-\chi_{j} q^{(j)}=0, \quad j=1,2,3, \tag{3.1.11}
\end{gather*}
$$

where $\chi, \delta,\left\{\chi_{j}\right\}_{1}^{3},\left\{\delta_{j}\right\}_{1}^{3}$ are real constants and

$$
\begin{equation*}
\sin \delta \neq 0, \sin \delta_{j} \neq 0 \tag{3.1.12}
\end{equation*}
$$

The Poincaré condition can be rewritten in the form

$$
\left(\sin \delta_{j}, \cos \delta_{j}\right) \cdot\left(\frac{\partial q^{(j)}}{\partial T}, \frac{\partial q^{(j)}}{\partial N}\right)-\chi_{j} q^{(j)}=0, \quad j=1,2,3
$$

thus it involves the derivative of $q$ in the direction making an angle $\delta_{j}$ with every side of the triangle, see Figure 3.2.


Figure 3.2:

It will be shown in section 3.6 that the method introduced here is still capable of obtaining the associated eigenvalues, provided that the constants $\left\{\delta_{j}, \chi_{j}\right\}$ satisfy the following constraints:

$$
\begin{align*}
& \delta_{1}=\delta_{2}+\nu \pi, \quad \delta_{2}=\delta_{3}+\mu \pi, \quad \nu, \mu=0,1, \\
& \left(\sin 3 \delta_{1}\right)\left[\left(\chi_{1}^{2}-3 \lambda\right) \chi_{1}-(-1)^{\nu}\left(\chi_{2}^{2}-3 \lambda\right) \chi_{2}\right]=0,  \tag{3.1.13}\\
& \left(\sin 3 \delta_{2}\right)\left[\left(\chi_{2}^{2}-3 \lambda\right) \chi_{2}-(-1)^{\mu}\left(\chi_{3}^{2}-3 \lambda\right) \chi_{3}\right]=0 .
\end{align*}
$$

## Eigenfunctions

For linear PDEs the method introduced in [1] and [43] yields an integral representation of the solution which involves certain integrals in the spectral (Fourier) space. In the case of equation (3.1.1) the relevant integral representation is given by

$$
\begin{equation*}
q(z, \bar{z})=\sum_{j=1}^{3} \int_{L_{j}} e^{i k z+\frac{\lambda}{2 k} \bar{z}} \hat{q}_{j}\left(w^{j-1} k\right) \frac{d k}{k} \tag{3.1.14}
\end{equation*}
$$

where $\left\{\hat{q}_{j}(k)\right\}_{1}^{3}$ are defined in (3.1.7b) and the contours $\left\{L_{j}\right\}_{1}^{3}$, depicted in Figure 3.3, and defined as follows:

$$
\begin{gather*}
L_{1}=\left\{k \in \mathbb{C}, \quad\{|k| \leq \sqrt{-\lambda}\} \cap\left\{\arg k=\frac{\pi}{2}\right\}, \quad\{|k| \geq \sqrt{-\lambda}\} \cap\left\{\arg k=\frac{3 \pi}{2}\right\},\right. \\
\left.\{|k|=\sqrt{-\lambda}\} \cap\left\{\left\{\frac{\pi}{6}>\arg k>\frac{-\pi}{6}\right\} \cup\left\{\frac{5 \pi}{6}<\arg k<\frac{7 \pi}{6}\right\}\right\}\right\} \\
L_{2}=\left\{k \in \mathbb{C}, \quad\{|k| \leq \sqrt{-\lambda}\} \cap\left\{\arg k=-\frac{\pi}{6}\right\}, \quad\{|k| \geq \sqrt{-\lambda}\} \cap\left\{\arg k=\frac{5 \pi}{6}\right\},\right. \\
\left.\{|k|=\sqrt{-\lambda}\} \cap\left\{\left\{\frac{3 \pi}{2}>\arg k>\frac{7 \pi}{6}\right\} \cup\left\{\frac{\pi}{6}<\arg k<\frac{\pi}{2}\right\}\right\}\right\} \\
L_{3}=\left\{k \in \mathbb{C}, \quad\{|k| \leq \sqrt{-\lambda}\} \cap\left\{\arg k=\frac{7 \pi}{6}\right\}, \quad\{|k| \geq \sqrt{-\lambda}\} \cap\left\{\arg k=\frac{\pi}{6}\right\},\right. \\
\left.\{|k|=\sqrt{-\lambda}\} \cap\left\{\left\{\frac{5 \pi}{6}>\arg k>\frac{\pi}{2}\right\} \cup\left\{\frac{3 \pi}{2}<\arg k<\frac{11 \pi}{6}\right\}\right\}\right\} . \tag{3.1.15}
\end{gather*}
$$

Indeed, using arguments similar to those used in the proof of Theorem 2.2 in Chapter 2, we formulate a Riemman-Hilbert problem on the sectors $\left\{\Sigma_{j}\right\}_{1}^{3}$ of the $k$-plane where the exponentials

$$
e^{i k(z-\zeta)+\frac{\lambda}{i k}(\bar{z}-\bar{\zeta})}
$$

are bounded. This implies that $\operatorname{Re}\left\{i k(z-\zeta)+\frac{\lambda}{i k}(\bar{z}-\bar{\zeta})\right\} \leq 0$, and equivalently

$$
\left(|k|^{2}+\lambda\right) \sin (\phi+\theta) \geq 0
$$



Figure 3.3: The contours $L_{j}$ are depicted as follows: $L_{1}-, L_{2} \cdots \cdots, L_{3}----$. where $\phi=\arg k$ and $\theta=\arg (z-\zeta)$. Hence,

$$
\text { if }|k| \geq \sqrt{-\lambda} \text {, then } \sin (\phi+\theta) \geq 0
$$

and

$$
\text { if }|k| \leq \sqrt{-\lambda} \text {, then } \sin (\phi+\theta) \leq 0
$$

Following the analysis of the proof of Theorem 2.1 these inequalities imply the definitions of the sectors $\left\{\Sigma_{j}\right\}_{1}^{3}$ depicted in Figure 3.4. The contours $\left\{L_{j}\right\}_{1}^{3}$ are defined as the following intersections $\Sigma_{j} \cap \Sigma_{j+1}, j=1,2,3$.

For the Dirichlet problem $\left\{q^{(j)}\right\}_{1}^{3}=0$ and $\left\{q_{N}^{(j)}\right\}_{1}^{3}$ are obtained in section 3.2. Hence, the functions $\left\{\hat{q}_{j}(k)\right\}_{1}^{3}$ appearing in (3.1.7b) can be computed explicitly and equation (3.1.14) expresses $q$ in terms of integrals involving explicit integrands. By employing Cauchy's theorem it is straightforward to compute the relevant integrals and hence $q$ can be found explicitly. Similar considerations are valid for the other boundary value problems.

The eigenvalues for the Dirichlet, Robin, oblique Robin and Poincaré problems are computed in sections 3.2-3.6, respectively. It is shown in section 3.7 that the formulae defining the eigenvalues of the Poincaré problem yield, via appropriate limits, the corresponding formulae for the oblique Robin, Robin, Neumman and Dirichlet problems. The associated eigenfunctions for the Dirichlet problem are computed in section 3.8.


Figure 3.4: The sectors $\Sigma_{j}$.

### 3.2 The Dirichlet Problem.

In this case the global relation (3.1.7a) becomes

$$
\begin{equation*}
E(-i k) N_{1}(k)+E(-i w k) N_{2}(w k)+E(-i \bar{w} k) N_{3}(\bar{w} k)=0, E(k)=e^{\left(k+\frac{\lambda}{k}\right) \frac{L}{\sqrt{3}}} \tag{3.2.1}
\end{equation*}
$$

where $k \in \mathbb{C}$ and the unknown functions $\left\{N_{j}\right\}_{1}^{3}$ are defined by

$$
\begin{equation*}
N_{j}(k)=\int_{-L}^{L} e^{\left(k+\frac{\lambda}{k}\right) s} u_{j}(s) d s, \quad j=1,2,3, k \in \mathbb{C} \tag{3.2.2}
\end{equation*}
$$

with $\left\{u_{j}\right\}_{1}^{3}$ denoting the unknown Neumann boundary values.
Proposition 3.1. Let each of the unknown Neumann boundary values be expressed as a sum of three exponentials, namely

$$
\begin{equation*}
u_{1}(s)=\sum_{l=1}^{3} \alpha_{l} e^{i a_{l} s}, u_{2}(s)=\sum_{l=1}^{3} \beta_{l} e^{i b_{l} s}, u_{3}(s)=\sum_{l=1}^{3} \gamma_{l} e^{i c_{l} s}, \tag{3.2.3}
\end{equation*}
$$

where $\left\{a_{l}, b_{l}, c_{l}\right\}_{1}^{3}$ are real constants and $\left\{\alpha_{l}, \beta_{l}, \gamma_{l}\right\}_{1}^{3}$ are complex constants. Then, the global relation (3.2.1) implies the following results:

The constants $a_{1}, a_{2}, a_{3}$ are given by the equations
$a_{1}=(m+2 n) \frac{\pi}{3 L}, \quad a_{2}=(m-n) \frac{\pi}{3 L}, m, n \in \mathbb{Z}, \quad a_{3}=-a_{1}-a_{2} ;$
the constants $\left\{b_{l}\right\}_{1}^{3}$ and $\left\{c_{l}\right\}_{1}^{3}$ can be expressed in terms of $a_{1}, a_{2}$
by the equations

$$
\begin{align*}
& b_{1}=-a_{1}-a_{2}, \quad b_{2}=a_{1}, \quad b_{3}=a_{2},  \tag{3.2.4b}\\
& \quad \text { and } \\
& c_{1}=a_{2}, \quad c_{2}=-a_{1}-a_{2}, \quad c_{3}=a_{1} ; \tag{3.2.4c}
\end{align*}
$$

the value of $\lambda$ is given by
$-3 \lambda=a_{1}^{2}+a_{2}^{2}+a_{1} a_{2}$,
hence (3.2.4a) implies that the possible eigenvalues are given by
$\lambda=-\left(m^{2}+m n+n^{2}\right) \frac{\pi^{2}}{9 L^{2}}, m, n \in \mathbb{Z} ;$
the constants $\left\{\alpha_{l}\right\}_{2}^{3},\left\{\beta_{l}\right\}_{1}^{3}$ and $\left\{\gamma_{l}\right\}_{1}^{3}$ can be expressed in terms of $\alpha_{1}$
by the equations

$$
\begin{align*}
& \alpha_{2}=-(-1)^{n} \frac{m+n}{m} \alpha_{1}, \quad \alpha_{3}=(-1)^{n+m} \frac{n}{m} \alpha_{1},  \tag{3.2.4f}\\
& \beta_{1}=e^{-i \frac{m-n}{3} \pi} \frac{n}{m} \alpha_{1}, \quad \beta_{2}=(-1)^{m} e^{-i \frac{m+2 n}{3} \pi} \alpha_{1}, \\
& \beta_{3}=-(-1)^{n+m} e^{-i \frac{m-n}{3} \pi} \frac{m+n}{m} \alpha_{1},  \tag{3.2.4~g}\\
& \gamma_{1}=-e^{i \frac{2 m+n}{3} \pi} \frac{m+n}{m} \alpha_{1}, \quad \gamma_{2}=(-1)^{n} e^{i \frac{2 n+m}{3} \pi} \frac{n}{m} \alpha_{1}, \\
& \gamma_{3}=(-1)^{n+m} e^{i \frac{m-n}{3} \pi} \alpha_{1} . \tag{3.2.4h}
\end{align*}
$$

Proof. In order to compute a typical term appearing in $N_{j}$ we integrate $\alpha_{l} \exp \left[i a_{l} s\right] \exp \left[\left(k+\frac{\lambda}{k}\right) s\right]$ with respect to $s$ from $-L$ to $L$; this yields

$$
\frac{\alpha_{l}}{k+\frac{\lambda}{k}+i a_{l}}\left[e^{i a_{l} L} e^{\left(k+\frac{\lambda}{k}\right) L}-e^{-i a_{l} L} e^{-\left(k+\frac{\lambda}{k}\right) L}\right] .
$$

Multiplying this expression by $E(-i k)$, making use of the relation $1+i / \sqrt{3}=2 \exp [i \pi / 6] / \sqrt{3}$,
and summing the resulting expression over $l$ we find the equation

$$
\begin{align*}
& E(-i k) N_{1}(k)=\sum_{l=1}^{3} \frac{\alpha_{l}}{k+\frac{\lambda}{k}+i a_{l}}  \tag{3.2.5}\\
& \left\{e^{i a_{l} L} \exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{-\frac{i \pi}{6}}+\frac{\lambda}{k e^{-\frac{i \pi}{6}}}\right)\right]-e^{-i a_{l} L} \exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{-\frac{5 i \pi}{6}}+\frac{\lambda}{k e^{-\frac{5 i \pi}{6}}}\right)\right]\right\}
\end{align*}
$$

Let $k_{l}$ and $-\bar{k}_{l}$ denote the two roots of $k^{2}+i k a_{l}+\lambda=0$, i.e.,

$$
\begin{equation*}
k_{l}=\frac{1}{2}\left[-i a_{l}+A_{l}\right], \quad A_{l}=\sqrt{-a_{l}^{2}-4 \lambda}, l=1,2,3 \tag{3.2.6}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{\alpha_{l}}{k+\frac{\lambda}{k}+i a_{l}}=\frac{\alpha_{l}}{A_{l}}\left[\frac{k_{l}}{k-k_{l}}+\frac{\bar{k}_{l}}{k+\bar{k}_{l}}\right] . \tag{3.2.7}
\end{equation*}
$$

Thus the first terms in the global relation (3.2.1) yields the RHS of (3.2.5) with $\alpha_{l} /\left(k+\frac{\lambda}{k}+i a_{l}\right)$ replaced by the RHS of (3.2.7).

The second and third terms can be obtained from the first term using the substitutions $k \rightarrow w k$ and $k \rightarrow \bar{w} k$ respectively. Thus the second and third terms involve the following exponentials:

$$
\begin{equation*}
\exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{\frac{i \pi}{2}}+\frac{\lambda}{k e^{\frac{i \pi}{2}}}\right)\right], \exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{-\frac{i \pi}{6}}+\frac{\lambda}{k e^{-\frac{i \pi}{6}}}\right)\right] \tag{3.2.8a}
\end{equation*}
$$

and

$$
\begin{equation*}
\exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{-\frac{5 i \pi}{6}}+\frac{\lambda}{k e^{-\frac{5 i \pi}{6}}}\right)\right], \exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{\frac{i \pi}{2}}+\frac{\lambda}{k e^{\frac{i \pi}{2}}}\right)\right], \tag{3.2.8b}
\end{equation*}
$$

respectively. Furthermore,

$$
\begin{equation*}
\frac{\beta_{l}}{w k+\frac{\lambda}{w k}+i b_{l}}=\frac{\beta_{l}}{B_{l}}\left[\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}\right] \tag{3.2.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\gamma_{l}}{\bar{w} k+\frac{\lambda}{\overline{w k}}+i c_{l}}=\frac{\gamma_{l}}{C_{l}}\left[\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}\right] \tag{3.2.9b}
\end{equation*}
$$

where $\left(\lambda_{l},-\bar{\lambda}_{l}\right)$ and $\left(\mu_{l},-\bar{\mu}_{l}\right)$ denote the roots of

$$
k^{2}+i k b_{l}+\lambda=0, \quad k^{2}+i k c_{l}+\lambda=0
$$

i.e.,

$$
\begin{equation*}
\lambda_{l}=\frac{1}{2}\left[-i b_{l}+B_{l}\right], \quad B_{l}=\sqrt{-b_{l}^{2}-4 \lambda}, l=1,2,3 \tag{3.2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{l}=\frac{1}{2}\left[-i c_{l}+C_{l}\right], \quad C_{l}=\sqrt{-c_{l}^{2}-4 \lambda}, l=1,2,3 \tag{3.2.11}
\end{equation*}
$$

Thus, the second term in the global relation gives rise to a term similar to (3.2.5), but involving the exponentials (3.2.8a) and the expressions in (3.2.9a), whereas the third term in the global relation gives rise to a term similar to (3.2.5), but involving the exponentials (3.2.8b) and the expressions in (3.2.9b). Hence, using the fact that the coefficients of the three exponentials

$$
\begin{aligned}
& \exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{-\frac{i \pi}{6}}+\frac{\lambda}{k e^{-\frac{i \pi}{6}}}\right)\right], \exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{-\frac{5 i \pi}{6}}+\frac{\lambda}{k e^{-\frac{5 i \pi}{6}}}\right)\right], \\
& \exp \left[\frac{2 L}{\sqrt{3}}\left(k e^{\frac{i \pi}{2}}+\frac{\lambda}{k e^{\frac{i \pi}{2}}}\right)\right],
\end{aligned}
$$

must vanish, the global relation yields the following set of three equations, each of which is valid for all $k \in \mathbb{C}$ :

$$
\begin{align*}
& \sum_{l=1}^{3} \frac{\alpha_{l} e^{i a_{l} L}}{A_{l}}\left[\frac{k_{l}}{k-k_{l}}+\frac{\bar{k}_{l}}{k+\bar{k}_{l}}\right]=\sum_{l=1}^{3} \frac{\beta_{l} e^{-i b_{l} L}}{B_{l}}\left[\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}\right]  \tag{3.2.12}\\
& \sum_{l=1}^{3} \frac{\beta_{l} e^{i b_{l} L}}{B_{l}}\left[\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}\right]=\sum_{l=1}^{3} \frac{\gamma_{l} e^{-i c_{l} L}}{C_{l}}\left[\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}\right],  \tag{3.2.13}\\
& \sum_{l=1}^{3} \frac{\gamma_{l} e^{i c_{l} L}}{C_{l}}\left[\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}\right]=\sum_{l=1}^{3} \frac{\alpha_{l} e^{-i a_{l} L}}{A_{l}}\left[\frac{k_{l}}{k-k_{l}}+\frac{\bar{k}_{l}}{k+\bar{k}_{l}}\right] \tag{3.2.14}
\end{align*}
$$

Equations (3.2.4) can be obtained by solving equations (3.2.12)-(3.2.14); the relevant analysis consists of the following four steps.

## The first set of Poles

Equations (3.2.12)-(3.2.14) imply the following relations between the associated poles:

$$
\begin{equation*}
k_{l}=\bar{w} \lambda_{l}=w \mu_{l}, \quad l=1,2,3 . \tag{3.2.15}
\end{equation*}
$$

Using these equations and the definitions of $\left\{k_{l}, \lambda_{l}, \mu_{l}\right\}_{1}^{3}$ it is possible to characterize $\left\{b_{l}, B_{l}\right\}_{1}^{3}$ and $\left\{c_{l}, C_{l}\right\}_{1}^{3}$ in terms of $\left\{a_{l}, A_{l}\right\}_{1}^{3}$ :

$$
\begin{equation*}
b_{l}=-\frac{a_{l}}{2}-\frac{\sqrt{3}}{2} A_{l}, \quad B_{l}=\frac{\sqrt{3}}{2} a_{l}-\frac{A_{l}}{2}, \quad l=1,2,3 \tag{3.2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{l}=-\frac{a_{l}}{2}+\frac{\sqrt{3}}{2} A_{l}, \quad C_{l}=-\frac{\sqrt{3}}{2} a_{l}-\frac{A_{l}}{2}, \quad l=1,2,3 . \tag{3.2.17}
\end{equation*}
$$

Indeed, the first set of equations (3.2.15) yields $\lambda_{l}=w k_{l}$, which using equations (3.2.6) and (3.2.10) becomes

$$
-i b_{l}+B_{l}=\left(-\frac{1}{2}+i \frac{\sqrt{3}}{2}\right)\left(-i a_{l}+A_{l}\right)
$$

The real and the imaginary parts of this equation yields equations (3.2.16). Similarly, the equation $\mu_{l}=\bar{w} k_{l}$ yields (3.2.17).

## The second set of Poles

For the second set of poles of equations (3.2.12)-(3.2.14), without loss of generality, we make the following associations:

$$
\begin{equation*}
\bar{k}_{l}=\bar{w} \bar{\lambda}_{l-1}, \quad \bar{w} \bar{\lambda}_{l}=w \bar{\mu}_{l-1}, w \bar{\mu}_{l}=\bar{k}_{l-1}, \quad l=1,2,3 \tag{3.2.18}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{0}=k_{3}, \lambda_{0}=\lambda_{3}, \mu_{0}=\mu_{3} . \tag{3.2.19}
\end{equation*}
$$

The equation $k_{l}=w \lambda_{l-1}$ together with the equation $\lambda_{l-1}=w k_{l-1}$ (see the first of equations in (3.2.15)) yields

$$
k_{l}=w \lambda_{l-1}=w w k_{l-1}=\bar{w} k_{l-1} .
$$

Similarly,

$$
\lambda_{l}=w \mu_{l-1}=w w \lambda_{l-1}=\bar{w} \lambda_{l-1}
$$

and

$$
\mu_{l}=w k_{l-1}=w w \mu_{l-1}=\bar{w} \mu_{l-1} .
$$

Hence,

$$
\begin{equation*}
k_{l}=\bar{w} k_{l-1}, \quad \lambda_{l}=\bar{w} \lambda_{l-1}, \quad \mu_{l}=\bar{w} \mu_{l-1}, \quad l=1,2,3 \tag{3.2.20}
\end{equation*}
$$

Equations (3.2.16), (3.2.17) and (3.2.20) imply equations (3.2.4b)-(3.2.4d). Indeed, the real and imaginary parts of the equation $k_{2}=\bar{w} k_{1}$ yield

$$
\begin{equation*}
\sqrt{3} A_{1}=a_{1}+2 a_{2}, \quad A_{2}=-\frac{\sqrt{3}}{2} a_{1}-\frac{A_{1}}{2} . \tag{3.2.21}
\end{equation*}
$$

Taking the square of the first of these equations and using the definition of $A_{1}$ given in (3.2.6), we find (3.2.4d). Furthermore, multiplying the second of the equations (3.2.21)
by $\sqrt{3}$ and replacing in the resulting expression $\sqrt{3} A_{1}$ by the RHS of the first of the equations (3.2.21), we find

$$
\begin{equation*}
\sqrt{3} A_{2}=-2 a_{1}-a_{2} . \tag{3.2.22}
\end{equation*}
$$

The equation

$$
k_{3}=\bar{w} k_{2}=\bar{w} \bar{w} k_{1}=w k_{1},
$$

yields

$$
-i a_{3}+A_{3}=\left(-\frac{1}{2}+i \frac{\sqrt{3}}{2}\right)\left(-i a_{1}+A_{1}\right) .
$$

Using the first of equations (3.2.21) to replace $A_{1}$, the real and imaginary part of this equation yield the last of equations (3.2.4a), as well as the equation

$$
\begin{equation*}
\sqrt{3} A_{3}=a_{1}-a_{2} . \tag{3.2.23}
\end{equation*}
$$

The first of equations (3.2.16), where $A_{1}$ is given by (3.2.21), yields $b_{1}=-a_{1}-a_{2}, b_{2}=$ $a_{1}, b_{3}=a_{2}$, whereas the first of equations (3.2.17) yields the analogous equations in (3.2.4c), which express $\left\{c_{l}\right\}_{1}^{3}$ in terms of $a_{1}$ and $a_{2}$. Similarly, the second of equations (3.2.16) and (3.2.17) yield

$$
\begin{equation*}
B_{1}=A_{3}, \quad B_{2}=A_{1}, \quad B_{3}=A_{2}, \quad C_{1}=A_{2}, \quad C_{2}=A_{3}, C_{3}=A_{1}, \tag{3.2.24}
\end{equation*}
$$

where $\left\{A_{j}\right\}_{1}^{3}$ are expressed in terms of $a_{1}$ and $a_{2}$ by the first of equations (3.2.21) and by equations (3.2.22) and (3.2.23).

## The first set of Residues

Employing equations (3.2.15) in (3.2.12)-(3.2.14) we find the following residue conditions:

$$
\begin{equation*}
\frac{\alpha_{l}}{A_{l}} e^{i a_{l} L}=\frac{\beta_{l}}{B_{l}} e^{-i b_{l} L}, \frac{\beta_{l}}{B_{l}} e^{i b_{l} L}=\frac{\gamma_{l}}{C_{l}} e^{-i c_{l} L}, \frac{\gamma_{l}}{C_{l}} e^{i c_{l} L}=\frac{\alpha_{l}}{A_{l}} e^{-i a_{l} L}, l=1,2,3 . \tag{3.2.25}
\end{equation*}
$$

The first two equations yield

$$
\begin{equation*}
\frac{\beta_{l}}{B_{l}}=\frac{\alpha_{l}}{A_{l}} e^{i\left(a_{l}+b_{l}\right) L}, \quad \frac{\gamma_{l}}{C_{l}}=\frac{\alpha_{l}}{A_{l}} e^{i\left(a_{l}+2 b_{l}+c_{l}\right) L}, l=1,2,3 . \tag{3.2.26}
\end{equation*}
$$

The third equation in (3.2.25) is satisfied identically. Indeed, replacing in this equation $\frac{\gamma_{l}}{C_{l}}$ by the RHS of (3.2.26) we find an identity; in this respect we note that equations (3.2.4b) and (3.2.4c) imply the relations

$$
\begin{equation*}
a_{l}+b_{l}+c_{l}=0, l=1,2,3 . \tag{3.2.27}
\end{equation*}
$$

## The second set of Residues

Employing equations (3.2.18) in (3.2.12)-(3.2.14) we obtain the following residue conditions:

$$
\begin{gather*}
\frac{\alpha_{l}}{A_{l}} e^{i a_{l} L}=\frac{\beta_{l-1}}{B_{l-1}} e^{-i b_{l-1} L}, \quad \frac{\beta_{l}}{B_{l}} e^{i b_{l} L}=\frac{\gamma_{l-1}}{C_{l-1}} e^{-i c_{l-1} L}  \tag{3.2.28}\\
\frac{\gamma_{l}}{C_{l}} e^{i c_{l} L}=\frac{\alpha_{l-1}}{A_{l-1}} e^{-i a_{l-1} L}, \quad l=1,2,3
\end{gather*}
$$

where

$$
\begin{equation*}
\alpha_{0}=\alpha_{3}, \beta_{0}=\beta_{3}, \gamma_{0}=\gamma_{3}, A_{0}=A_{3}, B_{0}=B_{3}, C_{0}=C_{3} . \tag{3.2.29}
\end{equation*}
$$

Expressing in equations (3.2.28) the ratios $\frac{B_{l}}{B_{l}}$ and $\frac{\gamma_{l}}{C_{l}}$ in terms of $\frac{\alpha_{l}}{A_{l}}$ via equations (3.2.26), equations (3.2.28) yield the following relations:

$$
\begin{align*}
& \frac{\alpha_{l}}{A_{l}}=\frac{\alpha_{l-1}}{A_{l-1}} e^{i\left(a_{l-1}-a_{l}\right) L}, \quad \frac{\alpha_{l}}{A_{l}}=\frac{\alpha_{l-1}}{A_{l-1}} e^{i\left(a_{l-1}-a_{l}\right) L} e^{2 i\left(b_{l-1}-b_{l}\right) L} \\
& \frac{\alpha_{l}}{A_{l}}=\frac{\alpha_{l-1}}{A_{l-1}} e^{i\left(a_{l}-a_{l-1}\right) L}, \quad l=1,2,3 . \tag{3.2.30}
\end{align*}
$$

These equations imply

$$
e^{i\left(a_{l-1}-a_{l}\right) L}=e^{i\left(a_{l-1}-a_{l}\right) L} e^{2 i\left(b_{l-1}-b_{l}\right) L}=e^{i\left(a_{l}-a_{l-1}\right) L}, l=1,2,3
$$

or

$$
\begin{equation*}
e^{2 i\left(a_{l}-a_{l-1}\right) L}=1, \quad e^{2 i\left(b_{l}-b_{l-1}\right) L}=1, l=1,2,3 . \tag{3.2.31}
\end{equation*}
$$

Equations in (3.2.4b), which express $\left\{b_{l}\right\}_{1}^{3}$ in terms of $a_{1}$ and $a_{2}$, can be rewritten in the form $b_{l}=a_{l-1}, l=1,2,3$, thus the second set of equations (3.2.31) follows from the first set, which yields

$$
e^{2 i\left(a_{2}-a_{1}\right) L}=1, e^{2 i\left(2 a_{2}+a_{1}\right) L}=1
$$

Hence,

$$
\begin{equation*}
a_{1}-a_{2}=\frac{n \pi}{L}, \quad 2 a_{2}+a_{1}=\frac{m \pi}{L}, \quad m, n \in \mathbb{Z} \tag{3.2.32}
\end{equation*}
$$

These equations imply (3.2.4a). Furthermore equations (3.2.21)-(3.2.23) yield

$$
A_{1}=m \frac{\pi}{L \sqrt{3}}, \quad A_{2}=-(m+n) \frac{\pi}{L \sqrt{3}}, \quad A_{3}=n \frac{\pi}{L \sqrt{3}}, \quad m, n \in \mathbb{Z}
$$

Hence, equations (3.2.30) imply equations (3.2.4f). Moreover, (3.2.26) with equations (3.2.24) imply equations $(3.2 .4 \mathrm{~g})$ and (3.2.4h).

Remark 3.1. We assumed that the unknown Neumman functions are the sum of three exponentials. However, the same analysis is valid for any finite sum of exponentials. Indeed, let these functions defined by a sum of four exponentials, then equations (3.2.15) and (3.2.20) imply that

$$
k_{4}=\bar{w} k_{3}=\bar{w}^{2} \lambda_{3}=\bar{w}^{3} \lambda_{2}=\lambda_{2}=\bar{w} \mu_{2}=\bar{w}^{2} \mu_{1}=w \mu_{1}=k_{1} .
$$

Hence, $a_{4}=a_{1}$; similarly $b_{4}=b_{1}$ and $c_{4}=c_{1}$. Thus,

$$
a_{i}=a_{j}, b_{i}=b_{j}, c_{i}=c_{j} \quad i f f \quad i \equiv j(\bmod 3) .
$$

### 3.3 The Neumann Problem.

In this case the global relation (3.1.7a) becomes

$$
\begin{align*}
\left(k-\frac{\lambda}{k}\right) E(-i k) D_{1}(k) & +\left(w k-\frac{\lambda}{w k}\right) E(-i w k) D_{2}(w k)  \tag{3.3.1}\\
& +\left(\bar{w} k-\frac{\lambda}{\bar{w} k}\right) E(-i \bar{w} k) D_{3}(\bar{w} k)=0, k \in \mathbb{C}
\end{align*}
$$

where the unknown functions $\left\{D_{j}\right\}_{1}^{3}$ are defined by

$$
\begin{equation*}
D_{j}(k)=\int_{-L}^{L} e^{\left(k+\frac{\lambda}{k}\right) s} d_{j}(s) d s, \quad j=1,2,3, k \in \mathbb{C} \tag{3.3.2}
\end{equation*}
$$

and $\left\{d_{j}\right\}_{1}^{3}$ denote the unknown boundary values.
Proposition 3.2. Let each of the unknowns Dirichlet boundary values be expressed as a sum of three exponentials, namely

$$
\begin{equation*}
d_{1}(s)=\sum_{l=1}^{3} \alpha_{l} e^{i a_{l} s}, \quad d_{2}(s)=\sum_{l=1}^{3} \beta_{l} e^{i b_{l} s}, \quad d_{3}(s)=\sum_{l=1}^{3} \gamma_{l} e^{i c_{l} s}, \tag{3.3.3}
\end{equation*}
$$

where $\left\{a_{l}, b_{l}, c_{l}\right\}_{1}^{3}$ are real constants and $\left\{\alpha_{l}, \beta_{l}, \gamma_{l}\right\}_{1}^{3}$ are complex constants. Then, the global relation (3.3.1) implies the relations (3.2.4a)-(3.2.4e), as well as the following relations:

$$
\begin{align*}
& \alpha_{2}=(-1)^{n} \alpha_{1}, \quad \alpha_{3}=(-1)^{n+m} \alpha_{1},  \tag{3.3.4a}\\
& \beta_{1}=e^{-i \frac{m-n}{3} \pi} \alpha_{1}, \quad \beta_{2}=(-1)^{m} e^{-i \frac{m+3 n}{3} \pi} \alpha_{1}, \\
& \beta_{3}=(-1)^{n+m} e^{-i \frac{m-n}{3} \pi} \alpha_{1},  \tag{3.3.4b}\\
& \gamma_{1}=e^{i \frac{2 m+n}{3} \pi} \alpha_{1}, \quad \gamma_{2}=(-1)^{n} e^{i \frac{2 n+m}{3} \pi} \alpha_{1}, \\
& \gamma_{3}=(-1)^{n+m} e^{i \frac{m-n}{3} \pi} \alpha_{1} . \tag{3.3.4c}
\end{align*}
$$

Proof. Proceeding as in section 3.2 and noting that

$$
\frac{k-\frac{\lambda}{k}}{k+\frac{\lambda}{k}+i a_{l}}=1+\frac{k_{l}}{k-k_{l}}-\frac{\bar{k}_{l}}{k+\bar{k}_{l}},
$$

in analogy with equations (3.2.12)-(3.2.14), we now find the following set of equations, which are valid for all $k \in \mathbb{C}$ :

$$
\begin{align*}
& \sum_{l=1}^{3} \alpha_{l} e^{i a_{l} L}\left[1+\frac{k_{l}}{k-k_{l}}-\frac{\bar{k}_{l}}{k+\bar{k}_{l}}\right]=\sum_{l=1}^{3} \beta_{l} e^{-i b_{l} L}\left[1+\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}-\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}\right]  \tag{3.3.5}\\
& \sum_{l=1}^{3} \beta_{l} e^{i b_{l} L}\left[1+\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}-\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}\right]=\sum_{l=1}^{3} \gamma_{l} e^{-i c_{l} L}\left[1+\frac{w \mu_{l}}{k-w \mu_{l}}-\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}\right]  \tag{3.3.6}\\
& \sum_{l=1}^{3} \gamma_{l} e^{i c_{l} L}\left[1+\frac{w \mu_{l}}{k-w \mu_{l}}-\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}\right]=\sum_{l=1}^{3} \alpha_{l} e^{-i a_{l} L}\left[1+\frac{k_{l}}{k-k_{l}}-\frac{\bar{k}_{l}}{k+\bar{k}_{l}}\right] \tag{3.3.7}
\end{align*}
$$

The analysis of the first and second steps associated with equations (3.3.5)-(3.3.7), i.e. the analysis of the first and second set of the relevant poles, is identical with the analysis of the corresponding steps of section 3.2. The only difference is that

$$
\frac{\alpha_{l}}{A_{l}}, \frac{\beta_{l}}{B_{l}}, \frac{\gamma_{l}}{C_{l}} \longrightarrow \alpha_{l}, \beta_{l}, \gamma_{l}
$$

Hence, in analogy with equations (3.2.26) and (3.2.30), we now find the following equations:

$$
\begin{equation*}
\beta_{l}=\alpha_{l} e^{i\left(a_{l}+b_{l}\right) L}, \quad \gamma_{l}=\alpha_{l} e^{i\left(a_{l}+2 b_{l}+c_{l}\right) L}, l=1,2,3 \tag{3.3.8}
\end{equation*}
$$

and

$$
\begin{gather*}
\alpha_{l} e^{i a_{l} L}=\alpha_{l-1} e^{i a_{l-1} L}, \quad \alpha_{l} e^{i\left(a_{l}-2 b_{l}\right) L}=\alpha_{l-1} e^{i\left(a_{l-1}-2 b_{l-1}\right) L}  \tag{3.3.9}\\
\alpha_{l} e^{-i a_{l} L}=\alpha_{l-1} e^{-i a_{l-1} L}, \quad l=1,2,3 .
\end{gather*}
$$

Equations (3.3.9) imply equations (3.2.31) and hence equations (3.2.4a). Furthermore, equations (3.3.8) imply equations (3.3.4a)-(3.3.4c).

It is important to note that the conditions obtained from the terms in (3.3.5)-(3.3.7) which are of order $O(1)$ in $k$, are identical with the first residue conditions, i.e. equations (3.3.8), thus these conditions do not impose additional constraints.

### 3.4 The Robin Problem.

Replacing in the expression $i q_{N}-\left(k-\frac{\lambda}{k} q\right)$ appearing in equation (3.1.7b), $q_{N}$ with $\chi q$, it follows that the global relation becomes

$$
\begin{align*}
& \left(k-i \chi-\frac{\lambda}{k}\right) E(-i k) D_{1}(k)+\left(w k-i \chi-\frac{\lambda}{w k}\right) E(-i w k) D_{2}(w k) \\
& +\left(\bar{w} k-i \chi-\frac{\lambda}{\bar{w} k}\right) E(-i \bar{w} k) D_{3}(\bar{w} k)=0, k \in \mathbb{C}, \tag{3.4.1}
\end{align*}
$$

where $\chi$ is a real constant and the unknown functions $\left\{D_{j}\right\}_{1}^{3}$ are defined in (3.3.2).
Proposition 3.3. Let each of the unknown Dirichlet boundary values be expressed as the sum of the three exponentials appearing in equations (3.3.3). Then, the global relation (3.4.1) implies relations (3.2.4b)-(3.2.4d), where $a_{1}$ and $a_{2}$ satisfy the following relations:

$$
\begin{align*}
& e^{i\left(a_{2}-\frac{N \pi}{3 L}\right)} \sin \left[\left(a_{2}-\frac{N \pi}{3 L}\right) L\right]=\frac{6 i \sqrt{3} a_{2} \chi}{a_{1}^{2}+a_{1} a_{2}-2 a_{2}^{2}-3 i \sqrt{3} a_{2} \chi+3 \chi^{2}},  \tag{3.4.2}\\
& e^{i\left(a_{1}-\frac{N \pi}{3 L}\right)} \sin \left[\left(a_{1}-\frac{N \pi}{3 L}\right) L\right]=\frac{6 i \sqrt{3} a_{1} \chi}{a_{2}^{2}+a_{1} a_{2}-2 a_{1}^{2}-3 i \sqrt{3} a_{1} \chi+3 \chi^{2}}, \quad N \in \mathbb{Z} .
\end{align*}
$$

Furthermore,

$$
\begin{align*}
& \alpha_{2}=\frac{\left(1+\frac{i \chi}{A_{1}}\right)}{\left(1-\frac{i \chi}{A_{2}}\right)} \frac{\left(1-\frac{i \chi}{A_{3}}\right)}{\left(1+\frac{i \chi}{A_{3}}\right)} e^{i\left(a_{2}-a_{1}\right) L} \alpha_{1}, \\
& \alpha_{3}=\frac{\left(1-\frac{i \chi}{A_{1}}\right)}{\left(1+\frac{i \chi}{A_{3}}\right)} \frac{\left(1+\frac{i \chi}{A_{2}}\right)}{\left(1-\frac{i \chi}{A_{2}}\right)} e^{i\left(a_{3}-a_{1}\right) L} \alpha_{1},  \tag{3.4.3a}\\
& \beta_{l}=\frac{1-\frac{i \chi}{A_{l}}}{1-\frac{i \chi}{A_{l-1}}} e^{-i a_{l+1} L} \alpha_{l}, \quad \gamma_{l}=\frac{1-\frac{i \chi}{A_{l}}}{1-\frac{i \chi}{A_{l+1}}} e^{-i a_{l-1} L} \alpha_{l}, \quad l=1,2,3, \tag{3.4.3b}
\end{align*}
$$

where $\left\{A_{l}\right\}_{1}^{3}$ are defined in terms of $a_{1}$ and $a_{2}$ by

$$
\begin{equation*}
\sqrt{3} A_{1}=a_{1}+2 a_{2}, \sqrt{3} A_{2}=-2 a_{1}-a_{2}, \sqrt{3} A_{3}=a_{1}-a_{2} \tag{3.4.4}
\end{equation*}
$$

Proof. The definitions (3.2.6) imply the following relations:

$$
\begin{equation*}
k^{2}+i a_{l} k+\lambda=\left(k-k_{l}\right)\left(k+\bar{k}_{l}\right), i a_{l}=\bar{k}_{l}-k_{l}, \lambda=-\left|k_{l}\right|^{2}, k_{l}+\bar{k}_{l}=A_{l} \tag{3.4.5}
\end{equation*}
$$

Using these equations in the identities,

$$
\frac{k-i \chi-\frac{\lambda}{k}}{k+i a_{l}+\frac{\lambda}{k}}=\frac{k^{2}-i \chi k-\lambda}{k^{2}+i a_{l} k+\lambda}=1-\frac{i\left(a_{l}+\chi\right) k+2 \lambda}{k^{2}+i a_{l} k+\lambda}
$$

we find

$$
\frac{k-i \chi-\frac{\lambda}{k}}{k+i a_{l}+\frac{\lambda}{k}}=\left(1-\frac{i \chi}{A_{l}}\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{1}{2}\right)-\left(1+\frac{i \chi}{A_{l}}\right)\left(\frac{\bar{k}_{l}}{k-\bar{k}_{l}}-\frac{1}{2}\right) .
$$

Hence, in analogy with equations (3.2.12)-(3.2.14), now the global relation implies that the following equations are valid for all $k \in \mathbb{C}$ :

$$
\begin{align*}
& \sum_{l=1}^{3} \alpha_{l} e^{i a_{l} L}\left[\left(1-\frac{i \chi}{A_{l}}\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{1}{2}\right)-\left(1+\frac{i \chi}{A_{l}}\right)\left(\frac{\bar{k}_{l}}{k+\bar{k}_{l}}-\frac{1}{2}\right)\right]  \tag{3.4.6}\\
& =\sum_{l=1}^{3} \beta_{l} e^{-i b_{l} L}\left[\left(1-\frac{i \chi}{B_{l}}\right)\left(\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{1}{2}\right)-\left(1+\frac{i \chi}{B_{l}}\right)\left(\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}-\frac{1}{2}\right)\right] \\
& \sum_{l=1}^{3} \beta_{l} e^{i b_{l} L}\left[\left(1-\frac{i \chi}{B_{l}}\right)\left(\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{1}{2}\right)-\left(1+\frac{i \chi}{B_{l}}\right)\left(\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}-\frac{1}{2}\right)\right]  \tag{3.4.7}\\
& =\sum_{l=1}^{3} \gamma_{l} e^{-i c_{l} L}\left[\left(1-\frac{i \chi}{B_{l}}\right)\left(\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{1}{2}\right)-\left(1+\frac{i \chi}{B_{l}}\right)\left(\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}-\frac{1}{2}\right)\right]
\end{align*}
$$

$$
\begin{align*}
& \sum_{l=1}^{3} \gamma_{l} e^{i c_{l} L}\left[\left(1-\frac{i \chi}{B_{l}}\right)\left(\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{1}{2}\right)-\left(1+\frac{i \chi}{B_{l}}\right)\left(\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}-\frac{1}{2}\right)\right]  \tag{3.4.8}\\
& =\sum_{l=1}^{3} \alpha_{l} e^{-i a_{l} L}\left[\left(1-\frac{i \chi}{A_{l}}\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{1}{2}\right)-\left(1+\frac{i \chi}{A_{l}}\right)\left(\frac{\bar{k}_{l}}{k+\bar{k}_{l}}-\frac{1}{2}\right)\right] .
\end{align*}
$$

The analysis of the first and the second set of the relevant poles is identical with the analysis presented in section 3.2 and it yields equations (3.2.4b)- (3.2.4d). We next consider the relevant residues.

## The first set of Residues

In analogy with equations (3.2.25) we now have the following equations:

$$
\begin{align*}
& \alpha_{l} e^{i a_{l} L}\left(1-\frac{i \chi}{A_{l}}\right)=\beta_{l} e^{-i b_{l} L}\left(1-\frac{i \chi}{B_{l}}\right), \\
& \beta_{l} e^{i b_{l} L}\left(1-\frac{i \chi}{B_{l}}\right)=\gamma_{l} e^{-i c_{l} L}\left(1-\frac{i \chi}{C_{l}}\right), \quad l=1,2,3,  \tag{3.4.9}\\
& \gamma_{l} e^{i c_{l} L}\left(1-\frac{i \chi}{C_{l}}\right)=\alpha_{l} e^{-i a_{l} L}\left(1-\frac{i \chi}{A_{l}}\right), \quad l=1,2,3 . \tag{3.4.10}
\end{align*}
$$

Equations (3.4.9) yield

$$
\begin{align*}
& \beta_{l}\left(1-\frac{i \chi}{B_{l}}\right)=\alpha_{l} e^{i\left(a_{l}+b_{l}\right) L}\left(1-\frac{i \chi}{A_{l}}\right),  \tag{3.4.11}\\
& \gamma_{l}\left(1-\frac{i \chi}{C_{l}}\right)=\alpha_{l} e^{i\left(a_{l}+2 b_{l}+c_{l}\right) L}\left(1-\frac{i \chi}{A_{l}}\right), \quad l=1,2,3
\end{align*}
$$

and then, in view of (3.2.27), equation (3.4.10) is satisfied identically. Applying in (3.4.11) the definitions of $\left\{A_{l}, B_{l}, C_{l}\right\}_{1}^{3}$ given in (3.2.21)-(3.2.24) as well as equation (3.2.27), we obtain equations (3.4.3b).

## The second set of Residues

In analogy with equations (3.2.28), we now have the following equations:

$$
\begin{align*}
& \alpha_{l} e^{i a_{l} L}\left(1+\frac{i \chi}{A_{l}}\right)=\beta_{l-1} e^{-i b_{l-1} L}\left(1+\frac{i \chi}{B_{l-1}}\right), \\
& \beta_{l} e^{i b_{l} L}\left(1+\frac{i \chi}{B_{l}}\right)=\gamma_{l-1} e^{-i c_{l-1} L}\left(1+\frac{i \chi}{C_{l-1}}\right),  \tag{3.4.12}\\
& \gamma_{l} e^{i c_{l} L}\left(1+\frac{i \chi}{C_{l}}\right)=\alpha_{l-1} e^{-i a_{l-1} L}\left(1+\frac{i \chi}{A_{l-1}}\right), \quad l=1,2,3,
\end{align*}
$$

where equations (3.2.29) are still valid.
Expressing in equations (3.4.12) $\beta_{l}$ and $\gamma_{l}$ in terms of $\alpha_{l}$ via equations (3.4.11), equations (3.4.12) yield the following relations:

$$
\begin{align*}
& \alpha_{l}=\alpha_{l-1} \frac{\left(1-\frac{i \chi}{A_{l-1}}\right)}{\left(1+\frac{i \chi}{A_{l}}\right)} \frac{\left(1+\frac{i \chi}{B_{l-1}}\right)}{\left(1-\frac{i \chi}{B_{l-1}}\right)} e^{i\left(a_{l-1}-a_{l}\right) L}, \\
& \alpha_{l}=\alpha_{l-1} \frac{\left(1-\frac{i \chi}{A_{l-1}}\right)}{\left(1-\frac{i \chi}{A_{l}}\right)} \frac{\left(1-\frac{i \chi}{B_{l}}\right)}{\left(1+\frac{i \chi}{B_{l}}\right)} \frac{\left(1+\frac{i \chi}{C_{l-1}}\right)}{\left(1-\frac{i \chi}{C_{l-1}}\right)} e^{i\left(a_{l-1}-a_{l}\right) L} e^{2 i\left(b_{l-1}-b_{l}\right) L},  \tag{3.4.13}\\
& \alpha_{l}=\alpha_{l-1} \frac{\left(1+\frac{i \chi}{A_{l-1}}\right)}{\left(1-\frac{i \chi}{A_{l}}\right)} \frac{\left(1-\frac{i \chi}{C_{l}}\right)}{\left(1+\frac{i \chi}{C_{l}}\right)} e^{i\left(a_{l}-a_{l-1}\right) L}, \quad l=1,2,3 .
\end{align*}
$$

The last of the equations (3.4.13) imply (3.4.3a). Furthermore, equations (3.4.13) imply the equations

$$
\begin{equation*}
e^{2 i\left(a_{l}-a_{l-1}\right) L}=\frac{\widetilde{A}_{l-1} \widetilde{A}_{l}}{\widetilde{B}_{l-1} \widetilde{C}_{l}}, \quad e^{2 i\left(b_{l}-b_{l-1}\right) L}=\frac{\widetilde{B}_{l-1} \widetilde{B}_{l}}{\widetilde{C}_{l-1} \widetilde{A}_{l}}, \quad l=1,2,3, \tag{3.4.14}
\end{equation*}
$$

where $\left\{\widetilde{A}_{l}, \widetilde{B}_{l}, \widetilde{C}_{l}\right\}_{1}^{3}$ are defined as follows:

$$
\begin{equation*}
\widetilde{A}_{l}=\frac{1-\frac{i \chi}{A_{l}}}{1+\frac{i \chi}{A_{l}}}, \quad \widetilde{B}_{l}=\frac{1-\frac{i \chi}{B_{l}}}{1+\frac{i \chi}{B_{l}}}, \quad \widetilde{C}_{l}=\frac{1-\frac{i \chi}{C_{l}}}{1+\frac{i \chi}{C_{l}}}, \quad l=1,2,3 \tag{3.4.15}
\end{equation*}
$$

Equations (3.2.4b) and (3.2.4c), which express $\left\{b_{l}\right\}_{1}^{3}$ and $\left\{c_{l}\right\}_{1}^{3}$ in terms of $a_{1}$ and $a_{2}$, can be rewritten in the form

$$
\begin{equation*}
b_{l}=a_{l-1}, \quad c_{l}=a_{l+1}, \quad l=1,2,3, \quad a_{0}=a_{3}, \quad a_{4}=a_{1} \tag{3.4.16}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\widetilde{B}_{l}=\widetilde{A}_{l-1}, \quad \widetilde{C}_{l}=\widetilde{A}_{l+1}, \quad l=1,2,3, \quad \widetilde{A}_{0}=\widetilde{A}_{3}, \quad \widetilde{A}_{4}=\widetilde{A}_{1} . \tag{3.4.17}
\end{equation*}
$$

Thus, equations (3.4.14) can be rewritten in the form

$$
\begin{equation*}
e^{2 i\left(a_{l}-a_{l-1}\right) L}=\frac{\widetilde{A}_{l-1} \widetilde{A}_{l}}{\widetilde{A}_{l+1}^{2}}, \quad e^{2 i\left(a_{l-1}-a_{l-2}\right) L}=\frac{\widetilde{A}_{l-2} \widetilde{A}_{l-1}}{\widetilde{A}_{l}^{2}}, \quad l=1,2,3, \tag{3.4.18}
\end{equation*}
$$

where we have used the identity $\widetilde{A}_{l-2}=\widetilde{A}_{l+1}, l=1,2,3$.

The second set of equations (3.4.18) is identical with the first set of equations (3.4.18)(after replacing $l$ with $l+1$ ). The first set of equations (3.4.18) yields:

$$
\begin{equation*}
e^{2 i\left(a_{1}-a_{3}\right) L}=\frac{\widetilde{A}_{1} \widetilde{A}_{3}}{\widetilde{A}_{2}^{2}}, e^{2 i\left(a_{2}-a_{1}\right) L}=\frac{\widetilde{A}_{2} \widetilde{A}_{1}}{\widetilde{A}_{3}^{2}}, e^{2 i\left(a_{3}-a_{2}\right) L}=\frac{\widetilde{A}_{3} \widetilde{A}_{2}}{\widetilde{A}_{1}^{2}} . \tag{3.4.19}
\end{equation*}
$$

The third of the above equations is equivalent to the product of the first two equations; the former equations, using $-a_{3}=a_{1}+a_{2}$, become

$$
\begin{equation*}
e^{2 i\left(a_{2}-a_{1}\right) L}=\frac{\widetilde{A}_{1} \widetilde{A}_{2}}{\widetilde{A}_{3}^{2}}, \quad e^{2 i\left(2 a_{1}+a_{2}\right) L}=\frac{\widetilde{A}_{1} \widetilde{A}_{3}}{\widetilde{A}_{2}^{2}} . \tag{3.4.20}
\end{equation*}
$$

These equations are equivalent to

$$
\begin{equation*}
e^{2 i a_{2} L} e^{-2 i \frac{N \pi}{3}}=\frac{\widetilde{A}_{1}}{\widetilde{A}_{3}}, \quad e^{2 i a_{1} L} e^{-2 i \frac{N \pi}{3}}=\frac{\widetilde{A}_{3}}{\widetilde{A}_{2}}, \quad N \in \mathbb{Z} . \tag{3.4.21}
\end{equation*}
$$

Using the definitions of $\left\{\widetilde{A}_{j}\right\}_{1}^{3}$, see equations (3.2.21)-(3.2.23), equations (3.4.21) yield equations (3.4.2).

### 3.5 The Oblique Robin Problem.

Replacing in the global relation (3.1.7b), the term $q_{N}$ with

$$
-\frac{1}{\sin \delta}\left[\cos \delta \frac{d q}{d s}-\chi q\right]
$$

and integrating by parts the term involving $\frac{d q}{d s}$, we find the equation

$$
\hat{q}_{j}(k)=E(-i k)\left\{\frac{i}{\sin \delta}\left(k e^{i \delta}+\frac{\lambda}{k e^{i \delta}}+\chi\right) D_{j}(k)-\left.\frac{i \cos \delta}{\sin \delta} e^{\left(k+\frac{\lambda}{k}\right) s} q_{j}(s)\right|_{-L} ^{L}\right\} .
$$

We assume that the boundary terms vanish, i.e.,

$$
\begin{align*}
& \left.E(-i k) e^{\left(k+\frac{\lambda}{k}\right) s} q_{1}(s)\right|_{-L} ^{L}+\left.E(-i w k) e^{\left(w k+\frac{\lambda}{w k}\right) s} q_{2}(s)\right|_{-L} ^{L}  \tag{3.5.1}\\
& +E(-i \bar{w} k) e^{\left(\bar{w} k+\left.\frac{\lambda}{\overline{w k}) s} q_{3}(s)\right|_{-L} ^{L}=0 .\right.}
\end{align*}
$$

This is indeed the case provided that

$$
q_{1}(L)=q_{2}(-L), q_{2}(L)=q_{3}(-L), q_{3}(L)=q_{1}(-L)
$$

Then, the global relation becomes

$$
\begin{align*}
& \left(k e^{i \delta}+\chi+\frac{\lambda}{k e^{i \delta}}\right) E(-i k) D_{1}(k)+\left(w k e^{i \delta}+\chi+\frac{\lambda}{w k e^{i \delta}}\right) E(-i w k) D_{2}(w k)  \tag{3.5.2}\\
& +\left(\bar{w} k e^{i \delta}+\chi+\frac{\lambda}{\bar{w} k e^{i \delta}}\right) E(-i \bar{w} k) D_{3}(\bar{w} k)=0, k \in \mathbb{C}
\end{align*}
$$

where $\chi, \delta$ are real constants and $\sin \delta \neq 0$.

Proposition 3.4. Let each of the unknown Dirichlet boundary values be expressed as the sum of the three exponentials appearing in equations (3.3.3). Then, the global relation (3.5.2) implies relations (3.2.4b), (3.2.4c) and (3.2.4d), where $a_{1}$ and $a_{2}$ satisfy the following relations:

$$
\begin{align*}
& e^{i\left(a_{2}-\frac{N \pi}{3 L}\right) L} \sin \left[\left(a_{2}-\frac{N \pi}{3 L}\right) L\right] \\
& \quad=\frac{3 \sqrt{3} a_{2} \chi \sin \delta+i \sqrt{3}\left(a_{1}^{2}+a_{1} a_{2}+a_{2}^{2}\right) \sin 2 \delta}{\left(i \chi+a_{1} \cos \delta+A_{1} \sin \delta\right)\left(i \chi-\left(a_{1}+a_{2}\right) \cos \delta+\left(A_{1}+A_{2}\right) \sin \delta\right)}, \\
& e^{i\left(a_{1}-\frac{N \pi}{3 L}\right) L} \sin \left[\left(a_{1}-\frac{N \pi}{3 L}\right) L\right]= \\
& \quad=\frac{3 \sqrt{3} a_{1} \chi \sin \delta+i \sqrt{3}\left(a_{1}^{2}+a_{1} a_{2}+a_{2}^{2}\right) \sin 2 \delta}{\left(i \chi+a_{2} \cos \delta-A_{2} \sin \delta\right)\left(i \chi-\left(a_{1}+a_{2}\right) \cos \delta-\left(A_{1}+A_{2}\right) \sin \delta\right)}, \quad N \in \mathbb{Z} . \tag{3.5.3}
\end{align*}
$$

where $\left\{A_{l}\right\}_{1}^{3}$ are defined in terms of $a_{1}$ and $a_{2}$ by (3.4.4). Furthermore,

$$
\begin{align*}
& \alpha_{2}=\frac{\left(\frac{a_{1} \cos \delta+i \chi}{A_{1}}+\sin \delta\right)}{\left(\frac{a_{2} \cos \delta+i \chi}{A_{2}}-\sin \delta\right)} \frac{\left(\frac{a_{3} \cos \delta+i \chi}{A_{3}}-\sin \delta\right)}{\left(\frac{a_{3} \cos \delta+i \chi}{A_{3}}+\sin \delta\right)} e^{i\left(a_{2}-a_{1}\right) L} \alpha_{1}, \\
& \alpha_{3}=\frac{\left(\frac{a_{1} \cos \delta+i \chi}{A_{1}}-\sin \delta\right)}{\left(\frac{a_{3} \cos \delta+i \chi}{A_{3}}+\sin \delta\right)} \frac{\left(\frac{a_{2} \cos \delta+i \chi}{A_{2}}+\sin \delta\right)}{\left(\frac{a_{2} \cos \delta+i \chi}{A_{2}}-\sin \delta\right)} e^{i\left(a_{3}-a_{1}\right) L} \alpha_{1},  \tag{3.5.4a}\\
& \beta_{l}=\frac{\frac{a_{l} \cos \delta+i \chi}{A_{l}}-\sin \delta}{\frac{a_{l-1} \cos \delta+i \chi}{A_{l-1}}-\sin \delta} e^{-i a_{l+1} L} \alpha_{l}, \\
& \gamma_{l}=\frac{\frac{a_{l} \cos \delta+i \chi}{A_{l}}-\sin \delta}{\frac{a_{l+1} \cos \delta+i \chi}{A_{l+1}}-\sin \delta} e^{-i a_{l-1} L} \alpha_{l}, \quad l=1,2,3 . \tag{3.5.4b}
\end{align*}
$$

Proof. Using the identity

$$
\frac{k e^{i \delta}+\chi+\frac{\lambda}{k e^{i \delta}}}{k+i a_{l}+\frac{\lambda}{k}}=e^{i \delta}-\frac{k\left(i a_{l} e^{i \delta}-\chi\right)+\lambda\left(e^{i \delta}-e^{-i \delta}\right)}{k^{2}+i a_{l} k+\lambda}
$$

we find that

$$
\begin{align*}
i \frac{e^{i \delta} k+\chi+\frac{\lambda}{e^{i \delta} k}}{k+i a_{l}+\frac{\lambda}{k}} & =\left(\frac{a_{l} \cos \delta+i \chi}{A_{l}}-\sin \delta\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{e^{i \delta}}{2 i \sin \delta}\right)  \tag{3.5.5}\\
& +\left(\frac{a_{l} \cos \delta+i \chi}{A_{l}}+\sin \delta\right)\left(\frac{\bar{k}_{l}}{k+\bar{k}_{l}}-\frac{e^{i \delta}}{2 i \sin \delta}\right)
\end{align*}
$$

Hence, in analogy with equations (3.2.12)-(3.2.14), we now have the following equations valid for all $k \in \mathbb{C}$ :

$$
\begin{align*}
\sum_{l=1}^{3} \alpha_{l} e^{i a_{l} L} & {\left[\left(\frac{a_{l} \cos \delta+i \chi}{A_{l}}-\sin \delta\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{e^{i \delta}}{2 i \sin \delta}\right)\right.} \\
+ & \left.\left(\frac{a_{l} \cos \delta+i \chi}{A_{l}}+\sin \delta\right)\left(\frac{\bar{k}_{l}}{k+\bar{k}_{l}}-\frac{e^{i \delta}}{2 i \sin \delta}\right)\right]  \tag{3.5.6}\\
=\sum_{l=1}^{3} \beta_{l} e^{-i b_{l} L} & {\left[\left(\frac{b_{l} \cos \delta+i \chi}{B_{l}}-\sin \delta\right)\left(\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{e^{i \delta}}{2 i \sin \delta}\right)\right.} \\
& \left.+\left(\frac{b_{l} \cos \delta+i \chi}{B_{l}}+\sin \delta\right)\left(\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}-\frac{e^{i \delta}}{2 i \sin \delta}\right)\right],
\end{align*}
$$

$$
\begin{align*}
\sum_{l=1}^{3} \beta_{l} e^{i b_{l} L} & {\left[\left(\frac{b_{l} \cos \delta+i \chi}{B_{l}}-\sin \delta\right)\left(\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{e^{i \delta}}{2 i \sin \delta}\right)\right.} \\
+ & \left.\left(\frac{b_{l} \cos \delta+i \chi}{B_{l}}+\sin \delta\right)\left(\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}-\frac{e^{i \delta}}{2 i \sin \delta}\right)\right]  \tag{3.5.7}\\
=\sum_{l=1}^{3} \gamma_{l} e^{-i c_{l} L} & {\left[\left(\frac{c_{l} \cos \delta+i \chi}{C_{l}}-\sin \delta\right)\left(\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{e^{i \delta}}{2 i \sin \delta}\right)\right.} \\
& \left.+\left(\frac{c_{l} \cos \delta+i \chi}{C_{l}}+\sin \delta\right)\left(\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}-\frac{e^{i \delta}}{2 i \sin \delta}\right)\right]
\end{align*}
$$

$$
\begin{align*}
\sum_{l=1}^{3} \gamma_{l} e^{i c_{l} L} & {\left[\left(\frac{c_{l} \cos \delta+i \chi}{C_{l}}-\sin \delta\right)\left(\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{e^{i \delta}}{2 i \sin \delta}\right)\right.} \\
& \left.+\left(\frac{c_{l} \cos \delta+i \chi}{C_{l}}+\sin \delta\right)\left(\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}-\frac{e^{i \delta}}{2 i \sin \delta}\right)\right]  \tag{3.5.8}\\
=\sum_{l=1}^{3} \alpha_{l} e^{-i a_{l} L} & {\left[\left(\frac{a_{l} \cos \delta+i \chi}{A_{l}}-\sin \delta\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{e^{i \delta}}{2 i \sin \delta}\right)\right.} \\
& \left.+\left(\frac{a_{l} \cos \delta+i \chi}{A_{l}}+\sin \delta\right)\left(\frac{\bar{k}_{l}}{k+\bar{k}_{l}}-\frac{e^{i \delta}}{2 i \sin \delta}\right)\right] .
\end{align*}
$$

The analysis of the first and the second set of the relevant poles is identical with the analysis presented in section 3.2 and it yields equations (3.2.4b)-(3.2.4d).

The analysis of the first and the second set of the relevant residues is identical with the analysis presented in section 3.4, provided that we make the following substitutions:

$$
\begin{align*}
& 1-\frac{i \chi}{A_{l}} \longrightarrow \frac{a_{l} \cos \delta+i \chi}{A_{l}}-\sin \delta, \quad 1+\frac{i \chi}{A_{l}} \longrightarrow \frac{a_{l} \cos \delta+i \chi}{A_{l}}+\sin \delta, \\
& 1-\frac{i \chi}{B_{l}} \longrightarrow \frac{b_{l} \cos \delta+i \chi}{B_{l}}-\sin \delta, \quad 1+\frac{i \chi}{B_{l}} \longrightarrow \frac{b_{l} \cos \delta+i \chi}{B_{l}}+\sin \delta,  \tag{3.5.9}\\
& 1-\frac{i \chi}{C_{l}} \longrightarrow \frac{c_{l} \cos \delta+i \chi}{C_{l}}-\sin \delta, \quad 1+\frac{i \chi}{C_{l}} \longrightarrow \frac{c_{l} \cos \delta+i \chi}{C_{l}}+\sin \delta .
\end{align*}
$$

Hence, equation (3.4.14) gives rise to a similar equation, where now $\left\{\widetilde{A}_{l}, \widetilde{B}_{l}, \widetilde{C}_{l}\right\}_{1}^{3}$ are defined as follows:

$$
\begin{align*}
& \widetilde{A}_{l}=\frac{\frac{a_{l} \cos \delta+i \chi}{A_{l}}-\sin \delta}{\frac{a_{l} \cos \delta+i \chi}{A_{l}}+\sin \delta}, \quad \widetilde{B}_{l}=\frac{\frac{b_{l} \cos \delta+i \chi}{B_{l}}-\sin \delta}{\frac{b_{l} \cos \delta+i \chi}{B_{l}}+\sin \delta},  \tag{3.5.10}\\
& \widetilde{C}_{l}=\frac{\frac{c_{l} \cos \delta+i \chi}{C_{l}}-\sin \delta}{\frac{c_{l} \cos \delta+i \chi}{C_{l}}+\sin \delta}, \quad l=1,2,3 .
\end{align*}
$$

Following the same steps used in section 3.4, we derive the analogue of equation (3.4.20), i.e.

$$
\begin{equation*}
e^{2 i a_{2} L} e^{-2 i \frac{N \pi}{3}}=\frac{\widetilde{A}_{1}}{\widetilde{A}_{3}}, \quad e^{2 i a_{1} L} e^{-2 i \frac{N \pi}{3}}=\frac{\widetilde{A}_{3}}{\widetilde{A}_{2}}, \quad N \in \mathbb{Z} \tag{3.5.11}
\end{equation*}
$$

where $\left\{\widetilde{A}_{l}\right\}_{1}^{3}$ are replaced by the relevant definitions in (3.5.10). Hence, equations (3.5.3) (the analogue of equations (3.4.2)) are satisfied. Furthermore, equations (3.5.4a) and
(3.5.4b) are also satisfied; these equations follow from equations (3.4.3a) and (3.4.3b), respectively, after replacing $\left\{\widetilde{A}_{l}\right\}_{1}^{3}$ with the relevant expressions in (3.5.10).

### 3.6 The Poincaré Problem.

Replacing in the global relation (3.1.7b), the term $q_{N}$ with

$$
-\frac{1}{\sin \delta_{j}}\left[\cos \delta_{j} \frac{d q}{d s}-\chi_{j} q\right]
$$

and integrating by parts the term involving $\frac{d q}{d s}$, we find

$$
\hat{q}(k)=E(-i k)\left\{\frac{i}{\sin \delta_{j}}\left(k e^{i \delta_{j}}+\frac{\lambda}{k e^{i \delta_{j}}}+\chi_{j}\right) D_{j}(k)-\left.\frac{i \cos \delta_{j}}{\sin \delta_{j}} e^{\left(k+\frac{\lambda}{k}\right) s} q_{j}(s)\right|_{-L} ^{L}\right\} .
$$

We assume that the boundary terms vanish i.e.

$$
\begin{align*}
& \left.\frac{\cos \delta_{1}}{\sin \delta_{1}} E(-i k) e^{\left(k+\frac{\lambda}{k}\right) s} q_{1}(s)\right|_{-L} ^{L}+\left.\frac{\cos \delta_{2}}{\sin \delta_{2}} E(-i w k) e^{\left(w k+\frac{\lambda}{w k}\right) s} q_{2}(s)\right|_{-L} ^{L}  \tag{3.6.1}\\
& \quad+\left.\frac{\cos \delta_{3}}{\sin \delta_{3}} E(-i \bar{w} k) e^{\left(\bar{w} k+\frac{\lambda}{\overline{w k}}\right) s} q_{3}(s)\right|_{-L} ^{L}=0 .
\end{align*}
$$

This is indeed the case provide that

$$
\cot \delta_{1}=\cot \delta_{2}=\cot \delta_{3} \text { and } q_{1}(L)=q_{2}(-L), q_{2}(L)=q_{3}(-L), q_{3}(L)=q_{1}(-L)
$$

Then the global relation becomes

$$
\begin{align*}
& \left(k e^{i \delta_{1}}+\chi_{1}+\frac{\lambda}{k e^{i \delta_{1}}}\right) E(-i k) D_{1}(k)+\left(w k e^{i \delta_{2}}+\chi_{2}+\frac{\lambda}{w k e^{i \delta_{2}}}\right) E(-i w k) D_{2}(w k)  \tag{3.6.2}\\
& +\left(\bar{w} k e^{i \delta_{3}}+\chi_{3}+\frac{\lambda}{\bar{w} k e^{i \delta_{3}}}\right) E(-i \bar{w} k) D_{3}(\bar{w} k)=0, k \in \mathbb{C}
\end{align*}
$$

where $\left\{\chi_{j}\right\}_{1}^{3},\left\{\delta_{j}\right\}_{1}^{3}$ are real constants and $\sin \delta_{j} \neq 0, j=1,2,3$.

Proposition 3.5. Let each of the unknown Dirichlet boundary values be expressed as the sum of the three exponentials appearing in equations (3.3.3). Then, the global relation (3.6.2) implies relations (3.2.4b)-(3.2.4d), where $a_{1}$ and $a_{2}$ satisfy the following relations:

$$
\begin{align*}
e^{6 i a_{2} L} & =\prod_{j=1}^{3} \frac{\left(i \chi_{j}+a_{1} \cos \delta_{j}-A_{1} \sin \delta_{j}\right)\left(i \chi_{j}-\left(a_{1}+a_{2}\right) \cos \delta_{j}-\left(A_{1}+A_{2}\right) \sin \delta_{j}\right)}{\left(i \chi_{j}+a_{1} \cos \delta_{j}+A_{1} \sin \delta_{j}\right)\left(i \chi_{j}-\left(a_{1}+a_{2}\right) \cos \delta_{j}+\left(A_{1}+A_{2}\right) \sin \delta_{j}\right)} \\
e^{6 i a_{1} L} & =\prod_{j=1}^{3} \frac{\left(i \chi_{j}+a_{2} \cos \delta_{j}+A_{2} \sin \delta_{j}\right)\left(i \chi_{j}-\left(a_{1}+a_{2}\right) \cos \delta_{j}+\left(A_{1}+A_{2}\right) \sin \delta_{j}\right)}{\left(i \chi_{j}+a_{2} \cos \delta_{j}-A_{2} \sin \delta_{j}\right)\left(i \chi_{j}-\left(a_{1}+a_{2}\right) \cos \delta_{j}-\left(A_{1}+A_{2}\right) \sin \delta_{j}\right)} \tag{3.6.3}
\end{align*}
$$

where $\left\{A_{l}\right\}_{1}^{3}$ are defined in terms of $a_{1}$ and $a_{2}$ by (3.4.4). Furthermore,

$$
\begin{align*}
\alpha_{2}= & \frac{\left(\frac{a_{1} \cos \delta_{1}+i \chi_{1}}{A_{1}}+\sin \delta_{1}\right)}{\left(\frac{a_{2} \cos \delta_{1}+i \chi_{1}}{A_{2}}-\sin \delta_{1}\right)} \frac{\left(\frac{a_{3} \cos \delta_{3}+i \chi_{3}}{A_{3}}-\sin \delta_{3}\right)}{\left(\frac{a_{3} \cos \delta_{3}+i \chi_{3}}{A_{3}}+\sin \delta_{3}\right)} e^{i\left(a_{2}-a_{1}\right) L} \alpha_{1}, \\
\alpha_{3}= & \frac{\left(\frac{a_{1} \cos \delta_{1}+i \chi_{1}}{A_{1}}+\sin \delta_{1}\right)}{\left(\frac{a_{2} \cos \delta_{1}+i \chi_{1}}{A_{2}}-\sin \delta_{1}\right)} \frac{\left(\frac{a_{3} \cos \delta_{3}+i \chi_{3}}{A_{3}}-\sin \delta_{3}\right)}{\left(\frac{a_{3} \cos \delta_{3}+i \chi_{3}}{A_{3}}+\sin \delta_{3}\right)}  \tag{3.6.4a}\\
& \frac{\left(\frac{a_{2} \cos \delta_{1}+i \chi_{1}}{A_{2}}+\sin \delta_{1}\right)}{\left(\frac{a_{3} \cos \delta_{1}+i \chi_{1}}{A_{3}}-\sin \delta_{1}\right)} \frac{\left(\frac{a_{1} \cos \delta_{3}+i \chi_{3}}{A_{1}}-\sin \delta_{3}\right)}{\left(\frac{a_{1} \cos \delta_{3}+i \chi_{3}}{A_{1}}+\sin \delta_{3}\right)} e^{i\left(a_{3}-a_{1}\right) L} \alpha_{1}, \\
\beta_{l}= & \frac{\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}-\sin \delta_{1}}{\frac{a_{l-1} \cos \delta_{2}+i \chi_{2}}{A_{l-1}}-\sin \delta_{2}} e^{-i a_{l+1} L} \alpha_{l}, \\
\gamma_{l}= & \frac{\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}-\sin \delta_{1}}{\frac{a_{l+1} \cos \delta_{3}+i \chi_{3}}{A_{l+1}}-\sin \delta_{3}} e^{-i a_{l-1} L} \alpha_{l}, \quad l=1,2,3 . \tag{3.6.4b}
\end{align*}
$$

Proof. Using the identity

$$
\frac{k e^{i \delta_{1}}+\chi_{1}+\frac{\lambda}{k e^{i \delta_{1}}}}{k+i a_{l}+\frac{\lambda}{k}}=e^{i \delta_{1}}-\frac{k\left(i a_{l} e^{i \delta_{1}}-\chi_{1}\right)+\lambda\left(e^{i \delta_{1}}-e^{-i \delta_{1}}\right)}{k^{2}+i a_{l} k+\lambda}
$$

we find that

$$
\begin{align*}
i \frac{e^{i \delta_{1}} k+\chi_{1}+\frac{\lambda}{e^{i \delta_{1} k}}}{k+i a_{l}+\frac{\lambda}{k}} & =\left(\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}-\sin \delta_{1}\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{e^{i \delta_{1}}}{2 i \sin \delta_{1}}\right)  \tag{3.6.5}\\
& +\left(\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}+\sin \delta_{1}\right)\left(\frac{\bar{k}_{l}}{k+\bar{k}_{l}}-\frac{e^{i \delta_{1}}}{2 i \sin \delta_{1}}\right)
\end{align*}
$$

Hence, in analogy with equations (3.2.12)-(3.2.14), we now have the following equations valid for all $k \in \mathbb{C}$ :

$$
\begin{align*}
& \sum_{l=1}^{3} \alpha_{l} e^{i a_{l} L} {\left[\left(\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}-\sin \delta_{1}\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{e^{i \delta_{1}}}{2 i \sin \delta_{1}}\right)\right.} \\
&+\left.\left(\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}+\sin \delta_{1}\right)\left(\frac{\bar{k}_{l}}{k+\bar{k}_{l}}-\frac{e^{i \delta_{1}}}{2 i \sin \delta_{1}}\right)\right]  \tag{3.6.6}\\
&=\sum_{l=1}^{3} \beta_{l} e^{-i b_{l} L} {\left[\left(\frac{b_{l} \cos \delta_{2}+i \chi_{2}}{B_{l}}-\sin \delta_{2}\right)\left(\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{e^{i \delta_{2}}}{2 i \sin \delta_{2}}\right)\right.} \\
&\left.+\left(\frac{b_{l} \cos \delta_{2}+i \chi_{2}}{B_{l}}+\sin \delta_{2}\right)\left(\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w}_{l}}-\frac{e^{i \delta_{2}}}{2 i \sin \delta_{2}}\right)\right], \\
& \sum_{l=1}^{3} \beta_{l} e^{i b_{l} L} {\left[\left(\frac{b_{l} \cos \delta_{2}+i \chi_{2}}{B_{l}}-\sin \delta_{2}\right)\left(\frac{\bar{w} \lambda_{l}}{k-\bar{w} \lambda_{l}}+\frac{e^{i \delta_{2}}}{2 i \sin \delta_{2}}\right)\right.} \\
&+\left.+\left(\frac{b_{l} \cos \delta_{2}+i \chi_{2}}{B_{l}}+\sin \delta_{2}\right)\left(\frac{\bar{w} \bar{\lambda}_{l}}{k+\bar{w} \bar{\lambda}_{l}}-\frac{e^{i \delta}}{2 i \sin \delta_{2}}\right)\right]  \tag{3.6.7}\\
&=\sum_{l=1}^{3} \gamma_{l} e^{-i c_{l} L} {\left[\left(\frac{c_{l} \cos \delta_{3}+i \chi_{3}}{C_{l}}-\sin \delta_{3}\right)\left(\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{e^{i \delta_{3}}}{2 i \sin \delta_{3}}\right)\right.} \\
&\left.+\left(\frac{c_{l} \cos \delta_{3}+i \chi_{3}}{C_{l}}+\sin \delta_{3}\right)\left(\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}-\frac{e^{i \delta_{3}}}{2 i \sin \delta_{3}}\right)\right], \\
& \sum_{l=1}^{3} \gamma_{l} e^{i c_{l} L} {\left[\left(\frac{c_{l} \cos \delta_{3}+i \chi_{3}}{C_{l}}-\sin \delta_{3}\right)\left(\frac{w \mu_{l}}{k-w \mu_{l}}+\frac{e^{i \delta_{3}}}{2 i \sin \delta_{3}}\right)+\right.} \\
&\left.\left(\frac{c_{l} \cos \delta_{3}+i \chi_{3}}{C_{l}}+\sin \delta_{3}\right)\left(\frac{w \bar{\mu}_{l}}{k+w \bar{\mu}_{l}}-\frac{e^{i \delta_{3}}}{2 i \sin \delta_{3}}\right)\right]  \tag{3.6.8}\\
&=\sum_{l=1}^{3} \alpha_{l} e^{-i a_{l} L} {\left[\left(\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}-\sin \delta_{1}\right)\left(\frac{k_{l}}{k-k_{l}}+\frac{e^{i \delta_{1}}}{2 i \sin \delta_{1}}\right)+\right.} \\
&\left.\left(\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}+\sin \delta_{1}\right)\left(\frac{\overline{k_{l}}}{k+\bar{k}_{l}}-\frac{e^{i \delta_{1}}}{2 i \sin \delta_{1}}\right)\right] .
\end{align*}
$$

The analysis of the first and the second set of the relevant poles is similar with the analysis presented in section 3.2; it yields equations (3.2.4d), (3.2.4b) and (3.2.4c), as well as the following additional conditions:

$$
\begin{equation*}
\frac{e^{i \delta_{1}}}{2 i \sin \delta_{1}}=\frac{e^{i \delta_{2}}}{2 i \sin \delta_{2}}=\frac{e^{i \delta_{2}}}{2 i \sin \delta_{2}} \Leftrightarrow \cot \delta_{1}=\cot \delta_{2}=\cot \delta_{3} . \tag{3.6.9}
\end{equation*}
$$

The analysis of the first and the second set of the relevant residues is similar with the analysis presented in section 3.4, provided that we make the following substitutions:

$$
\begin{align*}
& 1-\frac{i \chi}{A_{l}} \longrightarrow \frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}-\sin \delta_{1}, 1+\frac{i \chi}{A_{l}} \longrightarrow \frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}+\sin \delta_{1} \\
& 1-\frac{i \chi}{B_{l}} \longrightarrow \frac{b_{l} \cos \delta_{2}+i \chi_{2}}{B_{l}}-\sin \delta_{2}, 1+\frac{i \chi}{B_{l}} \longrightarrow \frac{b_{l} \cos \delta_{2}+i \chi_{2}}{B_{l}}+\sin \delta_{2}  \tag{3.6.10}\\
& 1-\frac{i \chi}{C_{l}} \longrightarrow \frac{c_{l} \cos \delta_{3}+i \chi_{3}}{C_{l}}-\sin \delta_{3}, 1+\frac{i \chi}{C_{l}} \longrightarrow \frac{c_{l} \cos \delta_{3}+i \chi_{3}}{C_{l}}+\sin \delta_{3}
\end{align*}
$$

Hence, the equations (3.6.4a) and (3.6.4b) are satisfied, which follow from the equations (3.5.4a) and (3.5.4b) with the aid of the above substitutions.

Furthermore, the analysis presented in section 4, employing the substitutions (3.6.10), implies that equation (3.4.14) is valid, i.e.

$$
\begin{equation*}
e^{2 i\left(a_{l}-a_{l-1}\right) L}=\frac{\widetilde{A}_{l-1} \widetilde{A}_{l}}{\widetilde{B}_{l-1} \widetilde{C}_{l}}, \quad e^{2 i\left(b_{l}-b_{l-1}\right) L}=\frac{\widetilde{B}_{l-1} \widetilde{B}_{l}}{\widetilde{C}_{l-1} \widetilde{A}_{l}}, \quad l=1,2,3, \tag{3.6.11}
\end{equation*}
$$

where now $\left\{\widetilde{A}_{l}, \widetilde{B}_{l}, \widetilde{C}_{l}\right\}_{1}^{3}$ are defined as follows:

$$
\begin{align*}
& \widetilde{A}_{l}=\frac{\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}-\sin \delta_{1}}{\frac{a_{l} \cos \delta_{1}+i \chi_{1}}{A_{l}}+\sin \delta_{1}}, \quad \widetilde{B}_{l}=\frac{\frac{b_{l} \cos \delta_{2}+i \chi_{2}}{B_{l}}-\sin \delta_{2}}{\frac{b_{l} \cos \delta_{2}+i \chi_{2}}{B_{l}}+\sin \delta_{2}},  \tag{3.6.12}\\
& \widetilde{C}_{l}=\frac{\frac{c_{l} \cos \delta_{3}+i \chi_{3}}{C_{l}}-\sin \delta_{3}}{\frac{c_{l} \cos \delta_{3}+i \chi_{3}}{C_{l}}+\sin \delta_{3}}, \quad l=1,2,3 .
\end{align*}
$$

Using equations (3.4.16) in (3.6.11) we find

$$
\begin{equation*}
e^{2 i\left(a_{l}-a_{l-1}\right) L}=\frac{\widetilde{A}_{l-1} \widetilde{A}_{l}}{\widetilde{B}_{l-1} \widetilde{C}_{l}}, \quad e^{2 i\left(a_{l-1}-a_{l-2}\right) L}=\frac{\widetilde{B}_{l-1} \widetilde{B}_{l}}{\widetilde{C}_{l-1} \widetilde{A}_{l}}, \quad l=1,2,3 . \tag{3.6.13}
\end{equation*}
$$

The second set of equations (3.6.13) is identical with the first set of equation (3.6.13)(after replacing $l$ with $l+1$ ), provided that

$$
\begin{equation*}
\frac{\widetilde{A}_{l-1} \widetilde{A}_{l}}{\widetilde{B}_{l-1} \widetilde{C}_{l}}=\frac{\widetilde{B}_{l} \widetilde{B}_{l+1}}{\widetilde{C}_{l} \widetilde{A}_{l+1}}, \quad l=1,2,3 \tag{3.6.14}
\end{equation*}
$$

Furthermore, the condition that $\prod_{l=1}^{3} e^{i\left(a_{l}-a_{l-1}\right) L}=1$ gives rise to the additional constraint

$$
\begin{equation*}
\prod_{l=1}^{3} \frac{\widetilde{A}_{l-1} \widetilde{A}_{l}}{\widetilde{B}_{l-1} \widetilde{C}_{l}}=1 \tag{3.6.15}
\end{equation*}
$$

Equations (3.6.14) and (3.6.15) are equivalent with the following conditions

$$
\begin{equation*}
\prod_{l=1}^{3} \widetilde{A}_{l}=\prod_{l=1}^{3} \widetilde{B}_{l}=\prod_{l=1}^{3} \widetilde{C}_{l} . \tag{3.6.16}
\end{equation*}
$$

Note that the analogue of equations (3.6.16) is identically satisfied for the Oblique Robin problem.

Using equations (3.2.21) - (3.2.24), we write $\left\{A_{l}\right\}_{1}^{3}$ and $\left\{B_{l}\right\}_{1}^{3}$ in the equation $\prod_{l=1}^{3} \widetilde{A}_{l}=$ $\prod_{l=1}^{3} \widetilde{B}_{l}$, in terms of $a_{1}$ and $a_{2}$; this yields the following relation:

$$
\begin{equation*}
\sin 3 \delta_{1}\left(\chi_{1}^{2}-3 \lambda\right) \chi_{1}-\sin 3 \delta_{2}\left(\chi_{2}^{2}-3 \lambda\right) \chi_{2}+i \prod_{j=1}^{3} a_{j} \sin \left(3 \delta_{1}-3 \delta_{2}\right)=0 \tag{3.6.17}
\end{equation*}
$$

where we have used the fact that $a_{1}^{2}+a_{1} a_{2}+a_{2}^{2}=-3 \lambda$. Similarly, from the condition $\prod_{l=1}^{3} \widetilde{B}_{l}=\prod_{l=1}^{3} \widetilde{C}_{l}$, we obtain

$$
\begin{equation*}
\sin 3 \delta_{2}\left(\chi_{2}^{2}-3 \lambda\right) \chi_{2}-\sin 3 \delta_{3}\left(\chi_{3}^{2}-3 \lambda\right) \chi_{3}+i \prod_{j=1}^{3} a_{j} \sin \left(3 \delta_{2}-3 \delta_{3}\right)=0 \tag{3.6.18}
\end{equation*}
$$

Equations (3.6.17) and (3.6.18) imply the following conditions

$$
\begin{align*}
& \sin \left(3 \delta_{1}-3 \delta_{2}\right)=0, \sin \left(3 \delta_{2}-3 \delta_{3}\right)=0 \\
& \left(\sin 3 \delta_{1}\right)\left(\chi_{1}^{2}-3 \lambda\right) \chi_{1}-\left(\sin 3 \delta_{2}\right)\left(\chi_{2}^{2}-3 \lambda\right) \chi_{2}=0,  \tag{3.6.19}\\
& \left(\sin 3 \delta_{2}\right)\left(\chi_{2}^{2}-3 \lambda\right) \chi_{2}-\left(\sin 3 \delta_{3}\right)\left(\chi_{3}^{2}-3 \lambda\right) \chi_{3}=0 .
\end{align*}
$$

Furthermore, by employing in (3.6.19) equations (3.6.9) we obtain conditions (3.1.13). Using these conditions, it follows that equations (3.6.13) are equivalent with the following conditions:

$$
\begin{equation*}
e^{2 i\left(a_{2}-a_{1}\right) L}=\frac{\widetilde{A}_{1} \widetilde{A}_{2}}{\widetilde{B}_{1} \widetilde{C}_{2}}, \quad e^{2 i\left(2 a_{1}+a_{2}\right) L}=\frac{\widetilde{A}_{3} \widetilde{A}_{1}}{\widetilde{B}_{3} \widetilde{C}_{1}}, \tag{3.6.20}
\end{equation*}
$$

3.7 The oblique Robin, Robin, Neumman and Dirichlet eigenvalues as particular limits of the Poincaré eigenvalues.
where $\left\{\widetilde{A}_{l}, \widetilde{B}_{l}, \widetilde{C}_{l}\right\}_{1}^{3}$ are defined in equation (3.6.12). Using equations (3.2.24) we rewrite equations (3.6.20) in the following form:

$$
\begin{equation*}
e^{2 i\left(a_{2}-a_{1}\right) L}=\frac{\Psi_{1,1} \Psi_{1,2}}{\Psi_{2,3} \Psi_{3,3}}, \quad e^{2 i\left(2 a_{1}+a_{2}\right) L}=\frac{\Psi_{1,3} \Psi_{1,1}}{\Psi_{2,2} \Psi_{3,2}}, \tag{3.6.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{j, l}=\frac{\frac{a_{l} \cos \delta_{j}+i \chi_{j}}{A_{l}}-\sin \delta_{j}}{\frac{a_{l} \cos \delta_{j}+i \chi_{j}}{A_{l}}+\sin \delta_{j}}, \quad j=1,2,3, l=1,2,3 . \tag{3.6.22}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
e^{6 i a_{2} L}=\prod_{j=1}^{3} \frac{\Psi_{j, 1}}{\Psi_{j, 3}}, \quad e^{6 i a_{1} L}=\prod_{j=1}^{3} \frac{\Psi_{j, 3}}{\Psi_{j, 2}} . \tag{3.6.23}
\end{equation*}
$$

Replacing in equations (3.6.23) the functions $\Psi_{j, l}, j, l=1,2,3$, by the expressions given in (3.6.22) we obtain equations (3.6.3).

### 3.7 The oblique Robin, Robin, Neumman and Dirichlet eigenvalues as particular limits of the Poincaré eigenvalues.

## From Poincaré to oblique Robin

Making in equations (3.6.3) the substitutions

$$
\delta_{j}=\delta, \quad \chi_{j}=\chi, j=1,2,3,
$$

we find that

$$
\begin{equation*}
e^{6 i a_{2} L}=\left(\frac{\widetilde{A}_{1}}{\widetilde{A}_{3}}\right)^{3}, \quad e^{6 i a_{1} L}=\left(\frac{\widetilde{A}_{3}}{\widetilde{A}_{2}}\right)^{3} \tag{3.7.1}
\end{equation*}
$$

where $\left\{\widetilde{A}_{l}\right\}_{1}^{3}$ are defined in (3.5.10). Furthermore, equations (3.7.1) are equivalent to equations (3.5.11), which yield equations (3.5.3).

## From oblique Robin to Robin

Replacing in equations (3.5.3) $\delta$ by $\frac{\pi}{2}$ and writing $\left\{A_{l}\right\}_{1}^{3}$ in terms of $a_{1}$ and $a_{2}$, as defined in (3.4.4), we find equations (3.4.2).

## From Robin to Neumman and Dirichlet

Inserting in equations (3.4.2) either $\chi=\infty$ (Dirichlet condition), or $\chi=0$ (Neumman condition) we find the following equations:

$$
\begin{equation*}
\sin \left[\left(a_{2}-\frac{N \pi}{3 L}\right) L\right]=0, \quad \sin \left[\left(a_{1}-\frac{N \pi}{3 L}\right) L\right]=0, \quad n \in \mathbb{Z} \tag{3.7.2}
\end{equation*}
$$

which yield

$$
\begin{equation*}
a_{1}=\frac{\left(N+3 M_{1}\right) \pi}{3 L}, \quad a_{2}=\frac{\left(N+3 M_{2}\right) \pi}{3 L}, \quad N, M_{1}, M_{2} \in \mathbb{Z} . \tag{3.7.3}
\end{equation*}
$$

Making the substitutions

$$
N \rightarrow m-n, M_{1} \rightarrow-n \text { and } M_{2} \rightarrow 0, \quad m, n \in \mathbb{Z}
$$

we find equations (3.2.4a). Hence, the corresponding eigenvalues are given by equation (3.2.4e).

### 3.8 Eigenfunctions.

For the Dirichlet problem the integral representation of the solution given in (3.1.14) becomes

$$
\begin{equation*}
q(x, y)=\frac{1}{4 i \pi} \sum_{j=1}^{3} \int_{L_{j}} P(k, z) E\left(-i w^{j-1} k\right) N_{j}\left(w^{j-1} k\right) \frac{d k}{k}, \tag{3.8.1}
\end{equation*}
$$

where $P(k, z)=e^{i k z+\frac{\lambda}{i k} \bar{z}}$ and the contours $L_{j}$ are depicted in Figure 1.3.

Proposition 3.6. Assume that $q(x, y)$ satisfies equation (3.1.1), where $q$ vanishes on the boundary of the equilateral triangle, i.e. $q$ is an eigenfunction of the Dirichlet problem. This function is given by

$$
\begin{align*}
q_{m, n}(x, y) & =e^{i \frac{m+2 n}{3} \frac{\pi}{L}(y-L)} \sin \left[\frac{m \pi}{L \sqrt{3}}\left(x+\frac{2 L}{\sqrt{3}}\right)\right] \\
& -e^{i \frac{m-n}{3} \frac{\pi}{L}(y-L)} \sin \left[\frac{(m+n) \pi}{L \sqrt{3}}\left(x+\frac{2 L}{\sqrt{3}}\right)\right]  \tag{3.8.2}\\
& +e^{i \frac{i 2 m-n}{3} \frac{\pi}{L}(y-L)} \sin \left[\frac{n \pi}{L \sqrt{3}}\left(x+\frac{2 L}{\sqrt{3}}\right)\right] .
\end{align*}
$$

Proof. Equations (3.2.30) suggest the definitions

$$
\begin{equation*}
\frac{\alpha_{l}}{A_{l}} e^{i a_{l} L}=\mathcal{A}, \frac{\alpha_{l}}{A_{l}} e^{i a_{l} L} e^{2 i b_{l} L}=\mathcal{B}, \frac{\alpha_{l}}{A_{l}} e^{-i a_{l} L}=\mathcal{C}, \quad l=1,2,3 \tag{3.8.3}
\end{equation*}
$$

Also, equations (3.2.4b), (3.2.4c) and (3.2.4a) yield

$$
\begin{equation*}
\mathcal{B}=w^{m-n} \mathcal{A}, \quad \mathcal{C}=w^{n-m} \mathcal{A} \tag{3.8.4}
\end{equation*}
$$

Hence using equations (3.2.12)-(3.2.14) together with equations (3.8.3), we can rewrite the spectral functions $N_{j}(k)$ as follows:

$$
\begin{align*}
& E(-i k) N_{1}(k)=\left[\mathcal{A} e_{1}(k)-\mathcal{C} e_{3}(k)\right] F(k) \\
& E(-i w k) N_{2}(w k)=\left[\mathcal{B} e_{2}(k)-\mathcal{A} e_{1}(k)\right] F(k)  \tag{3.8.5}\\
& E(-i \bar{w} k) N_{3}(\bar{w} k)=\left[\mathcal{C} e_{3}(k)-\mathcal{B} e_{2}(k)\right] F(k),
\end{align*}
$$

where

$$
e_{j}(k)=\exp \left[\frac{2 L}{\sqrt{3}}\left(w^{j-1} k e^{i \frac{\pi}{6}}+\frac{\lambda}{w^{j-1} k e^{i \frac{\pi}{6}}}\right)\right]
$$

and

$$
F(k)=\sum_{j=1}^{3}\left(\frac{k_{j}}{k-k_{j}}+\frac{\bar{k}_{j}}{k+\bar{k}_{j}}\right)
$$

Using equations (3.8.5) the integral representation (3.8.1) can be rewritten as follows:

$$
\begin{align*}
q(x, y) & =\mathcal{A} \int_{\partial \widetilde{D}_{1}} P(k, z) e_{1}(k) F(k) \frac{d k}{k}+\mathcal{B} \int_{\partial \widetilde{D}_{2}} P(k, z) e_{2}(k) F(k) \frac{d k}{k} \\
& +\mathcal{C} \int_{\partial \widetilde{D}_{3}} P(k, z) e_{3}(k) F(k) \frac{d k}{k}+\mathcal{A} \int_{\partial \hat{D}_{1}} P(k, z) e_{1}(k) F(k) \frac{d k}{k}  \tag{3.8.6}\\
& +\mathcal{B} \int_{\partial \hat{D}_{2}} P(k, z) e_{2}(k) F(k) \frac{d k}{k}+\mathcal{C} \int_{\partial \hat{D}_{3}} P(k, z) e_{3}(k) F(k) \frac{d k}{k}
\end{align*}
$$

where the domains $\left\{\widetilde{D}_{j}\right\}_{1}^{3}$ and $\left\{\hat{D}_{j}\right\}_{1}^{3}$ are depicted in Figure 3.5.


Figure 3.5: The $\hat{D}_{j}$ and $\widetilde{D}_{j}$ domains.

Using Cauchy theorem and appropriate arguments for boundedness and analyticity we find that the only contribution of the expression in (3.8.6) to the solution $q(x, t)$ is due to the poles of the function $F(k)$. The poles $\left\{k_{j}\right\}_{1}^{3}$ and $\left\{-\bar{k}_{j}\right\}_{1}^{3}$ satisfy

$$
\left|k_{j}\right|=\sqrt{-\lambda}, j=1,2,3
$$

Hence, without loss of generality, we can choose a point $k_{1}$ on the circle with radius $\sqrt{-\lambda}$ and then the position of the other five poles are fixed from the relation $k_{j}=\bar{w} k_{j-1}, j=$ 1, 2, 3 (see Figure 3.6).

Computing the residues in the equation (3.8.6) we obtain the following contribution:

$$
\begin{align*}
& P\left(k_{1}, z\right)\left[\mathcal{A} e_{1}\left(k_{1}\right)+\mathcal{B} e_{2}\left(k_{1}\right)\right]-P\left(-\bar{k}_{1}, z\right)\left[\mathcal{B} e_{2}\left(-\bar{k}_{1}\right)+\mathcal{C} e_{3}\left(-\bar{k}_{1}\right)\right] \\
& +P\left(k_{2}, z\right)\left[\mathcal{B} e_{2}\left(k_{2}\right)+\mathcal{C} e_{3}\left(k_{2}\right)\right]-P\left(-\bar{k}_{2}, z\right)\left[\mathcal{A} e_{1}\left(-\bar{k}_{2}\right)+\mathcal{B} e_{2}\left(-\bar{k}_{2}\right)\right]  \tag{3.8.7}\\
& +P\left(k_{3}, z\right)\left[\mathcal{C} e_{3}\left(k_{3}\right)+\mathcal{A} e_{1}\left(k_{3}\right)\right]-P\left(-\bar{k}_{3}, z\right)\left[\mathcal{C} e_{3}\left(-\bar{k}_{3}\right)+\mathcal{A} e_{1}\left(-\bar{k}_{3}\right)\right] .
\end{align*}
$$



Figure 3.6: The poles $k_{j}$.

In order to simplify these expression we will use the identities

$$
P\left(k_{j}, z\right)=e^{i a_{j} y} e^{i A_{j} x} \text { and } P\left(-\bar{k}_{j}, z\right)=e^{i a_{j} y} e^{-i A_{j} x}
$$

as well as relations (3.8.4), the expressions of $\left\{A_{j}\right\}_{1}^{3}$ in terms of $a_{1}$ and $a_{2}$ given in equations (3.2.21)-(3.2.23), and the definitions of $\left\{a_{j}\right\}_{1}^{3}$ in equations (3.2.4b), (3.2.4c) and (3.2.4a). Then, equation (3.8.7) yields the expression

$$
\begin{equation*}
\sum_{j=1}^{3} e^{i a_{j} y} e^{i A_{j} x} e^{-i a_{j} L} e^{2 i A_{j} \frac{L}{\sqrt{3}}}-\sum_{j=1}^{3} e^{i a_{j} y} e^{-i A_{j} x} e^{-i a_{j} L} e^{-2 i A_{j} \frac{L}{\sqrt{3}}} \tag{3.8.8}
\end{equation*}
$$

where we have put $\mathcal{A}=(-1)^{m}$. Therefore, the function $q(x, y)$ is given by the following expression:

$$
\begin{equation*}
q(x, y)=\sum_{j=1}^{3} e^{i a_{j}(y-L)} \sin \left[A_{j}\left(x+\frac{2 L}{\sqrt{3}}\right)\right] \tag{3.8.9}
\end{equation*}
$$

where

$$
a_{1}=(m+2 n) \frac{\pi}{3 L}, a_{2}=(m-n) \frac{\pi}{3 L}, a_{3}=-(2 m+n) \frac{\pi}{3 L}, m, n \in \mathbb{Z}
$$

and

$$
A_{1}=m \frac{\pi}{L \sqrt{3}}, \quad A_{2}=-(m+n) \frac{\pi}{L \sqrt{3}}, A_{3}=n \frac{\pi}{L \sqrt{3}}, m, n \in \mathbb{Z}
$$

The eigenfunctions of the other problems can be computed in similar way. In this respect we note that the relation among $\mathcal{A}, \mathcal{B}, \mathcal{C}$ as well as the expression for $F(k)$ are different for each different problem, however the relevant poles can always be expressed in terms of $a_{1}$ and $a_{2}$.

Regarding the important question of the completeness of the associated eigenfunctions, we note that a novel approach for establishing completeness was introduced in [9], Chapter 4. This approach involves the following: Solve the heat equation in the interior of an equilateral triangle with given initial condition $q_{0}(x, y)$ and with homogeneous Dirichlet boundary conditions. The evaluation of this solution at $t=0$ provides a complete spectral representation of the arbitrary function $q_{0}(x, y)$. The solution of the Dirichlet problem for the heat equation in the interior of an equilateral triangle is presented in the following Chapter (other types of boundary value problems can be analyzed in a similar way).

As an independent approach, mentioned in the Introduction, completeness for the associated expansions for the Dirichlet and Neumann problems was obtained in [23], [24], [35], [25] using group theoretic techniques and for the Robin problem was achieved in [36] using a homotopy argument.

## Chapter 4

## The heat equation in the interior of an equilateral triangle.

The "Fokas method" was developed further for linear PDEs in [39], [4], [5], [44] and the monograph [9]. This method was extended to evolution PDEs in two spatial dimensions in [39] and [40]. Here, we implement the new method to the heat equation in the interior of an equilateral triangle.

The new transform method involves the following steps:

1. Given a PDE and a domain, derive an integral representation in the Fourier space for the solution of this PDE, in terms of appropriate integral transforms of the boundary values. Furthermore, derive the global relation, which is an algebraic equation coupling the integral transforms of the boundary values.

For the heat equation in the interior of an equilateral triangle this step is implemented in Proposition 4.1, see (4.1.12) and (4.1.15), respectively.
2. Given appropriate boundary conditions, by employing the global relation, the equations obtained from the global relation via certain invariant transforms, and Cauchy's
theorem, eliminate from the integral representation the integral transforms of the unknown boundary values.

For the symmetric Dirichlet problem, i.e. for the case that the same function is prescribed as a Dirichlet boundary condition on every side of the triangle, this step is implemented in Proposition 4.2, see equation (4.1.25).

In more details, step 2 involves the following:
(i) For the Dirichlet problem, the integral representation, in addition to the transforms of the known Dirichlet data, it also involves the transforms of the unknown Neumann data in each side, which are denoted by $\left\{U^{(j)}\right\}_{j=1}^{3}$. The global relation and the equation obtained from the global relation via certain invariant transform, see (4.1.19) and (4.1.20), are two equations, see (4.1.30) and (4.1.32), involving the functions $\left\{U^{(j)}\right\}_{j=1}^{3}$, and $\hat{q}\left( \pm k_{1}, k_{2}, t\right)$, where $\hat{q}\left(k_{1}, k_{2}, t\right)$ denotes the Fourier transform of the solution $q\left(x_{1}, x_{2}, t\right)$. Eliminating $U^{(3)}$, we can express $U^{(1)}$ in terms of $U^{(2)}$ and $\hat{q}\left( \pm k_{1}, k_{2}, t\right)$.
(ii) Replacing in the integral representation of $q$ the expression $U^{(1)}$ found in (i), we find that the contribution of the term $U^{(1)}$ involves integrals containing $U^{(2)}$ and $\hat{q}\left( \pm k_{1}, k_{2}, t\right)$. The latter integrals vanish because of analyticity, whereas the former integrals, using appropriate contour deformations, give rise to two different integrals involving $U^{(2)}$, see (4.1.42).
(iii) For one of the above integrals, we use again the relation found in (i) and we express $U^{(2)}$ in terms of $U^{(1)}$ and $\hat{q}\left( \pm k_{1}, k_{2}, t\right)$, see (4.1.43). Taking into consideration that the contribution of $\hat{q}\left( \pm k_{1}, k_{2}, t\right)$ again vanishes because of analyticity, we find that the contribution of $U^{(1)}$ to $q$ yields an integral involving $U^{(1)}$ and an integral involving $U^{(2)}$, see (4.1.46).
(iv) We can compute the analogous contributions in the integral representation of $q$ of the terms involving $U^{(2)}$ and $U^{(3)}$ in a similar way. It turns out, that the integrals involving the unknown terms $\left\{U^{(j)}\right\}_{j=1}^{3}$ cancel and hence $q$ can be expressed in terms of the transforms of the given Dirichlet data.

It is obvious that there exist clear analogies between the method used here for the derivation of the solution of the symmetric Dirichlet problem for the heat equation in the interior of an equilateral triangle and the method used in Chapter 2, for the derivation of the solution for some elliptic PDEs in the same domain. This is of course expected since the Laplace and Helmholtz equation are related in several ways with the heat equation. For example, the relation between the eigenvalues of the Laplace operator and the solution of the heat equation was discussed at the end of Chapter 3.

An illustrative example of the main result of this Chapter is presented in section 4.2, see equations (4.2.1)-(4.2.4). It should be noted that the new method yields integrals in the Fourier space involving integrands which decay exponentially as $|k| \rightarrow \infty$ (this fact can be explicitly verified for the example discussed in section 4.2 , see (4.2.4)). Hence, such integrals can be computed efficiently using the technique introduced in [45].

The solution of the arbitrary Dirichlet problem is derived in section 4.3. In particular, it is proven that this problem can be decomposed in three problems each of which is similar with the symmetric problem. Thus, the solution of the arbitrary Dirichlet problem does not present any new complications.

### 4.1 The Symmetric Dirichlet Problem.

Let the real function $q\left(x_{1}, x_{2}, t\right)$ satisfy the forced heat equation in the interior of an equilateral triangle

$$
\begin{equation*}
q_{t}-q_{x_{1} x_{1}}-q_{x_{2} x_{2}}=f,\left(x_{1}, x_{2}\right) \in D, 0<t<T, \tag{4.1.1}
\end{equation*}
$$

where $T$ is a positive constant, $f\left(x_{1}, x_{2}, t\right)$ is a given function with sufficient smoothness and $D \subset \mathbb{R}^{2}$ denotes the interior of the equilateral triangle, defined in Chapter 2 in equation (2.1.1) with the parametrization (2.1.2), see Figure 2.1.

Equation (4.1.1) can be rewritten in the following divergence form:

$$
\begin{equation*}
\left(e^{-i k x+w(k) t} q\right)_{t}+\left(e^{-i k x+w(k) t} X^{(1)}\right)_{x_{1}}+\left(e^{-i k x+w(k) t} X^{(2)}\right)_{x_{2}}=e^{-i k x+w(k) t} f \tag{4.1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
k x=k_{1} x_{1}+k_{2} x_{2}, w(k)=k_{1}^{2}+k_{2}^{2} \tag{4.1.3}
\end{equation*}
$$

and the functions $X^{(m)}$ are defined by

$$
\begin{equation*}
X^{(m)}=-q_{x_{m}}-i k_{m} q, m=1,2 . \tag{4.1.4}
\end{equation*}
$$

Let $\hat{T}_{j}$ and $\hat{N}_{j}, j=1,2,3$, denote the unit vectors along and normal to the sides $(j)$, with the directions indicated in Figure 4.1. A unit vector from $z_{2}$ to $z_{3}$ makes an angle of $\pi+\frac{\pi}{6}=\frac{\pi}{2}+\frac{2 \pi}{3}$ with the $x_{1}$-axis, thus it is characterized by the following complex number:

$$
\begin{equation*}
e^{i\left(\frac{\pi}{2}+\frac{2 \pi}{3}\right)}=i a=-\sin \frac{2 \pi}{3}+i \cos \frac{2 \pi}{3}=-\frac{\sqrt{3}}{2}-i \frac{1}{2}, a=e^{\frac{2 i \pi}{3}} . \tag{4.1.5}
\end{equation*}
$$



Figure 4.1: The unit vectors on the Equilateral Triangle.
Similarly a unit vector from $z_{3}$ to $z_{2}$ is characterized by the complex number

$$
\begin{equation*}
e^{i\left(\frac{\pi}{2}-\frac{2 \pi}{3}\right)}=i \bar{a}=\frac{\sqrt{3}}{2}-i \frac{1}{2} . \tag{4.1.6}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& \hat{T}_{1}=(0,1), \hat{N}_{1}=(1,0) ; \hat{T}_{2}=\left(-\frac{\sqrt{3}}{2},-\frac{1}{2}\right), \hat{N}_{2}=\left(-\frac{1}{2}, \frac{\sqrt{3}}{2}\right) \\
& \hat{T}_{3}=\left(\frac{\sqrt{3}}{2},-\frac{1}{2}\right), \hat{N}_{3}=\left(-\frac{1}{2},-\frac{\sqrt{3}}{2}\right) . \tag{4.1.7}
\end{align*}
$$

Let $\xi$ and $\eta$ denote the components of the vector $\left(x_{1}, x_{2}\right)$ along $\hat{T}$ and $\hat{N}$, see Figure 4.2. Then, if $\left(x_{1}, x_{2}\right)$ is on any of the sides of the triangle,

$$
\begin{equation*}
\xi=s, \quad \eta=\frac{l}{2 \sqrt{3}} \tag{4.1.8}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
& \text { on }(1): \xi=\left(\frac{l}{2 \sqrt{3}}, s\right) \cdot(0,1)=s, \quad \eta=\left(\frac{l}{2 \sqrt{3}}, s\right) \cdot(1,0)=\frac{l}{2 \sqrt{3}} . \\
& \text { on }(2): \xi=\left(\frac{l}{2 \sqrt{3}} \cos \theta-s \sin \theta, \frac{l}{2 \sqrt{3}} \sin \theta+s \cos \theta\right) \cdot(-\sin \theta, \cos \theta)=s, \\
& \quad \eta=\left(\frac{l}{2 \sqrt{3}} \cos \theta-s \sin \theta, \frac{l}{2 \sqrt{3}} \sin \theta+s \cos \theta\right) \cdot(\cos \theta, \sin \theta)=\frac{l}{2 \sqrt{3}}, \quad \theta=\frac{2 \pi}{3} .
\end{aligned}
$$

Similarly for the side (3). Moreover, since the equilateral triangle is convex we find that

$$
\begin{equation*}
\xi_{j} \in\left[-\frac{l}{2}, \frac{l}{2}\right] \quad \text { and } \quad \eta_{j} \in\left[-\frac{l}{\sqrt{3}}, \frac{l}{2 \sqrt{3}}\right], \quad j=1,2,3 \tag{4.1.9}
\end{equation*}
$$

where $\xi_{j}$ and $\eta_{j}$ are the components of $\left(x_{1}, x_{2}\right)$ along $\hat{T}_{j}$ and $\hat{N}_{j}$, respectively.
We will use the notations $\mu$ and $\lambda$ for the component of $\left(k_{1}, k_{2}\right)$ along $\hat{T}$ and $\hat{N}$ respectively. Also, we will use the notation $\frac{\partial}{\partial N_{j}}$ for the derivative along $\hat{N}_{j}$, i.e.

$$
\begin{equation*}
\mu_{j}=\left(k_{1}, k_{2}\right) \cdot \hat{T}_{j}, \quad \lambda_{j}=\left(k_{1}, k_{2}\right) \cdot \hat{N}_{j}, \quad \hat{N}_{j} \cdot \nabla q=\frac{\partial q}{\partial N_{j}}, \quad j=1,2,3 \tag{4.1.10}
\end{equation*}
$$

Let $\mathcal{T}$ denote the domain of validity of (4.1.1), i.e.

$$
\begin{equation*}
\mathcal{T}=\left\{x_{1}, x_{2} \in D, 0<t<T\right\} \tag{4.1.11}
\end{equation*}
$$

Proposition 4.1. (The Global Relation and the Integral Representation) Suppose that there exists a solution of the forced heat equation (4.1.1) in the interior of the


Figure 4.2: The $\xi_{j}$ and $\eta_{j}$.
equilateral triangle and suppose that this solution has sufficient smoothness all the way to the boundary of the triangle. Then this solution can be expressed in the form

$$
\begin{align*}
& q\left(x_{1}, x_{2}, t\right)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{1} \int_{\mathbb{R}} d k_{2} e^{i k x-w(k) t} Q\left(k_{1}, k_{2}, t\right) \\
& -\frac{1}{(2 \pi)^{2}} \sum_{j=1}^{3} \int_{\mathbb{R}} d \mu_{j} \int_{\partial D^{-}} d \lambda_{j} e^{i\left(\mu_{j} \xi_{j}+\lambda_{j} \eta_{j}\right)-w(k) t} \tilde{g}^{(j)}\left(\mu_{j}, \lambda_{j}, t\right), \quad\left(x_{1}, x_{2}, t\right) \in \mathcal{T}, \tag{4.1.12}
\end{align*}
$$

where the quantities appearing in (4.1.12) are defined as follows:

- $\mu_{j}$ and $\lambda_{j}$ are the components of $\left(k_{1}, k_{2}\right)$ along $\hat{T}_{j}$ and $\hat{N}_{j}$, whereas $\xi_{j}$ and $\eta_{j}$ are the components of $\left(x_{1}, x_{2}\right)$ along $\hat{T}_{j}$ and $\hat{N}_{j}$, hence

$$
\begin{equation*}
k x=\mu_{j} \xi_{j}+\lambda_{j} \eta_{j} \tag{4.1.13}
\end{equation*}
$$

- $w(k)$ is defined in the second of equations (4.1.3); furthermore the definitions of $\mu_{j}$ and $\lambda_{j}(4.1 .10)$ implies that $\mu_{j}^{2}+\lambda_{j}^{2}=w(k), j=1,2,3$;
- $\partial D^{-}$denotes the same contours in the complex $\lambda_{j}$-planes, $j=1,2,3$, namely the union of the rays $\arg \lambda_{j}=-\frac{\pi}{4},-\frac{3 \pi}{4}$, see Figure 3;
- the functions $Q$ and $\left\{\tilde{g}^{(j)}\right\}_{1}^{3}$ are defined by

$$
\begin{align*}
Q\left(k_{1}, k_{2}, t\right) & =\iint_{D} e^{-i k x} q_{0}\left(x_{1}, x_{2}\right) d x_{1} d x_{2} \\
& +\iint_{D} \int_{0}^{t} e^{-i k x+w(k) \tau} f\left(x_{1}, x_{2}, \tau\right) d x_{1} d x_{2} d \tau \tag{4.1.14a}
\end{align*}
$$

and

$$
\begin{align*}
\tilde{g}^{(j)}\left(\mu_{j}, \lambda_{j}, t\right) & =e^{-i \lambda_{j} \frac{l}{2 \sqrt{3}}} \int_{-\frac{l}{2}}^{\frac{l}{2}} \int_{0}^{t} e^{-i \mu_{j} s+w(k) \tau}\left[\frac{\partial q^{(j)}}{\partial N_{j}}(s, \tau)+i \lambda_{j} q^{(j)}(s, \tau)\right] d s d \tau,  \tag{4.1.14b}\\
j & =1,2,3,0<t<T, k_{1}, k_{2} \in \mathbb{C}
\end{align*}
$$

Furthermore the following relation, called the global relation, is valid:

$$
\begin{equation*}
e^{w(k) t} \hat{q}\left(k_{1}, k_{2}, t\right)=Q\left(k_{1}, k_{2}, t\right)+\sum_{j=1}^{3} \tilde{g}^{(j)}\left(\mu_{j}, \lambda_{j}, t\right), k_{1}, k_{2} \in \mathbb{C}, 0<t<T \tag{4.1.15}
\end{equation*}
$$

where $\hat{q}$ is defined by

$$
\begin{equation*}
\hat{q}\left(k_{1}, k_{2}, t\right)=\iint_{D} e^{-i k x} q\left(x_{1}, x_{2}, t\right) d x_{1} d x_{2}, k_{1}, k_{2} \in \mathbb{C}, 0<t<T \tag{4.1.16}
\end{equation*}
$$

Proof. Integrating (4.1.2) over $D$ we find

$$
\begin{align*}
\left(e^{w(k) t} \hat{q}\right)_{t} & =\iint_{D} e^{-i k x+w(k) t} f\left(x_{1}, x_{2}, t\right) d x_{1} d x_{2} \\
& +\iint_{D}\left[\underline{\nabla} \cdot e^{-i k x+w(k) t}(\underline{\nabla} q+i \underline{k} q)\right] d x_{1} d x_{2} \tag{4.1.17}
\end{align*}
$$

where $\underline{k}$ denotes the vector $\left(k_{1}, k_{2}\right)$. Green's theorem implies that the second integral in the RHS of (4.1.17) equals

$$
\sum_{j=1}^{3} \int_{-\frac{l}{2}}^{\frac{l}{2}} \hat{N}_{j} \cdot e^{-i k x+w(k) t}(\underline{\nabla} q+i \underline{k} q) d s
$$

Using this expression in (4.1.17), employing equations (4.1.9) and (4.1.10) and then integrating the resulting equation over $(0, t)$, we find (4.1.15).

Taking the inverse Fourier transform of (4.1.15) we find that $q$ is given by the RHS of (4.1.12), where the integrals in the summation of the RHS of (4.1.12) involve integrals along the real line instead of integrals along $-\partial D^{-}$. The deformation of the contours of integration from the real line of the complex $\lambda_{j}$-plane to the curve $-\partial D^{-}$can be justified as follows: The relevant integrand in the complex $\lambda_{j}$-plane is given by

$$
\begin{align*}
& \frac{1}{(2 \pi)^{2}} e^{i\left(\mu_{j} \xi_{j}+\lambda_{j} \eta_{j}\right)-\left(\mu_{j}^{2}+\lambda_{j}^{2}\right) t} \\
& \quad \cdot e^{-i \lambda_{j} \frac{l}{2 \sqrt{3}}} \int_{-\frac{l}{2}}^{\frac{l}{2}} \int_{0}^{t} e^{-i \mu_{j} s+\left(\mu_{j}^{2}+\lambda_{j}^{2}\right) \tau}\left[\frac{\partial q^{(j)}}{\partial N_{j}}(s, \tau)+i \lambda_{j} q^{(j)}(s, \tau)\right] d s d \tau, j=1,2,3 . \tag{4.1.18}
\end{align*}
$$

Equation (4.1.9) implies that

$$
\eta_{j}-\frac{l}{2 \sqrt{3}} \leq 0, j=1,2,3
$$

thus $\exp \left[i \lambda_{j}\left(\eta_{j}-\frac{l}{2 \sqrt{3}}\right)\right] \exp \left[-\lambda_{j}^{2}(t-\tau)\right]$ is bounded and analytic in the lower-half of the non-shaded domain of Figure 4.3 and hence Jordan's lemma implies the desired result.


Figure 4.3: The domains of boundedness and analyticity in the $\lambda_{j}$-plane. The boundaries of $D^{+}$and $D^{-}$, denoted by $\partial D^{+}$and $\partial D^{-}$are defined by the union of the rays $\arg \lambda_{j}=$ $\pi / 4,3 \pi / 4$ and $\arg \lambda_{j}=-\pi / 4,-3 \pi / 4$, respectively.

Remark 4.1. It is straightforward to verify that under the transformations

$$
\begin{equation*}
k_{1} \rightarrow-k_{1} \text { and } k_{2} \rightarrow k_{2}, \tag{4.1.19}
\end{equation*}
$$

$\left\{\lambda_{j}, \mu_{j}\right\}_{1}^{3}$ transform as follows:

$$
\begin{equation*}
\lambda_{1} \rightarrow-\lambda_{1}, \mu_{1} \rightarrow \mu_{1} ; \lambda_{2} \rightarrow-\lambda_{3}, \mu_{2} \rightarrow \mu_{3} ; \lambda_{3} \rightarrow-\lambda_{2}, \mu_{3} \rightarrow \mu_{2} \tag{4.1.20}
\end{equation*}
$$

Indeed, relations (4.1.20) follows from (4.1.19) and the definition of $\lambda_{j}$ and $\mu_{j}$ :

$$
\begin{align*}
& \lambda_{1}=\left(k_{1}, k_{2}\right) \cdot(1,0)=k_{1}, \mu_{1}=\left(k_{1}, k_{2}\right) \cdot(0,1)=k_{2} ; \\
& \lambda_{2}=-\frac{k_{1}}{2}+\frac{\sqrt{3}}{2} k_{2}, \mu_{2}=-\frac{\sqrt{3}}{2} k_{1}-\frac{k_{2}}{2} ; \lambda_{3}=-\frac{k_{1}}{2}-\frac{\sqrt{3}}{2} k_{2}, \mu_{3}=\frac{\sqrt{3}}{2} k_{1}-\frac{k_{2}}{2} . \tag{4.1.21}
\end{align*}
$$

Remark 4.2. The transformation (4.1.19), which leads to (4.1.20), is the analogue of taking the Schwarz conjugate in the global relation (in Chapter 2), for the elliptic PDEs.

## Proposition 4.2. (The Symmetric Dirichlet problem)

Let $q\left(x_{1}, x_{2}, t\right)$ satisfy (4.1.1) in the domain $\mathcal{T}$ defined in (4.1.11) with the same Dirichlet boundary conditions on each side, i.e.

$$
\begin{align*}
& q\left(x_{1}, x_{2}, 0\right)=q_{0}\left(x_{1}, x_{2}\right), \quad x_{1}, x_{2} \in D \\
& q\left(\frac{l}{2 \sqrt{3}}, s, t\right)=g_{0}(s, t), q\left(-\frac{l}{4 \sqrt{3}}-\frac{s \sqrt{3}}{2}, \frac{l}{4}-\frac{s}{2}, t\right)=g_{0}(s, t),  \tag{4.1.22}\\
& q\left(-\frac{l}{4 \sqrt{3}}+\frac{s \sqrt{3}}{2},-\frac{l}{4}-\frac{s}{2}, t\right)=g_{0}(s, t), s \in\left(-\frac{l}{2}, \frac{l}{2}\right),
\end{align*}
$$

where $q_{0}$ and $g_{0}$ are sufficiently smooth and $g_{0}$ is compatible at the corners of the triangle and is also compatible with $q_{0}$.

Define $Q$ in terms of $q_{0}$ and $f$ by (4.1.14a) and define $G_{0}$ and $G_{1}$ in terms of $Q$ and $g_{0}$ by the following equations:

$$
\begin{equation*}
G_{0}\left(\mu_{j}, \lambda_{j}^{2}, t\right)=\int_{-\frac{l}{2}}^{\frac{l}{2}} \int_{0}^{t} e^{-i \mu_{j} s+\left(\mu_{j}^{2}+\lambda_{j}^{2}\right) \tau} g_{0}(s, \tau) d s d \tau, \quad \mu_{j}, \lambda_{j} \in \mathbb{C}, j=1,2,3 \tag{4.1.23}
\end{equation*}
$$

and

$$
\begin{align*}
& G_{1}\left(k_{1}, k_{2}, t\right)=e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q\left(-k_{1}, k_{2}, t\right)-e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q\left(k_{1}, k_{2}, t\right) \\
& \quad-2 i \lambda_{1} \cos \left(\mu_{2} \frac{l}{2}\right) G_{0}\left(\mu_{1}, \lambda_{1}^{2}, t\right)-2 i \lambda_{2} \cos \left(\mu_{1} \frac{l}{2}\right) G_{0}\left(\mu_{2}, \lambda_{2}^{2}, t\right)-2 i \lambda_{3} G_{0}\left(\mu_{3}, \lambda_{3}^{2}, t\right) \tag{4.1.24}
\end{align*}
$$

The solution is given by

$$
\begin{align*}
& q\left(x_{1}, x_{2}, t\right)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{1} \int_{\mathbb{R}} d k_{2} e^{i k x-w(k) t} Q\left(k_{1}, k_{2}, t\right) \\
& -\frac{i}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} k_{1} e^{-i k_{1} \frac{l}{2 \sqrt{3}}} e^{-w(k) t} G_{0}\left(k_{2}, k_{1}^{2}, t\right) \mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) \\
& +\frac{i}{2(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} \frac{e^{-i k_{1} \frac{l}{2 \sqrt{3}}} e^{-w(k) t}}{\sin \left[\left(\sqrt{3} k_{1}+k_{2}\right) \frac{l}{4}\right]} G_{1}\left(k_{1}, k_{2}, t\right) \mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) \\
& -\frac{1}{4(2 \pi)^{2}} \int_{\partial D^{+}} d k_{2} \int_{\partial D^{-}} d k_{1} \frac{e^{-i k_{1} \frac{l}{2 \sqrt{3}} e^{i k_{2} \frac{l}{2}} e^{-w(k) t}} \sin \left(k_{2} \frac{l}{2}\right) \sin \left[\left(\sqrt{3} k_{1}+k_{2}\right) \frac{l}{4}\right]}{} G_{1}\left(k_{1}, k_{2}, t\right) \mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right), \tag{4.1.25}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)=\sum_{j=1}^{3} e^{i\left(k_{2} \xi_{j}+k_{1} \eta_{j}\right)} . \tag{4.1.26}
\end{equation*}
$$

Proof. Let the unknown function $U\left(\mu_{j}, \lambda_{j}^{2}, t\right)$ be defined by

$$
\begin{equation*}
U\left(\mu_{j}, \lambda_{j}^{2}, t\right)=\int_{-\frac{l}{2}}^{\frac{l}{2}} \int_{0}^{t} e^{-i \mu_{j} s+\left(\mu_{j}^{2}+\lambda_{j}^{2}\right) \tau} \frac{\partial q}{\partial N_{j}}(s, \tau) d s d \tau, \quad \mu_{j}, \lambda_{j} \in \mathbb{C} . \tag{4.1.27}
\end{equation*}
$$

For convenience, we introduce the following notations:

$$
\begin{equation*}
G_{0}^{(j)}=G_{0}\left(\mu_{j}, \lambda_{j}^{2}, t\right), \quad U^{(j)}=U\left(\mu_{j}, \lambda_{j}^{2}, t\right) . \tag{4.1.28}
\end{equation*}
$$

Using the definitions of $\tilde{g}^{(j)}, G_{0}^{(j)}$ and $U^{(j)}$, the integral representation (4.1.12) can be rewritten in the form

$$
\begin{align*}
& q\left(x_{1}, x_{2}, t\right)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{1} \int_{\mathbb{R}} d k_{2} e^{i k x-w(k) t} Q\left(k_{1}, k_{2}, t\right) \\
& -\frac{1}{(2 \pi)^{2}} \sum_{j=1}^{3} \int_{\mathbb{R}} d \mu_{j} \int_{\partial D^{-}} d \lambda_{j} e^{i\left(\mu_{j} \xi_{j}+\lambda_{j} \eta_{j}\right)-w(k) t} i \lambda_{j} e^{-i \lambda_{j} \frac{l}{2 \sqrt{3}}} G_{0}^{(j)}  \tag{4.1.29}\\
& -\frac{1}{(2 \pi)^{2}} \sum_{j=1}^{3} \int_{\mathbb{R}} d \mu_{j} \int_{\partial D^{-}} d \lambda_{j} e^{i\left(\mu_{j} \xi_{j}+\lambda_{j} \eta_{j}\right)-w(k) t} e^{-i \lambda_{j} \frac{l}{2 \sqrt{3}} U^{(j)}} .
\end{align*}
$$

Furthermore the global relation can be written in the form

$$
\begin{equation*}
e^{w(k) t} \hat{q}\left(k_{1}, k_{2}, t\right)=\sum_{j=1}^{3} e^{-i \lambda_{j} \frac{l}{2 \sqrt{3}}} U^{(j)}+N\left(k_{1}, k_{2}, t\right), k_{1}, k_{2} \in \mathbb{C}, \tag{4.1.30}
\end{equation*}
$$

where the known function $N$ is defined by

$$
\begin{equation*}
N\left(k_{1}, k_{2}, t\right)=Q\left(k_{1}, k_{2}, t\right)+i \sum_{j=1}^{3} \lambda_{j} e^{-i \lambda_{j} \frac{l}{2 \sqrt{3}}} G_{0}^{(j)} . \tag{4.1.31}
\end{equation*}
$$

We will now implement the steps (i)-(iv) summarized at the beginning of this Chapter.

## Step(i)

The transformations (4.1.19) and (4.1.20) imply the following relations:

$$
\begin{aligned}
& U^{(1)}=U\left(\mu_{1}, \lambda_{1}^{2}, t\right) \rightarrow U\left(\mu_{1}, \lambda_{1}^{2}, t\right)=U^{(1)} \\
& U^{(2)}=U\left(\mu_{2}, \lambda_{2}^{2}, t\right) \rightarrow U\left(\mu_{3}, \lambda_{3}^{2}, t\right)=U^{(3)} \\
& U^{(3)}=U\left(\mu_{3}, \lambda_{3}^{2}, t\right) \rightarrow U\left(\mu_{2}, \lambda_{2}^{2}, t\right)=U^{(2)} .
\end{aligned}
$$

Hence, under the transformations (4.1.19) and (4.1.20) the global relation (4.1.30) yields

$$
\begin{equation*}
e^{w(k) t} \hat{q}\left(-k_{1}, k_{2}, t\right)=\sum_{j=1}^{3} e^{i \lambda_{j} \frac{l}{2 \sqrt{3}} U^{(j)}+N\left(-k_{1}, k_{2}, t\right), k_{1}, k_{2} \in \mathbb{C} . . . . ~ . ~} \tag{4.1.32}
\end{equation*}
$$

Multiplying (4.1.30) by $e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}}$, (4.1.32) by $e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}}$ and subtracting the resulting equations, we can eliminate $U^{(3)}$ from equations (4.1.30) and (4.1.32):

$$
\begin{align*}
& 2 i \sin \left(\mu_{2} \frac{l}{2}\right) U^{(1)}-2 i \sin \left(\mu_{1} \frac{l}{2}\right) U^{(2)}=  \tag{4.1.33}\\
& e^{w(k) t}\left[e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(k_{1}, k_{2}, t\right)-e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(-k_{1}, k_{2}, t\right)\right]+G_{1}\left(k_{1}, k_{2}, t\right)
\end{align*}
$$

where the known function $G_{1}\left(k_{1}, k_{2}, t\right)$ is defined in (4.1.24); for the derivation of this expression we have used the following identities which are a direct consequence of equation (4.1.21):

$$
\begin{aligned}
& \lambda_{2}-\lambda_{3}=k_{2} \sqrt{3}=\mu_{1} \sqrt{3} \\
& \lambda_{1}-\lambda_{3}=k_{1} \frac{3}{2}+k_{2} \frac{\sqrt{3}}{2}=-\mu_{2} \sqrt{3}
\end{aligned}
$$

## Step(ii)

We will first compute the contribution in (4.1.29) of the term involving $U^{(1)}$. In this respect we solve (4.1.33) for $U^{(1)}$ and then replace $U^{(1)}$ in (4.1.29); this yields the following expression:

$$
\begin{align*}
& -\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)}  \tag{4.1.35}\\
& \left\{G_{1}+2 i \sin \left(\mu_{1} \frac{l}{2}\right) U^{(2)}+e^{w(k) t}\left[e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(k_{1}, k_{2}, t\right)-e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(-k_{1}, k_{2}, t\right)\right]\right\} .
\end{align*}
$$

The integral involving the terms $\hat{q}\left(k_{1}, k_{2}, t\right)$ and $\hat{q}\left(-k_{1}, k_{2}, t\right)$ vanishes. Indeed let us consider the part of this integral involving $\hat{q}\left(k_{1}, k_{2}, t\right)$ :

$$
\begin{equation*}
-\int_{\mathbb{R}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)} e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(k_{1}, k_{2}, t\right) . \tag{4.1.36}
\end{equation*}
$$

Using

$$
k_{1}=\lambda_{1}, k_{2}=\mu_{1}, \mu_{2}=-\frac{1}{2}\left(\mu_{1}+\sqrt{3} \lambda_{1}\right), \lambda_{3}=-\frac{1}{2}\left(\lambda_{1}+\sqrt{3} \mu_{1}\right),
$$

the above integral becomes

$$
\begin{equation*}
\int_{\mathbb{R}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}}}{2 i \sin \left[\left(\mu_{1}+\sqrt{3} \lambda_{1}\right) \frac{l}{4}\right]} e^{-i\left(\lambda_{1}+\sqrt{3} \mu_{1}\right) \frac{l}{4 \sqrt{3}}} \hat{q}\left(\lambda_{1}, \mu_{1}, t\right) . \tag{4.1.37}
\end{equation*}
$$

For $\lambda_{1}$ in the lower half $\lambda_{1}$-plane the term $\sin \left[\left(\mu_{1}+\sqrt{3} \lambda_{1}\right) \frac{l}{4}\right]$ is dominated by $e^{i \sqrt{3} \lambda_{1} \frac{l}{4}}$. Furthermore, the definition of $\hat{q}\left(\lambda_{1}, \mu_{1}, t\right)$ in (4.1.16), i.e.

$$
\hat{q}\left(\lambda_{1}, \mu_{1}, t\right)=\iint_{D} e^{-i \lambda_{1} \eta_{1}-i \mu_{1} \xi_{1}} q\left(\eta_{1}, \xi_{1}, t\right) d \eta_{1} d \xi_{1}
$$

implies that this term behaves like $e^{-i \lambda_{1} \eta_{1}^{\prime}}$ with $-\frac{l}{\sqrt{3}}<\eta_{1}^{\prime}<\frac{l}{2 \sqrt{3}}$. Hence the integrand of (4.1.37) with respect to $\lambda_{1}$ behaves like

$$
\begin{equation*}
e^{i \lambda_{1}\left(\eta_{1}-\frac{l}{2 \sqrt{3}}\right)} \frac{e^{-\frac{1}{2} i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{-i \lambda_{1} \eta_{1}^{\prime}}}{e^{\frac{3}{2} i \lambda_{1} \frac{l}{2 \sqrt{3}}}}=e^{i \lambda_{1}\left(\eta_{1}-\frac{l}{2 \sqrt{3}}\right)} e^{-i \lambda_{1}\left(\eta_{1}^{\prime}+\frac{l}{\sqrt{3}}\right)} . \tag{4.1.38}
\end{equation*}
$$

Using

$$
\left(\eta_{1}-\frac{l}{2 \sqrt{3}}\right)<0,\left(\eta_{1}^{\prime}+\frac{l}{\sqrt{3}}\right)>0, \operatorname{Im} \lambda_{1}<0
$$

it follows that the exponential in (4.1.38) is bounded and analytic in $\lambda_{1}$ for $\lambda_{1} \in D^{-}$. Thus the integrand of (4.1.37) is bounded and analytic in the lower half $\lambda_{1}$-plane except for the points where $\sin \left[\left(\mu_{1}+\sqrt{3} \lambda_{1}\right) \frac{l}{4}\right]=0$; these points are characterized by

$$
\sin \left[\left(\mu_{1}+\sqrt{3} \lambda_{1}\right) \frac{l}{4}\right]=0 \Leftrightarrow \mu_{1}+\sqrt{3} \lambda_{1}=\frac{4 n \pi}{l}, n \in \mathbb{Z} \Leftrightarrow \lambda_{1}=0 \text { and } \mu_{1}=\frac{4 n \pi}{l}, n \in \mathbb{Z}
$$

Hence the contribution of the term (4.1.36) equals

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} e^{i \frac{4 n \pi}{l} \xi_{1}} e^{-i n \pi} \hat{q}\left(0, \frac{4 n \pi}{l}, t\right) \tag{4.1.39}
\end{equation*}
$$

Similar considerations imply that the part of this integral involving $\hat{q}\left(-k_{1}, k_{2}, t\right)$ yields the contribution

$$
\begin{equation*}
-\sum_{n=-\infty}^{\infty} e^{i \frac{4 n \pi}{l} \xi_{1}} e^{i n \pi} \hat{q}\left(0, \frac{4 n \pi}{l}, t\right) \tag{4.1.40}
\end{equation*}
$$

Thus the integral in (4.1.35) involving $\hat{q}\left(k_{1}, k_{2}, t\right)$ and $\hat{q}\left(-k_{1}, k_{2}, t\right)$ vanishes. Hence the term in (4.1.35) yields

$$
\begin{equation*}
-\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)}\left[G_{1}+2 i \sin \left(\mu_{1} \frac{l}{2}\right) U^{(2)}\right] . \tag{4.1.41}
\end{equation*}
$$

In order to compute this term we rewrite it in the following form:

$$
\begin{align*}
& -\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d \mu_{1} \int_{\partial \widetilde{D}^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)} G_{1} \\
& -\frac{1}{(2 \pi)^{2}} \int_{\widetilde{\mathbb{R}}} d \mu_{1} \int_{\partial \widetilde{D}^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)} U^{(2)}  \tag{4.1.42}\\
& -\frac{1}{(2 \pi)^{2}} \int_{\partial \widetilde{D}^{-}} d \mu_{1} \int_{\partial \widetilde{D}^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{-i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)} U^{(2)},
\end{align*}
$$

where the contour $\widetilde{\mathbb{R}}$ denotes the deformation of $\mathbb{R}$ to $\mathbb{R}+i \epsilon_{2}$ and the contour $\partial \widetilde{D}^{-}$denotes the deformation of $\partial D^{-}$in the $\lambda_{1}$-complex plane to a curve so that $\operatorname{Im}\left\{\lambda_{1}\right\} \leq-\epsilon_{1}<0$, where $\epsilon_{2}>\sqrt{3} \epsilon_{1}$; the deformation of $\partial D^{-}$to $\partial \widetilde{D}^{-}$in the $\mu_{j}$-complex plane is defined in a
similar way. The reason of this deformation is to avoid the zeros of $\sin \left(\mu_{2} \frac{l}{2}\right)=0$, which are characterized by

$$
\sin \left(\mu_{2} \frac{l}{2}\right)=0 \Leftrightarrow \mu_{1}+\sqrt{3} \lambda_{1}=\frac{4 n \pi}{l}, n \in \mathbb{Z}
$$

The deformation from the real line to the curve $-\partial D^{-}$of the complex $\mu_{1}$-plane can be justified by using the definition of $U^{(2)}$ given in (4.1.27). In particular:
(i) The term $e^{i \mu_{1} \xi_{1}} e^{i \mu_{1} \frac{l}{2}}$ is bounded and analytic in the upper half $\mu_{1}$-plane;
(ii) the term $e^{i \mu_{1} \xi_{1}} e^{-i \mu_{1} \frac{l}{2}}$ is bounded and analytic in the lower half $\mu_{1}$-plane;
(iii) the term $e^{-w(k) t} \frac{U^{(2)}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)}$ gives rise to the term $\exp \left[-\mu_{1}^{2}(t-\tau)\right]$ which is bounded in the shaded area in Figure 3, as well as the term $\frac{e^{i \mu_{2} s}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)}$, which is bounded and analytic for every $\mu_{1} \in \mathbb{C}$ and $\lambda_{1} \in \mathbb{C}$ except from the points where $\sin \left(\mu_{2} \frac{l}{2}\right)=0$.

## Step(iii)

Employing (4.1.33) in the second integral of (4.1.42), we find that the second term in (4.1.42) yields the following contribution:

$$
\begin{align*}
& -\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{1} \frac{l}{2}\right)} U^{(1)} \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{1} \frac{l}{2}\right) 2 i \sin \left(\mu_{2} \frac{l}{2}\right)} G_{1}  \tag{4.1.43}\\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{1} \frac{l}{2}\right) 2 i \sin \left(\mu_{2} \frac{l}{2}\right)} \\
& \quad\left[e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(k_{1}, k_{2}, t\right)-e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(-k_{1}, k_{2}, t\right)\right] .
\end{align*}
$$

The last integral in the above expression vanishes: Indeed, observe that the relevant integrand is bounded and analytic in the lower half $\lambda_{1}$-plane, as well as in the upper half $\mu_{1}$-plane except for the points where $\sin \left(\mu_{2} \frac{l}{2}\right)=0$, i.e. except from the points satisfying $\mu_{1}+\sqrt{3} \lambda_{1}=\frac{4 n \pi}{l}$.

Performing the $\mu_{1}$ integration and calculating the contribution from the residues at $\mu_{1}=$ $-\sqrt{3} \lambda_{1}+\frac{4 n \pi}{l}, n \in \mathbb{Z}$, we find

$$
\begin{array}{r}
\sum_{n=-\infty}^{\infty} \int_{\partial D^{-}} d \lambda_{1} e^{i \frac{4 n \pi}{l} \xi_{1}-i \sqrt{3} \lambda_{1} \xi_{1}+i \lambda_{1} \eta_{1}} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{-i \sqrt{3} \lambda_{1} \frac{l}{2}}}{2 i \sin \left(\sqrt{3} \lambda_{1} \frac{l}{2}\right)} e^{i n \pi}  \tag{4.1.44}\\
{\left[e^{i \lambda_{1} \frac{l}{2 \sqrt{3}}} \hat{q}\left(\lambda_{1},-\sqrt{3} \lambda_{1}+\frac{4 n \pi}{l}, t\right)-e^{i \lambda_{1} \frac{l}{2 \sqrt{3}}} \hat{q}\left(-\lambda_{1},-\sqrt{3} \lambda_{1}+\frac{4 n \pi}{l}, t\right)\right] .}
\end{array}
$$

The contribution of each one of the above integrals equals the residue at $\lambda_{1}=0$, hence the above expression equals

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} e^{i \frac{4 n \pi}{l} \xi_{1}} e^{i n \pi}\left[\hat{q}\left(0, \frac{4 n \pi}{l}, t\right)-\hat{q}\left(0, \frac{4 n \pi}{l}, t\right)\right]=0 \tag{4.1.45}
\end{equation*}
$$

Using (4.1.42) and (4.1.43) it follows that the contribution in (4.1.29) of the term involving $U^{(1)}$ is given by

$$
\begin{align*}
C_{1}\left(x_{1}, x_{2}, t\right) & =-\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)} G_{1} \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{1} \frac{l}{2}\right) 2 i \sin \left(\mu_{2} \frac{l}{2}\right)} G_{1} \\
& -\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{1} \frac{l}{2}\right)} U^{(1)} \\
& -\frac{1}{(2 \pi)^{2}} \int_{\partial D^{-}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{-i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)} U^{(2)} . \tag{4.1.46}
\end{align*}
$$

The first two integrals of the above expression are known functions and will be denoted by $F_{1}\left(x_{1}, x_{2}, t\right)$, whereas the last two integrals are unknown and will be denoted by $\widetilde{U}_{1}\left(x_{1}, x_{2}, t\right)$. Replacing in $F_{1}\left(x_{1}, x_{2}, t\right)$ the variables $\lambda_{1}$ and $\mu_{1}$ in terms of $k_{1}$ and $k_{2}$, we find

$$
\begin{align*}
& F_{1}\left(x_{1}, x_{2}, t\right)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} e^{i\left(k_{2} \xi_{1}+k_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i k_{1} \frac{l}{2 \sqrt{3}}}}{2 i \sin \left(\left(\sqrt{3} k_{1}+k_{2}\right) \frac{l}{4}\right)} G_{1}\left(k_{1}, k_{2}, t\right) \\
& -\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d k_{2} \int_{\partial D^{-}} d k_{1} e^{i\left(k_{2} \xi_{1}+k_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i k_{1} \frac{l}{2 \sqrt{3}}} e^{i k_{2} \frac{l}{2}}}{2 i \sin \left(k_{2} \frac{l}{2}\right) 2 i \sin \left(\left(\sqrt{3} k_{1}+k_{2}\right) \frac{l}{4}\right)} G_{1}\left(k_{1}, k_{2}, t\right) . \tag{4.1.47}
\end{align*}
$$

Making in the second integral of $\widetilde{U}_{1}\left(x_{1}, x_{2}, t\right)$ the change of variables

$$
\lambda_{1}=-\frac{\lambda_{2}}{2}-\frac{\sqrt{3}}{2} \mu_{2}, \mu_{1}=\frac{\sqrt{3}}{2} \lambda_{2}-\frac{\mu_{2}}{2},
$$

we find

$$
\begin{align*}
\widetilde{U}_{1}\left(x_{1}, x_{2}, t\right) & =-\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{1} \frac{l}{2}\right)} U^{(1)} \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{2} \int_{\partial D^{-}} d \lambda_{2} e^{i\left(\mu_{2} \xi_{2}+\lambda_{2} \eta_{2}\right)-w(k) t} \frac{e^{-i \lambda_{2} \frac{l}{2 \sqrt{3}}} e^{i \mu_{2} \frac{l}{2}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)} U^{(2)} \tag{4.1.48}
\end{align*}
$$

## Step(iv)

The contributions $\left\{F_{j}\right\}_{2}^{3}$ and $\left\{\widetilde{U}_{j}\right\}_{2}^{3}$ of $\left\{U^{(j)}\right\}_{2}^{3}$ are obtained in the same way, making the appropriate rotations on the subscripts of the relevant variables. Hence, the terms $U^{(2)}$ and $U^{(3)}$ in (4.1.29) give the contributions $F_{2}\left(x_{1}, x_{2}, t\right)$ and $F_{3}\left(x_{1}, x_{2}, t\right)$, which can be obtained from $F_{1}\left(x_{1}, x_{2}, t\right)$ via the substitutions

$$
\begin{equation*}
\left(\xi_{1}, \eta_{1}\right) \rightarrow\left(\xi_{2}, \eta_{2}\right) \text { and }\left(\xi_{1}, \eta_{1}\right) \rightarrow\left(\xi_{3}, \eta_{3}\right) . \tag{4.1.49}
\end{equation*}
$$

Similarly, the terms $U^{(2)}$ and $U^{(3)}$ in (4.1.29) give the contributions $\widetilde{U}_{2}\left(x_{1}, x_{2}, t\right)$ and $\widetilde{U}_{3}\left(x_{1}, x_{2}, t\right)$, which can be obtained from $\widetilde{U}_{1}\left(x_{1}, x_{2}, t\right)$ via the substitutions

$$
\left(\xi_{1}, \eta_{1}\right) \rightarrow\left(\xi_{2}, \eta_{2}\right),\left(\xi_{2}, \eta_{2}\right) \rightarrow\left(\xi_{3}, \eta_{3}\right) \text { and }\left(\lambda_{1}, \mu_{1}\right) \rightarrow\left(\lambda_{2}, \mu_{2}\right),\left(\lambda_{2}, \mu_{2}\right) \rightarrow\left(\lambda_{3}, \mu_{3}\right)
$$

and

$$
\left(\xi_{1}, \eta_{1}\right) \rightarrow\left(\xi_{3}, \eta_{3}\right),\left(\xi_{2}, \eta_{2}\right) \rightarrow\left(\xi_{1}, \eta_{1}\right) \text { and }\left(\lambda_{1}, \mu_{1}\right) \rightarrow\left(\lambda_{3}, \mu_{3}\right),\left(\lambda_{2}, \mu_{2}\right) \rightarrow\left(\lambda_{1}, \mu_{1}\right),
$$

respectively.

Hence,

$$
\begin{align*}
\widetilde{U}_{2}\left(x_{1}, x_{2}, t\right) & =-\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{2} \int_{\partial D^{-}} d \lambda_{2} e^{i\left(\mu_{2} \xi_{2}+\lambda_{2} \eta_{2}\right)-w(k) t} \frac{e^{-i \lambda_{2} \frac{l}{2 \sqrt{3}}} e^{i \mu_{2} \frac{l}{2}}}{2 i \sin \left(\mu_{2} \frac{l}{2}\right)} U^{(2)} \\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{3} \int_{\partial D^{-}} d \lambda_{3} e^{i\left(\mu_{3} \xi_{3}+\lambda_{3} \eta_{3}\right)-w(k) t} \frac{e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} e^{i \mu_{3} \frac{l}{2}}}{2 i \sin \left(\mu_{3} \frac{l}{2}\right)} U^{(3)} \tag{4.1.50}
\end{align*}
$$

and

$$
\begin{align*}
\widetilde{U}_{3}\left(x_{1}, x_{2}, t\right) & =-\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{3} \int_{\partial D^{-}} d \lambda_{3} e^{i\left(\mu_{3} \xi_{3}+\lambda_{3} \eta_{3}\right)-w(k) t} \frac{e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} e^{i \mu_{3} \frac{l}{3}}}{2 i \sin \left(\mu_{3} \frac{l}{2}\right)} U^{(3)}  \tag{4.1.51}\\
& +\frac{1}{(2 \pi)^{2}} \int_{\partial D^{+}} d \mu_{1} \int_{\partial D^{-}} d \lambda_{1} e^{i\left(\mu_{1} \xi_{1}+\lambda_{1} \eta_{1}\right)-w(k) t} \frac{e^{-i \lambda_{1} \frac{l}{2 \sqrt{3}}} e^{i \mu_{1} \frac{l}{2}}}{2 i \sin \left(\mu_{1} \frac{l}{2}\right)} U^{(1)}
\end{align*}
$$

But

$$
\widetilde{U}_{1}\left(x_{1}, x_{2}, t\right)+\widetilde{U}_{2}\left(x_{1}, x_{2}, t\right)+\widetilde{U}_{3}\left(x_{1}, x_{2}, t\right)=0
$$

thus the only contribution of the unknown terms $U^{(j)}, j=1,2,3$ in (4.1.29), is given by

$$
F_{1}\left(x_{1}, x_{2}, t\right)+F_{2}\left(x_{1}, x_{2}, t\right)+F_{3}\left(x_{1}, x_{2}, t\right)
$$

where $F_{1}\left(x_{1}, x_{2}, t\right)$ is given by the expression (4.1.47) and $F_{2}\left(x_{1}, x_{2}, t\right)$ and $F_{3}\left(x_{1}, x_{2}, t\right)$ are obtained from $F_{1}\left(x_{1}, x_{2}, t\right)$ via the transformations (4.1.49). This yields the solution (4.1.25).

### 4.2 An example.

Let

$$
\begin{equation*}
l=\pi, g_{0}(s, t)=t e^{-t} \cos s, f\left(x_{1}, x_{2}, t\right)=0, q_{0}\left(x_{1}, x_{2}\right)=0 \tag{4.2.1}
\end{equation*}
$$

The definitions of $G_{0}$ and $G_{1}$ imply

$$
\begin{equation*}
G_{0}\left(k_{1}, k_{2}^{2}, t\right)=\frac{2 \cos \left(k_{1} \frac{\pi}{2}\right)}{1-k_{1}^{2}} \frac{e^{(w(k)-1) t}[t(w(k)-1)-1]+1}{(w(k)-1)^{2}} \tag{4.2.2}
\end{equation*}
$$

and
$G_{1}\left(k_{1}, k_{2}, t\right)=-2 i \lambda_{1} \cos \left(\mu_{2} \frac{\pi}{2}\right) G_{0}\left(\mu_{1}, \lambda_{1}^{2}, t\right)-2 i \lambda_{2} \cos \left(\mu_{1} \frac{\pi}{2}\right) G_{0}\left(\mu_{2}, \lambda_{2}^{2}, t\right)-2 i \lambda_{3} G_{0}\left(\mu_{3}, \lambda_{3}^{2}, t\right)$,
where $w(k)=k_{1}^{2}+k_{2}^{2}$.

Thus, the solution (4.1.25) becomes:

$$
\begin{align*}
& q\left(x_{1}, x_{2}, t\right)=-\frac{i}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} k_{1} e^{-i k_{1} \frac{\pi}{2 \sqrt{3}}} e^{-w(k) t} G_{0}\left(k_{2}, k_{1}^{2}, t\right) \mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) \\
& +\frac{i}{2(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} \frac{e^{-i k_{1} \frac{\pi}{2 \sqrt{3}}} e^{-w(k) t}}{\sin \left(\left(\sqrt{3} k_{1}+k_{2}\right) \frac{\pi}{4}\right)} G_{1}\left(k_{1}, k_{2}, t\right) \mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) \\
& -\frac{1}{4(2 \pi)^{2}} \int_{\partial D^{+}} d k_{2} \int_{\partial D^{-}} d k_{1} \frac{e^{-i k_{1} \frac{\pi}{2 \sqrt{3}}} e^{i k_{2} \frac{\pi}{2}} e^{-w(k) t}}{\sin \left(k_{2} \frac{\pi}{2}\right) \sin \left(\left(\sqrt{3} k_{1}+k_{2}\right) \frac{\pi}{4}\right)} G_{1}\left(k_{1}, k_{2}, t\right) \mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) \tag{4.2.4}
\end{align*}
$$

- For the first integral, taking into consideration that $\operatorname{Im}\left\{k_{1}\right\}<0, \operatorname{Re}\left\{k_{1}^{2}\right\}>0$ and $\operatorname{Im}\left\{k_{2}\right\}=0$, it follows that:
(i) The function $e^{-w(k) t} G_{0}\left(k_{2}, k_{1}^{2}, t\right)$ is decaying exponentially;
(ii) each of the three terms of $\mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) E\left(-i k_{1}\right)$ behaves like $e^{i k_{2} \xi_{j}} e^{i k_{1}\left(\eta_{j}-\frac{\pi}{2 \sqrt{3}}\right)}$, thus these three terms decay exponentially.
- For the second integral, taking into consideration that $\operatorname{Im}\left\{k_{1}\right\}<0, \operatorname{Re}\left\{k_{1}^{2}\right\}>0$ and $\operatorname{Im}\left\{k_{2}\right\}=0$, it follows that:
(i) The function $e^{-w(k) t} \frac{G_{1}\left(k_{1}, k_{2}, t\right)}{\sin \left(\left(\sqrt{3} k_{1}+k_{2}\right) \frac{\pi}{4}\right)}$ decays exponentially;
(ii) each of the three terms of $\mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) e^{-i k_{1} \frac{\pi}{2 \sqrt{3}}}$ behaves like $e^{i k_{2} \xi_{j}} e^{i k_{1}\left(\lambda_{j}-\frac{\pi}{2 \sqrt{3}}\right)}$, thus these three terms decay exponentially.
- For the last integral, taking into consideration that $\operatorname{Im}\left\{k_{1}\right\}<0, \operatorname{Re}\left\{k_{1}^{2}\right\}>0$ and $\operatorname{Im}\left\{k_{2}\right\}>0, \operatorname{Re}\left\{k_{2}^{2}\right\}>0$, it follows that:
(i) The function $e^{-w(k) t} \frac{G_{1}\left(k_{1}, k_{2}, t\right)}{\sin \left(k_{2} \frac{\pi}{2}\right) \sin \left(\left(\sqrt{3} k_{1}+k_{2} \frac{\pi}{4}\right)\right.}$ decays exponentially;
(ii) each of the three terms of $\mathcal{P}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) e^{-i k_{1} \frac{\pi}{2 \sqrt{3}}} e^{i k_{2} \frac{\pi}{2}}$ behaves like $e^{i k_{2}\left(\xi_{j}+\frac{\pi}{2}\right)} e^{i k_{1}\left(\lambda_{j}-\frac{\pi}{2 \sqrt{3}}\right)}$, thus these three terms decay exponentially.


### 4.3 The General Dirichlet Problem.

Folowing the same ideas as those used for the solution of the arbitrary Dirichlet problem for the Laplace equation, it follows that the general Dirichlet problem can be decomposed into the following three problems:

1. Let $q\left(x_{1}, x_{2}, t\right)$ satisfy the symmetric the Dirichlet problem for (4.1.1) in the domain $\mathcal{T}$ defined in (4.1.11), i.e.

$$
\begin{align*}
& q\left(x_{1}, x_{2}, 0\right)=q_{1}\left(x_{1}, x_{2}\right), x_{1}, x_{2} \in D \\
& q\left(\frac{l}{2 \sqrt{3}}, s, t\right)=g_{1}(s, t), q\left(-\frac{l}{4 \sqrt{3}}-\frac{s \sqrt{3}}{2}, \frac{l}{4}-\frac{s}{2}, t\right)=g_{1}(s, t),  \tag{4.3.1}\\
& q\left(-\frac{l}{4 \sqrt{3}}+\frac{s \sqrt{3}}{2},-\frac{l}{4}-\frac{s}{2}, t\right)=g_{1}(s, t), s \in\left(-\frac{l}{2}, \frac{l}{2}\right)
\end{align*}
$$

where $q_{1}$ and $g_{1}$ are sufficiently smooth and $g_{1}$ is compatible at the corners of the triangle and is also compatible with $q_{1}$.
2. Let $q\left(x_{1}, x_{2}, t\right)$ satisfy (4.1.1) in the domain $\mathcal{T}$ defined in (4.1.11) with the following Dirichlet boundary conditions on each side:

$$
\begin{align*}
& q\left(x_{1}, x_{2}, 0\right)=q_{2}\left(x_{1}, x_{2}\right), x_{1}, x_{2} \in D \\
& q\left(\frac{l}{2 \sqrt{3}}, s, t\right)=g_{2}(s, t), q\left(-\frac{l}{4 \sqrt{3}}-\frac{s \sqrt{3}}{2}, \frac{l}{4}-\frac{s}{2}, t\right)=a g_{2}(s, t),  \tag{4.3.2}\\
& q\left(-\frac{l}{4 \sqrt{3}}+\frac{s \sqrt{3}}{2},-\frac{l}{4}-\frac{s}{2}, t\right)=\bar{a} g_{2}(s, t), s \in\left(-\frac{l}{2}, \frac{l}{2}\right),
\end{align*}
$$

where $a=e^{\frac{2 i \pi}{3}}, q_{2}$ and $g_{2}$ are sufficiently smooth and $g_{2}$ is compatible at the corners of the triangle and is also compatible with $q_{2}$.
3. Let $q\left(x_{1}, x_{2}, t\right)$ satisfy (4.1.1) in the domain $\mathcal{T}$ defined in (4.1.11) with the following Dirichlet boundary conditions on each side:

$$
\begin{align*}
& q\left(x_{1}, x_{2}, 0\right)=q_{3}\left(x_{1}, x_{2}\right), x_{1}, x_{2} \in D \\
& q\left(\frac{l}{2 \sqrt{3}}, s, t\right)=g_{3}(s, t), q\left(-\frac{l}{4 \sqrt{3}}-\frac{s \sqrt{3}}{2}, \frac{l}{4}-\frac{s}{2}, t\right)=\bar{a} g_{3}(s, t),  \tag{4.3.3}\\
& q\left(-\frac{l}{4 \sqrt{3}}+\frac{s \sqrt{3}}{2},-\frac{l}{4}-\frac{s}{2}, t\right)=a g_{3}(s, t), s \in\left(-\frac{l}{2}, \frac{l}{2}\right)
\end{align*}
$$

where $a=e^{\frac{2 i \pi}{3}}, q_{3}$ and $g_{3}$ are sufficiently smooth and $g_{3}$ is compatible at the corners of the triangle and is also compatible with $q_{3}$.

It turns out that the boundary conditions of an arbitrary Dirichlet problem can be written as the sum of the Dirichlet conditions of these three problems. Indeed, consider the arbitrary Dirichlet problem with the following conditions:

$$
\begin{align*}
& q\left(x_{1}, x_{2}, 0\right)=q_{0}\left(x_{1}, x_{2}\right), x_{1}, x_{2} \in D \\
& q\left(\frac{l}{2 \sqrt{3}}, s, t\right)=f_{1}(s, t), q\left(-\frac{l}{4 \sqrt{3}}-\frac{s \sqrt{3}}{2}, \frac{l}{4}-\frac{s}{2}, t\right)=f_{2}(s, t)  \tag{4.3.4}\\
& q\left(-\frac{l}{4 \sqrt{3}}+\frac{s \sqrt{3}}{2},-\frac{l}{4}-\frac{s}{2}, t\right)=f_{3}(s, t), s \in\left(-\frac{l}{2}, \frac{l}{2}\right)
\end{align*}
$$

where $q_{0}, f_{1}, f_{2}$ and $f_{3}$ are sufficiently smooth and $\left\{f_{j}\right\}_{1}^{3}$ are compatible at the corners of the triangle and are also compatible with $q_{0}$. The matrix of the following $3 \times 3$ algebraic system is non-singular:

$$
\left(\begin{array}{l}
f_{1}(s, t)  \tag{4.3.5}\\
f_{2}(s, t) \\
f_{3}(s, t)
\end{array}\right)=\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & a & \bar{a} \\
1 & \bar{a} & a
\end{array}\right)\left(\begin{array}{l}
g_{1}(s, t) \\
g_{2}(s, t) \\
g_{3}(s, t)
\end{array}\right), \quad \operatorname{Det}\left[\left(\begin{array}{ccc}
1 & 1 & 1 \\
1 & a & \bar{a} \\
1 & \bar{a} & a
\end{array}\right)\right]=i 3 \sqrt{3}
$$

Also, we choose $\left\{q_{j}\left(x_{1}, x_{2}\right)\right\}_{1}^{3}$ such that

$$
q_{0}\left(x_{1}, x_{2}\right)=q_{1}\left(x_{1}, x_{2}\right)+q_{2}\left(x_{1}, x_{2}\right)+q_{3}\left(x_{1}, x_{2}\right) .
$$

In order for $q_{0}$ and $\left\{f_{j}\right\}_{1}^{3}$ to be compatible we make the following choice for $\left\{q_{j}\right\}_{1}^{3}$ :

$$
\left(\begin{array}{l}
q_{1}\left(x_{1}, x_{2}\right)  \tag{4.3.6}\\
q_{2}\left(x_{1}, x_{2}\right) \\
q_{3}\left(x_{1}, x_{2}\right)
\end{array}\right)=\frac{1}{3}\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & \bar{a} & a \\
1 & a & \bar{a}
\end{array}\right)\left(\begin{array}{c}
q_{0}\left(x_{1}, x_{2}\right) \\
q_{0}\left(-\frac{x_{1}}{2}-\frac{x_{2} \sqrt{3}}{2}, \frac{x_{1} \sqrt{3}}{2}-\frac{x_{2}}{2}\right) \\
q_{0}\left(-\frac{x_{1}}{2}+\frac{x_{2} \sqrt{3}}{2},-\frac{x_{1} \sqrt{3}}{2}-\frac{x_{2}}{2}\right)
\end{array}\right) .
$$

Due to uniqueness, the solution of the general Dirichlet problem is given by the sum of these three problems.

The solution of the problems (4.3.2) and (4.3.3) can be derived from Proposition 4.1 using similar steps with those used for the derivation of Proposition 4.2. In this respect, we make the following substitutions:

- for the problem (4.3.2):

$$
U^{(j)} \longrightarrow a^{j-1} U^{(j)} \text { and } G_{0}^{(j)} \longrightarrow a^{j-1} G_{2}^{(j)}, \quad j=1,2,3
$$

- for the problem (4.3.3):

$$
U^{(j)} \longrightarrow \bar{a}^{j-1} U^{(j)} \text { and } G_{0}^{(j)} \longrightarrow \bar{a}^{j-1} G_{3}^{(j)}, \quad j=1,2,3
$$

Hence, the analogue of the relation (4.1.33) for the problems (4.3.2) and (4.3.3) are now the following relations:

$$
\begin{align*}
& 2 i \sin \left(\mu_{2} \frac{l}{2}+\frac{2 \pi}{3}\right) U^{(1)}-2 i \sin \left(\mu_{1} \frac{l}{2}+\frac{2 \pi}{3}\right) U^{(2)}=  \tag{4.3.7}\\
& e^{w(k) t}\left[a e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(k_{1}, k_{2}, t\right)-\bar{a} e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(-k_{1}, k_{2}, t\right)\right]+\widetilde{G}_{2}\left(k_{1}, k_{2}, t\right)
\end{align*}
$$

and

$$
\begin{align*}
& 2 i \sin \left(\mu_{2} \frac{l}{2}-\frac{2 \pi}{3}\right) U^{(1)}-2 i \sin \left(\mu_{1} \frac{l}{2}-\frac{2 \pi}{3}\right) U^{(2)}=  \tag{4.3.8}\\
& e^{w(k) t}\left[\bar{a} e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(k_{1}, k_{2}, t\right)-a e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} \hat{q}\left(-k_{1}, k_{2}, t\right)\right]+\widetilde{G}_{3}\left(k_{1}, k_{2}, t\right),
\end{align*}
$$

where $\widetilde{G}_{2}$ and $\widetilde{G}_{3}$ are known functions. Thus, the only difference in comparison with the proof of Proposition 4.2, is that the points of non-analyticity for the problems (4.3.2) and (4.3.3) are the points $\mu_{2}=\frac{4 n \pi}{l} \pm \frac{4 \pi}{3 l}, n \in \mathbb{Z}$ instead of $\mu_{2}=\frac{4 n \pi}{l}, n \in \mathbb{Z}$. However, the new points remain on the real line thus the contribution of the unknown functions $U^{(j)}$ can be analyzed mutatis mutandis as in the Proposition 4.2. Hence, the solution of the problem defined in (4.3.2) is given by the following expression:

$$
\begin{align*}
q_{2}\left(x_{1}, x_{2}, t\right) & =\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{1} \int_{\mathbb{R}} d k_{2} e^{i k x-w(k) t} Q_{2}\left(k_{1}, k_{2}, t\right) \\
& -\frac{i}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} k_{1} e^{-i k_{1} \frac{l}{2 \sqrt{3}}} e^{-w(k) t} G_{2}\left(k_{2}, k_{1}^{2}, t\right) \mathcal{P}_{2}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) \\
& +\frac{i}{2(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} e^{-i k_{1} \frac{l}{2 \sqrt{3}}} e^{-w(k) t} \frac{\widetilde{G}_{2}\left(k_{1}, k_{2}, t\right) \mathcal{P}_{2}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)}{\sin \left[\left(\sqrt{3} k_{1}+k_{2}\right) \frac{l}{4}+\frac{2 \pi}{3}\right]} \\
& -\frac{1}{4(2 \pi)^{2}} \int_{\partial D^{+}} d k_{2} \int_{\partial D^{-}} d k_{1} e^{-i k_{1} \frac{l}{2 \sqrt{3}}} e^{i k_{2} \frac{l}{2}} e^{-w(k) t} \\
& \frac{\widetilde{G}_{2}\left(k_{1}, k_{2}, t\right) \mathcal{P}_{2}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)}{\sin \left(k_{2} \frac{l}{2}+\frac{2 \pi}{3}\right) \sin \left[\left(\sqrt{3} k_{1}+k_{2}\right) \frac{l}{4}+\frac{2 \pi}{3}\right]}, \tag{4.3.9}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{P}_{2}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)=e^{i\left(k_{2} \xi_{1}+k_{1} \eta_{1}\right)}+a e^{i\left(k_{2} \xi_{2}+k_{1} \eta_{2}\right)}+\bar{a} e^{i\left(k_{2} \xi_{3}+k_{1} \eta_{3}\right)}, \tag{4.3.10}
\end{equation*}
$$

$$
\begin{equation*}
Q_{j}\left(k_{1}, k_{2}, t\right)=\frac{1}{3} \iint_{D} \int_{0}^{t} e^{-i k x+w(k) \tau} f\left(x_{1}, x_{2}, \tau\right) d x_{1} d x_{2} d \tau \tag{4.3.11}
\end{equation*}
$$

$$
+\iint_{D} e^{-i k x} q_{j}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}, \quad k_{1}, k_{2} \in \mathbb{C}, j=1,2,3
$$

$$
\begin{equation*}
G_{j}\left(k_{2}, k_{1}^{2}, t\right)=\int_{-\frac{l}{2}}^{\frac{l}{2}} \int_{0}^{t} e^{-i k_{2} s+\left(k_{2}^{2}+k_{1}^{2}\right) \tau} g_{j}(s, \tau) d s d \tau, \quad k_{1}, k_{2} \in \mathbb{C}, j=1,2,3 \tag{4.3.12}
\end{equation*}
$$

and

$$
\begin{align*}
\widetilde{G}_{2}\left(k_{1}, k_{2}, t\right) & =\bar{a} e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q_{2}\left(-k_{1}, k_{2}, t\right)-a e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q_{2}\left(k_{1}, k_{2}, t\right) \\
& -2 i \lambda_{1} \cos \left(\mu_{2} \frac{l}{2}+\frac{2 \pi}{3}\right) G_{2}\left(\mu_{1}, \lambda_{1}^{2}, t\right)  \tag{4.3.13}\\
& -2 i \lambda_{2} \cos \left(\mu_{1} \frac{l}{2}+\frac{2 \pi}{3}\right) G_{2}\left(\mu_{2}, \lambda_{2}^{2}, t\right)-2 i \lambda_{3} G_{2}\left(\mu_{3}, \lambda_{3}^{2}, t\right) .
\end{align*}
$$

In a similar way, we obtain the solution of problem (4.3.3). Hence, the solutions of these 3 problems (4.3.1)-(4.3.3) yield the following proposition.

## Proposition 4.3. (The Dirichlet problem)

Let $q\left(x_{1}, x_{2}, t\right)$ satisfy (4.1.1) in the domain $\mathcal{T}$ defined in (4.1.11) with Dirichlet boundary conditions, i.e.

$$
\begin{align*}
& q\left(x_{1}, x_{2}, 0\right)=q_{0}\left(x_{1}, x_{2}\right), x_{1}, x_{2} \in D \\
& q\left(\frac{l}{2 \sqrt{3}}, s, t\right)=f_{1}(s, t), q\left(-\frac{l}{4 \sqrt{3}}-\frac{s \sqrt{3}}{2}, \frac{l}{4}-\frac{s}{2}, t\right)=f_{2}(s, t),  \tag{4.3.14}\\
& q\left(-\frac{l}{4 \sqrt{3}}+\frac{s \sqrt{3}}{2},-\frac{l}{4}-\frac{s}{2}, t\right)=f_{3}(s, t), s \in\left(-\frac{l}{2}, \frac{l}{2}\right)
\end{align*}
$$

where $q_{0}, f_{1}, f_{2}$ and $f_{3}$ are sufficiently smooth and $\left\{f_{j}\right\}_{1}^{3}$ are compatible at the corners of the triangle and are also compatible with $q_{0}$. Define $\left\{g_{j}\right\}_{1}^{3}$ in terms of $\left\{f_{j}\right\}_{1}^{3}$ by

$$
\left(\begin{array}{l}
g_{1}(s, t)  \tag{4.3.15}\\
g_{2}(s, t) \\
g_{3}(s, t)
\end{array}\right)=\frac{1}{3}\left(\begin{array}{lll}
1 & 1 & 1 \\
1 & \bar{a} & a \\
1 & a & \bar{a}
\end{array}\right)\left(\begin{array}{l}
f_{1}(s, t) \\
f_{2}(s, t) \\
f_{2}(s, t)
\end{array}\right)
$$

and $\left\{q_{j}\right\}_{1}^{3}$ in terms of $q_{0}$ by equation (4.3.6).
Define $Q$ in terms of $q_{0}$ and $f$ by (4.1.14a), $\left\{Q_{j}\right\}_{1}^{3}$ in terms of $\left\{q_{j}\right\}_{1}^{3}$ and $f$ by (4.3.11), $\left\{G_{j}\right\}_{1}^{3}$ in terms of $\left\{g_{j}\right\}_{1}^{3}$ by equation (4.3.12) and $\left\{\widetilde{G}_{j}\right\}_{1}^{3}$ by the following equations:

$$
\begin{align*}
& \widetilde{G}_{1}\left(k_{1}, k_{2}, t\right)=e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q_{1}\left(-k_{1}, k_{2}, t\right)-e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q_{1}\left(k_{1}, k_{2}, t\right) \\
& \quad-2 i \lambda_{1} \cos \left(\mu_{2} \frac{l}{2}\right) G_{1}\left(\mu_{1}, \lambda_{1}^{2}, t\right)  \tag{4.3.16}\\
& \quad-2 i \lambda_{2} \cos \left(\mu_{1} \frac{l}{2}\right) G_{1}\left(\mu_{2}, \lambda_{2}^{2}, t\right)-2 i \lambda_{3} G_{1}\left(\mu_{3}, \lambda_{3}^{2}, t\right)
\end{align*}
$$

$$
\begin{align*}
\widetilde{G}_{2}\left(k_{1}, k_{2}, t\right) & =\bar{a} e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q_{2}\left(-k_{1}, k_{2}, t\right)-a e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q_{2}\left(k_{1}, k_{2}, t\right) \\
& -2 i \lambda_{1} \cos \left(\mu_{2} \frac{l}{2}+\frac{2 \pi}{3}\right) G_{2}\left(\mu_{1}, \lambda_{1}^{2}, t\right)  \tag{4.3.17}\\
& -2 i \lambda_{2} \cos \left(\mu_{1} \frac{l}{2}+\frac{2 \pi}{3}\right) G_{2}\left(\mu_{2}, \lambda_{2}^{2}, t\right)-2 i \lambda_{3} G_{2}\left(\mu_{3}, \lambda_{3}^{2}, t\right),
\end{align*}
$$

$$
\widetilde{G}_{3}\left(k_{1}, k_{2}, t\right)=a e^{-i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q_{3}\left(-k_{1}, k_{2}, t\right)-\bar{a} e^{i \lambda_{3} \frac{l}{2 \sqrt{3}}} Q_{3}\left(k_{1}, k_{2}, t\right)
$$

$$
\begin{equation*}
-2 i \lambda_{1} \cos \left(\mu_{2} \frac{l}{2}-\frac{2 \pi}{3}\right) G_{3}\left(\mu_{1}, \lambda_{1}^{2}, t\right) \tag{4.3.18}
\end{equation*}
$$

$$
-2 i \lambda_{2} \cos \left(\mu_{1} \frac{l}{2}-\frac{2 \pi}{3}\right) G_{3}\left(\mu_{2}, \lambda_{2}^{2}, t\right)-2 i \lambda_{3} G_{3}\left(\mu_{3}, \lambda_{3}^{2}, t\right)
$$

The solution is given by

$$
\begin{align*}
& q\left(x_{1}, x_{2}, t\right)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{1} \int_{\mathbb{R}} d k_{2} e^{i k x-w(k) t} Q\left(k_{1}, k_{2}, t\right) \\
& -\frac{i}{(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} k_{1} e^{-i k_{1} \frac{l}{2 \sqrt{3}}} e^{-w(k) t} \sum_{j=1}^{3} G_{j}\left(k_{2}, k_{1}^{2}, t\right) \mathcal{P}_{j}\left(k_{1}, k_{2}, x_{1}, x_{2}\right) \\
& +\frac{i}{2(2 \pi)^{2}} \int_{\mathbb{R}} d k_{2} \int_{\partial D^{-}} d k_{1} e^{-i k_{1} \frac{l}{2 \sqrt{3}}} e^{-w(k) t} \sum_{j=1}^{3} \frac{\widetilde{G}_{j}\left(k_{2}, k_{1}, t\right) \mathcal{P}_{j}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)}{\sin \left[\left(\sqrt{3} k_{1}+k_{2}\right) \frac{l}{4}+(j-1) \frac{2 \pi}{3}\right]}  \tag{4.3.19}\\
& -\frac{1}{4(2 \pi)^{2}} \int_{\partial D^{+}} d k_{2} \int_{\partial D^{-}} d k_{1} e^{-i k_{1} \frac{l}{2 \sqrt{3}} e^{i k_{2} \frac{l}{2}} e^{-w(k) t}} \\
& \sum_{j=1}^{3} \frac{\widetilde{G}_{j}\left(k_{2}, k_{1}, t\right) \mathcal{P}_{j}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)}{\sin \left(k_{2} \frac{l}{2}+(j-1) \frac{2 \pi}{3}\right) \sin \left[\left(\sqrt{3} k_{1}+k_{2}\right) \frac{l}{4}+(j-1) \frac{2 \pi}{3}\right]}
\end{align*}
$$

where

$$
\begin{align*}
& \mathcal{P}_{1}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)=\sum_{j=1}^{3} e^{i\left(k_{2} \xi_{j}+k_{1} \eta_{j}\right)} \\
& \mathcal{P}_{2}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)=\sum_{j=1}^{3} a^{j-1} e^{i\left(k_{2} \xi_{j}+k_{1} \eta_{j}\right)}  \tag{4.3.20}\\
& \mathcal{P}_{3}\left(k_{1}, k_{2}, x_{1}, x_{2}\right)=\sum_{j=1}^{3} \bar{a}^{j-1} e^{i\left(k_{2} \xi_{j}+k_{1} \eta_{j}\right)} .
\end{align*}
$$

Proof. The solution of problem (4.3.14) is given by the sum of the solutions of the problems (4.3.1)-(4.3.3), where $\left\{g_{j}\right\}_{1}^{3}$ are defined in terms of $\left\{f_{j}\right\}_{1}^{3}$ in (4.3.15) and $\left\{q_{j}\right\}_{1}^{3}$ are defined in terms of $q_{0}$ in (4.3.6). The first term of (4.3.19) is obtained from the fact that $Q=$ $Q_{1}+Q_{2}+Q_{3}$.

It is straightforward to make the relevant results rigorous. In order to prove Proposition 4.1 we have assumed the a priori existence of the solution. However, this assumption can be eliminated. Indeed, equation (4.1.25) shows that if $f\left(x_{1}, x_{2}\right), x_{1}, x_{2} \in \mathbb{R}$, $q_{0}\left(x_{1}, x_{2}\right), x_{1}, x_{2} \in \mathbb{R}$ and $g_{0}(s, \tau), s \in\left(-\frac{l}{2}, \frac{l}{2}\right), \tau \in[0, T]$, are in appropriate function spaces, then functions $Q$ and $G_{1}$ appearing in the definition of $q$ are well defined. Hence, $q$ is also well defined. It is then straightforward to show that this function $q$ solves the heat equation and satisfies the given initial and boundary conditions (for evolution equations in one spacial dimension this is implemented in [46] and [47]). It is important to emphasize that the relevant integrals are uniformly convergent at the boundary, thus it is straightforward to prove that $q$ satisfies the given boundary condition; this is to be contrasted with the classical approaches when $q$ is expressed in terms of an infinite series which is not uniformly convergent at the boundary.

## Chapter 5

## Explicit soliton asymptotics for the nonlinear Schrödinger equation on the half-line.

The Fokas method was further developed for the analysis of initial-boundary value problems for nonlinear integrable evolution equations by several authors, see for example [3], [2], [6], [9]. This method is based on the following ideas: (a) The derivation of an integral representation for the solution which involves the formulation of a RiemannHilbert problem. This derivation employs the simultaneous spectral analysis of both parts of the associated Lax pair(this is to be contrasted with the inverse scattering transform method which employs the spectral analysis of only the $t$-dependent part of the Lax pair). This integral representation involves the nonlinear Fourier transforms of the boundary values. (b) The characterization of the unknown boundary values in terms of the given boundary conditions. This involves the analysis of the global relation [7], [3]. In general the global relation yields a nonlinear Volterra integral equation. However, for a particular class of boundary conditions, called linearizable, this "nonlinearity" can be bypassed, and one can characterize the unknown boundary conditions using a linear procedure. In this case, the nonlinear Fourier transforms of both the initial and boundary conditions can be obtained via the spectral analysis of the $x$-dependent part of the Lax pair, as well as
via certain algebraic manipulations. Here, we will analyze certain linearizable boundary value problems for the nonlinear Schrödinger equation(NLS).

### 5.1 Formulation of the problems.

The problems that we will discuss are certain initial-boundary problems on the half line $0<x<\infty, t>0$, applied to the NLS, i.e.

$$
\begin{equation*}
i q_{t}+q_{x x}-2 \lambda|q|^{2} q=0, \lambda= \pm 1 \tag{5.1.1}
\end{equation*}
$$

This equation admits the following types of linearizable boundary conditions:

$$
\begin{equation*}
q(0, t)=0 ; \quad q_{x}(0, t)=0 ; \quad q_{x}(0, t)-\chi q(0, t)=0, \quad \chi \in \mathbb{R}^{*} . \tag{5.1.2}
\end{equation*}
$$

We will analyze three classes of Initial Boundary Value (IBV) problems. These problems involve one of the boundary conditions (5.1.2), as well as initial conditions characterized by the following three functions: (a) a soliton evaluated at $t=0$; (b) a function describing a hump; and (c) an exponential function.

Regarding (a) we note that the focusing NLS, i.e. (5.1.1) with $\lambda=-1$, formulated on the line admits solitons. Thus, we can construct a solution of the IBV problem by simply restricting a soliton solution, denoted by $q_{s}(x, t) ;\left\{q(x, 0)=q_{s}(x, 0), q(0, t)=q_{s}(0, t)\right\}$.

The IBV problem associated with a hump-shaped initial condition is defined as follows

$$
q_{0}(x)= \begin{cases}0, & 0 \leq x<x_{1}  \tag{5.1.3}\\ h, & x_{1} \leq x \leq x_{2}, h>0 \\ 0, & x_{2}<x<\infty\end{cases}
$$

and

$$
\begin{equation*}
\text { either } q(0, t)=0 \quad \text { or } \quad q_{x}(0, t)=0, \quad t>0 \text {. } \tag{5.1.4}
\end{equation*}
$$

The eigenfunctions associated with the function $q_{0}(x)$ can be computed explicitly in terms of trigonometric functions. This leads to an explicit formula for the functions $a(k)$ and $\Delta(k)$ defined in the Definition 5.1 and equation (5.3.2), respectively; the zeros of these functions characterize the asymptotic behavior of the solution. Although the explicit formulae of $a(k)$ and $\Delta(k)$ are complicated, the relevant zeros can be computed numerically. In this way we find that as $t \rightarrow \infty, q_{0}(x)$ generates, as expected, a finite number of solitons, whose number depends on the area under the graph of $q_{0}(x)$.

The IBV problem associated with an initial condition of an exponential function is defined as follows

$$
\begin{align*}
& q(x, 0)= \begin{cases}e^{r x}, & 0 \leq x<s \\
0, & s<x<\infty\end{cases}  \tag{5.1.5}\\
& q_{x}(0, t)-r q(0, t)=0, \quad t>0 \tag{5.1.6}
\end{align*}
$$

and we will consider two subcases, namely either $r<0, s=\infty$ or $r>0, s<\infty$.

Before analyzing the particular examples, we review the general theory of the IST for equation (5.1.1) on the half line and the main results of [9] and [2] regarding linearizable IBV problems. In Sections 5.4-5.6 we consider the three main classes of examples mentioned earlier, namely: Solitons; IBV problems with hump-shaped initial profiles; and IBV problems with exponential initial profiles.

### 5.2 Spectral Theory.

In this section we review the spectral theory of equation (5.1.1) on the half line. We will define three eigenfunctions $\left\{\mu_{j}\right\}_{1}^{3}$ of the Lax pair associated with (5.1.1)(see [2] and [9]) and then we will express the solution of equation (5.1.1) in terms of the solution of a $2 \times 2$ Riemann-Hilbert problem.

### 5.2.1 Lax pair.

Equation (5.1.1) admits the following Lax pair formulation

$$
\begin{array}{r}
\mu_{x}+i k\left[\sigma_{3}, \mu\right]=Q(x, t) \mu, \\
\mu_{t}+2 i k^{2}\left[\sigma_{3}, \mu\right]=\widetilde{Q}(x, t, k) \mu, \tag{5.2.1}
\end{array}
$$

where $\sigma_{3}=\operatorname{diag}(1,-1)$,

$$
Q(x, t)=\left(\begin{array}{cc}
0 & q(x, t)  \tag{5.2.2}\\
\lambda \bar{q}(x, t) & 0
\end{array}\right), \quad \widetilde{Q}(x, t, k)=2 k Q-i Q_{x} \sigma_{3}-i \lambda|q|^{2} \sigma_{3} .
$$

The Lax pair (5.2.1) can be rewritten in the following differential form

$$
\begin{equation*}
d\left(e^{i\left(k x+k^{2} t\right) \hat{\sigma}_{3}} \mu(x, t, k)\right)=W(x, t, k) \tag{5.2.3}
\end{equation*}
$$

where the exact 1-form $W$ is defined by

$$
\begin{equation*}
W(x, t, k)=e^{i\left(k x+k^{2} t\right) \hat{\sigma}_{3}}(Q \mu d x+\widetilde{Q} \mu d t), \tag{5.2.4}
\end{equation*}
$$

and $\hat{\sigma}_{3}$ denotes the commutator with respect to $\sigma_{3}$; if $A$ is $2 \times 2$ matrix, the expression $\left(\exp \hat{\sigma}_{3}\right) A$ takes a simple form:

$$
\hat{\sigma}_{3} A=\left[\sigma_{3}, A\right], \quad e^{\hat{\sigma}_{3}} A=e^{\sigma_{3}} A e^{-\sigma_{3}} .
$$

### 5.2.2 Bounded and Analytic Eigenfunctions.

Let equation (5.2.1) be valid for $0<t<T$ and $0<x<\infty$, where $T \leq \infty$. Assuming that the function $q(x, t)$ has sufficient smoothness and decay, we introduce three solutions $\mu_{j}, j=1,2,3$ of (5.2.3) by

$$
\begin{equation*}
\mu_{j}(x, t, k)=I+\int_{\left(x_{j}, t_{j}\right)}^{(x, t)} e^{-i\left(k x+k^{2} t\right) \hat{\sigma}_{3}} W(\xi, \tau, k), \tag{5.2.5}
\end{equation*}
$$

where $I$ is the $2 \times 2$ identity matrix, $\left(x_{1}, t_{1}\right)=(0, T),\left(x_{2}, t_{2}\right)=(0,0)$ and $\left(x_{3}, t_{3}\right)=(\infty, t)$. If $T=\infty$, the function $\mu_{1}$ is only defined if $q(0, t)$ decays to zero as $t \rightarrow \infty$. Also we choose the contours shown in Figure 5.1. This choice implies the following inequalities on the contours,




Figure 5.1: The contours of integration of the spectral functions.

$$
\begin{aligned}
& \mu_{1}: \xi-x \leq 0, \quad \tau-t \geq 0, \\
& \mu_{2}: \xi-x \leq 0, \quad \tau-t \leq 0, \\
& \mu_{3}: \xi-x \geq 0
\end{aligned}
$$

The second column of the matrix equation (5.2.5) involves $\exp \left[2 i k(\xi-x)+4 i k^{2}(\tau-t)\right]$.

Using the above inequalities it follows that this exponential is bounded in the following regions of the complex plane

$$
\begin{aligned}
\mu_{1} & :\left\{\operatorname{Im} k \leq 0 \cap \operatorname{Im} k^{2} \geq 0\right\}, \\
\mu_{2} & :\left\{\operatorname{Im} k \leq 0 \cap \operatorname{Im} k^{2} \leq 0\right\}, \\
\mu_{3} & :\{\operatorname{Im} k \geq 0\} .
\end{aligned}
$$

Thus the second column vectors of $\mu_{1}, \mu_{2}$ and $\mu_{3}$ are bounded and analytic for arg $k$ in $(\pi, 3 \pi / 2),(3 \pi / 2,2 \pi)$ and $(0, \pi)$ respectively. We will denote these vectors with superscripts (3), (4) and (12) to indicate that they are bounded and analytic in the third quadrant, fourth quadrant and the upper half plane respectively. Similar conditions are valid for the first column vectors, thus

$$
\mu_{1}(x, t, k)=\left(\mu_{1}^{(2)}, \mu_{1}^{(3)}\right), \mu_{2}(x, t, k)=\left(\mu_{2}^{(1)}, \mu_{2}^{(4)}\right), \mu_{3}(x, t, k)=\left(\mu_{3}^{(34)}, \mu_{3}^{(12)}\right) .
$$

Equation (5.2.5) and integration by parts imply that in the domains where $\left\{\mu_{j}\right\}_{1}^{3}$ are bounded, the following estimate is valid

$$
\mu_{j}(x, t, k)=I+O\left(\frac{1}{k}\right), \quad k \rightarrow \infty, \quad j=1,2,3 .
$$

The $\mu_{j}$ 's are the fundamental eigenfunctions needed for the formulation of a RiemannHilbert problem in the complex $k$-plane.

### 5.2.3 Spectral functions.

We define $s(k)$ and $S(k)$ by the relations

$$
\begin{equation*}
\mu_{3}(x, t, k)=\mu_{2}(x, t, k) e^{-i\left(k x+2 k^{2} t\right) \hat{\sigma}_{3}} s(k), \tag{5.2.6}
\end{equation*}
$$

$$
\begin{equation*}
\mu_{1}(x, t, k)=\mu_{2}(x, t, k) e^{-i\left(k x+2 k^{2} t\right) \hat{\sigma}_{3}} S(k) . \tag{5.2.7}
\end{equation*}
$$

Evaluation of (5.2.6) and (5.2.7) at $(x, t)=(0,0)$ and $(x, t)=(0, T)$ implies

$$
\begin{equation*}
s(k)=\mu_{3}(0,0, k), \quad S(k)=\mu_{1}(0,0, k)=\left(\mu_{2}(0, T, k) e^{2 i k^{2} T \hat{\sigma}_{3}}\right)^{-1}, \tag{5.2.8}
\end{equation*}
$$

where the final equation is valid only when $T<\infty$. We use the following notation for $s(k)$ and $S(k)$ :

$$
s(k)=\left(\begin{array}{cc}
\overline{a(\bar{k})} & b(k)  \tag{5.2.9}\\
\lambda \overline{b(\bar{k})} & a(k)
\end{array}\right), \quad S(k)=\left(\begin{array}{cc}
\overline{A(\bar{k})} & B(k) \\
\lambda \overline{B(\bar{k})} & A(k)
\end{array}\right) .
$$

### 5.2.4 The global relation.

Applying Stokes' theorem to the domain $\{0<x<\infty, 0<t<T\}$ for the closed one-form $W$ with $\mu=\mu_{3}$, we find the following global relation:

$$
B(k) a(k)-A(k) b(k)= \begin{cases}e^{4 i k^{2} T} c^{+}(k) & \text { for } \arg k \in[0, \pi], T<\infty  \tag{5.2.10}\\ 0 & \text { for } \arg k \in[0, \pi / 2], T=\infty\end{cases}
$$

where

$$
c^{+}(k)=\int_{0}^{\infty} e^{2 i k \xi} q(\xi, T)\left(Q \mu_{3}\right)_{22}(\xi, T, k) d \xi .
$$

### 5.2.5 The Riemann-Hilbert problem.

Equations (5.2.6) and (5.2.7) can be rewritten in the following form, expressing the jump condition of a $2 \times 2 \mathrm{RH}$ problem:

$$
\begin{equation*}
M_{-}(x, t, k)=M_{+}(x, t, k) J(x, t, k), \quad k \in \mathbb{R} \cup i \mathbb{R} \tag{5.2.11}
\end{equation*}
$$

where the matrices $M_{-}, M_{+}$and $J$ are defined by

$$
\begin{array}{ll}
M_{+}=\left(\frac{\mu_{2}^{(1)}}{a(k)}, \mu_{3}^{(12)}\right), \arg k \in\left[0, \frac{\pi}{2}\right] ; \quad M_{-}=\left(\frac{\mu_{1}^{(2)}}{d(k)}, \mu_{3}^{(12)}\right), \arg k \in\left[\frac{\pi}{2}, \pi\right] \\
M_{+}=\left(\mu_{3}^{(34)}, \frac{\mu_{1}^{(3)}}{\overline{d(\bar{k})}}\right), \arg k \in\left[\pi, \frac{3 \pi}{2}\right] ; \quad M_{-}=\left(\mu_{3}^{(34)}, \frac{\mu_{2}^{(4)}}{a(\bar{k})}\right), \arg k \in\left[\frac{3 \pi}{2}, 2 \pi\right] \tag{5.2.12}
\end{array}
$$

$$
\begin{equation*}
d(k)=a(k) \overline{A(\bar{k})}-\lambda b(k) \overline{B(\bar{k})} \tag{5.2.13}
\end{equation*}
$$

$$
J(x, t, k)= \begin{cases}J_{4}, & \arg k=0  \tag{5.2.14}\\ J_{1}, & \arg k=\frac{\pi}{2} \\ J_{2}=J_{3} J_{4}^{-1} J_{1}, & \arg k=\pi \\ J_{3}, & \arg k=\frac{3 \pi}{2}\end{cases}
$$

with

$$
\begin{align*}
& J_{1}=\left(\begin{array}{cc}
1 & 0 \\
\Gamma(k) e^{2 i \theta} & 1
\end{array}\right), J_{4}=\left(\begin{array}{cc}
1 & -\gamma(k) e^{-2 i \theta} \\
\lambda \bar{\gamma}(k) e^{2 i \theta} & 1-\lambda|\gamma(k)|^{2}
\end{array}\right), J_{3}=\left(\begin{array}{cc}
1 & -\lambda \overline{\Gamma(\bar{k})} e^{-2 i \theta} \\
0 & 1
\end{array}\right)  \tag{5.2.15}\\
& \theta(x, t, k)=k x+2 k^{2} t ; \gamma(k)=\frac{b(k)}{\bar{a}(k)}, k \in \mathbb{R} ; \Gamma(k)=\frac{\lambda \overline{B(\bar{k})}}{a(k) d(k)}, k \in \mathbb{R}^{-} \cup i \mathbb{R}^{+} \tag{5.2.16}
\end{align*}
$$

The matrix $M(x, t, k)$ defined by equations (5.2.12) is, in general, a meromorphic function of $k$ in $\mathbb{C} \backslash\{\mathbb{R} \cup i \mathbb{R}\}$. The possible poles of $M$ are generated by the zeros of $a(k)$ and $d(k)$, and by the conjugate of these zeros.

Assumption 5.1. We will make the following assumptions regarding the zeros:

1. If $\lambda=-1$, a(k) has $n$ simple zeros $\left\{k_{j}\right\}_{1}^{n}, n=n_{1}+n_{2}$, where $\arg k_{j} \in\left(0, \frac{\pi}{2}\right), j=$ $1, \ldots, n_{1} ; \arg k_{j} \in\left(\frac{\pi}{2}, \pi\right), j=n_{1}+1, \ldots, n_{1}+n_{2}$.
2. If $\lambda=-1, d(k)$ has $\Lambda$ simple zeros $\left\{\lambda_{j}\right\}_{1}^{\Lambda}$, where $\arg \lambda_{j} \in\left(\frac{\pi}{2}, \pi\right), j=1, \ldots, \Lambda$. If $\lambda=1, d(k)$ has no zeros in the second quadrant.
3. None of the zeros of $a(k)$ for $\arg k \in\left(\frac{\pi}{2}, \pi\right)$, coincide with a zero of $d(k)$.

Theorem 5.1. Given $q_{0}(x) \in \mathcal{S}\left(\mathbb{R}^{+}\right)$define the spectral functions $a(k), b(k), A(k)$ and $B(k)$ according to (5.2.8) and (5.2.9), where $\mu_{1}(0, t, k)$ and $\mu_{3}(x, 0, k)$ are obtained as the unique solutions of the Volterra linear integral equations

$$
\begin{align*}
& \mu_{1}(0, t, k)=I+\int_{0}^{t} e^{2 i k^{2}(\tau-t) \hat{\sigma}_{3}}\left(\widetilde{Q} \mu_{2}\right)(0, \tau, k) d \tau,  \tag{5.2.17}\\
& \mu_{3}(x, 0, k)=I+\int_{x}^{\infty} e^{i k(\xi-x) \hat{\sigma}_{3}}\left(Q \mu_{3}\right)(\xi, 0, k) d \xi, \tag{5.2.18}
\end{align*}
$$

and $Q(x, 0), \widetilde{Q}(0, t, k)$ are given by equations (5.2.2) in terms of the initial and boundary values

$$
q_{0}(x)=q(x, 0), \quad g_{0}(t)=q(0, t), \quad g_{1}(t)=q_{x}(0, t)
$$

Suppose that the initial and boundary values are compatible in the sense that

- they are compatible with the equation (5.1.1) at $x=t=0$.
- the spectral functions satisfy the global relation (3.1.7a)

Assume that the possible zeros $\left\{k_{j}\right\}_{1}^{n}$ of a $(k)$ and $\left\{\lambda_{j}\right\}_{1}^{\Lambda}$ of $d(k)$ are as in Assumption 5.1. Define $M(x, t, k)$ as the solution of the following $2 \times 2$ matrix RH problem:

- $M$ is sectionally meromorphic in $k \in \mathbb{C} \backslash\{\mathbb{R} \cup i \mathbb{R}\}$.

5. Explicit soliton asymptotics for the nonlinear Schrödinger equation

- M satisfies the jump condition

$$
M_{-}(x, t, k)=M_{+}(x, t, k) J(x, t, k), \quad k \in \mathbb{R} \cup i \mathbb{R},
$$

where $M$ is $M_{-}$for $\arg k \in\left[\frac{\pi}{2}, \pi\right] \cup\left[\frac{3 \pi}{2}, 2 \pi\right], M$ is $M_{+}$for $\arg k \in\left[0, \frac{\pi}{2}\right] \cup\left[\pi, \frac{3 \pi}{2}\right]$ and $J$ is defined in terms $a, b, A$ and $B$ by equations (5.2.13)-(5.2.16).

- The first column of $M$ can have simple zeros at $k_{j}, j=1, \ldots, n_{1}$ and $\lambda_{j}, j=$ $1, \ldots, \Lambda$; the second column of $M$ can have simple zeros at $\bar{k}_{j}, j=1, \ldots, n_{1}$ and $\bar{\lambda}_{j}, j=1, \ldots, \Lambda$. The associated residues satisfy the following relations:

$$
\begin{align*}
\operatorname{Res}_{k_{j}}^{\operatorname{Re}}[M(x, t, k)]_{1}=\frac{1}{\dot{a}\left(k_{j}\right) b\left(k_{j}\right)} e^{2 i \theta\left(k_{j}\right)}\left[M\left(x, t, k_{j}\right)\right]_{2}, & j=1, \ldots, n_{1},  \tag{5.2.19a}\\
\operatorname{Res}[M(x, t, k)]_{2}=\frac{1}{\overline{\dot{a}}\left(k_{j}\right) \bar{b}\left(k_{j}\right)} e^{-2 i \theta\left(\bar{k}_{j}\right)}\left[M\left(x, t, \bar{k}_{j}\right)\right]_{1}, & j=1, \ldots, n_{1},  \tag{5.2.19b}\\
\operatorname{Res}_{\lambda_{j}}[M(x, t, k)]_{1}=\operatorname{Res}_{\lambda_{j}} \Gamma(k) e^{2 i \theta\left(\lambda_{j}\right)}\left[M\left(x, t, \lambda_{j}\right)\right]_{2}, & j=1, \ldots, \Lambda,  \tag{5.2.19c}\\
\operatorname{Res}[M(x, t, k)]_{2}=\underset{\bar{\lambda}_{j}}{\operatorname{Res}} \overline{\bar{\lambda}_{j}} \overline{\Gamma(\bar{k})} e^{-2 i \theta\left(\bar{\lambda}_{j}\right)}\left[M\left(x, t, \bar{\lambda}_{j}\right)\right]_{1}, & j=1, \ldots, \Lambda, \tag{5.2.19~d}
\end{align*}
$$

where $\theta\left(k_{j}\right)=k_{j} x+2 k_{j}^{2} t$ and $\Gamma(k)$ defined in (5.2.16).

- $M(x, t, k)=I+O\left(\frac{1}{k}\right), \quad k \rightarrow \infty$.

Then $M(x, t, k)$ exists and is unique.

Define $q(x, t)$ in terms of $M(x, t, k)$ by

$$
\begin{equation*}
q(x, t)=2 i \lim _{k \rightarrow \infty}(k M(x, t, k))_{12} . \tag{5.2.20}
\end{equation*}
$$

Then $q(x, t)$ solves equation (5.1.1). Furthermore,

$$
q_{0}(x)=q(x, 0), \quad g_{0}(t)=q(0, t), \quad g_{1}(t)=q_{x}(0, t) .
$$

Note: The Volterra equation (5.2.18) along with the definition of the spectral function $s(k)$ by the equations (5.2.6)-(5.2.9) suggest the following definition for the functions $a(k)$ and $b(k)$ :

Definition 5.1. (The spectral functions $a(k), b(k))$ The map

$$
\mathbb{S}:\left\{q_{0}(x)\right\} \Longrightarrow\{a(k), b(k)\}
$$

is defined as follows:

$$
\begin{equation*}
\binom{b(k)}{a(k)}=\varphi(0, k) \tag{5.2.21}
\end{equation*}
$$

where the vector-valued function $\varphi(x, k)$ is defined in terms of $q_{0}(x)$ by

$$
\begin{gather*}
\partial_{x} \varphi(x, k)+2 i k\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \varphi(x, k)=Q(x, 0) \varphi(x, k), 0<x<\infty, \text { Im } k \geq 0  \tag{5.2.22}\\
\lim _{x \rightarrow \infty} \varphi(x, k)=\binom{0}{1} \tag{5.2.23}
\end{gather*}
$$

where $Q(x, 0)$ is given by:

$$
Q(x, 0)=\left(\begin{array}{cc}
0 & q_{0}(x)  \tag{5.2.24}\\
\lambda \bar{q}_{0}(x) & 0
\end{array}\right) .
$$

### 5.2.6 Asymptotic behavior of the solutions.

Here we review the main result -associated with this work- obtained via the asymptotic analysis of the relevant Riemman-Hilbert problem at Chapter 19 in [9].

If, for the focusing NLS, i.e. $\lambda=-1$, the discrete spectrum is not empty then solitons which are moving away from the boundary are generated. In particular, if $\left\{\kappa_{j}\right\}_{1}^{N}$ are roots
of $a(k)$ or $d(k)$ then the asymptotics is given by a one-soliton in each of the $N$ directions on the ( $x, t$ )-plane, namely

$$
\begin{equation*}
t \rightarrow \infty, \quad-\frac{x}{4 t}=\operatorname{Re}\left\{\kappa_{j}\right\}+O\left(\frac{1}{t}\right), \quad j=1, \cdots, N . \tag{5.2.25}
\end{equation*}
$$

Hence, solitons are generated only if $\operatorname{Re}\left\{\kappa_{j}\right\} \leq 0$ because otherwise these solitons are moving to the left and after a finite time they disappear from the first quadrant. Note, also, that if $\operatorname{Re}\left\{\kappa_{j}\right\}=0$ then $\kappa_{j}$ corresponds to a stationary soliton.

### 5.3 Linearizable Conditions.

It was shown in Theorem 5.1 that $q(x, t)$ can be expressed in terms of the solution of a $2 \times$ 2 RH problem, which is uniquely defined in terms of the spectral functions $a(k), b(k), A(k)$ and $B(k)$. The functions $a(k)$ and $b(k)$ are defined in terms of $q_{0}(x)$ through the solution of the linear Volterra integral equation (5.2.18). However, the spectral functions $A(k)$ and $B(k)$ are defined in terms of both the known and unknown boundary conditions through the solution of the linear Volterra integral equation (5.2.17). The additional condition needed to determine the unknown boundary value is the requirement that they satisfy the global relation (5.2.10), which, in general, involves solving a nonlinear Volterra integral equation.

However, for a particular class of boundary value problems it is possible to compute $A(k)$ and $B(k)$, making only algebraic manipulation of the global relation.

Theorem 5.2. Let $q(x, t)$ satisfy (5.1.1), the initial condition

$$
q(x, 0)=q_{0}(x), \quad 0<x<\infty
$$

$$
\begin{equation*}
q_{x}(0, t)-\chi q(0, t)=0, \chi \in \overline{\mathbb{R}}, t>0 \tag{5.3.1}
\end{equation*}
$$

We define

$$
\begin{equation*}
\Delta_{\chi}(k)=a(k) \overline{a(-\bar{k})}+\lambda \frac{2 k-i \chi}{2 k+i \chi} b(k) \overline{b(-\bar{k})}, \quad \chi \in \overline{\mathbb{R}}, \quad \arg k \in[0, \pi] \tag{5.3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Gamma_{\chi}(k)=-\lambda \frac{2 k-i \chi}{2 k+i \chi} \frac{\overline{b(-\bar{k})}}{a(k) \Delta_{\chi}(k)}, \quad \chi \in \overline{\mathbb{R}}, k \in \mathbb{R}^{-} \cup i \mathbb{R}^{+} \tag{5.3.3}
\end{equation*}
$$

where $a(k)$ and $b(k)$ are defined in Definition 5.1. Assume that the initial and boundary conditions are compatible at $x=t=0$. Furthermore, if $\lambda=-1$, assume that:

1. a(k) has a finite number of simple zeros for $I m k>0$.
2. $\Delta_{\chi}(k)$ has a finite number of simple zeros in the second quadrant which do not coincide with any zero of $a(k)$.

The solution $q(x, t)$ can be constructed through equation (5.2.20), where $M$ satisfies the RH problem defined in Theorem 5.1, with jump matrices and residues conditions defined by replacing $\Gamma(k)$ with $\Gamma_{\chi}(k)$ in (5.2.16).

Proof. Recall that $A(k)$ and $B(k)$ are defined in terms of $\mu_{2}(0, t, k)$. Let $M(t, k)=$ $\mu_{2}(0, t, k) e^{-i k^{2} t \hat{\sigma}_{3}}$, then $M(t, k)$ satisfies

$$
\begin{equation*}
M_{t}+2 i k^{2} M=\widetilde{Q}(0, t, k), \quad M(0, k)=I \tag{5.3.4}
\end{equation*}
$$

The function $M(t,-k)$ satisfies a similar equation where $\widetilde{Q}(0, t, k)$ is replaced by $\widetilde{Q}(0, t,-k)$. Suppose that there exists a $t$-independent, nonsingular matrix $N(k)$ such that

$$
\begin{equation*}
\left(2 i k^{2} \sigma_{3}-\widetilde{Q}(0, t,-k)\right) N(k)=N(k)\left(2 i k^{2} \sigma_{3}-\widetilde{Q}(0, t, k)\right) . \tag{5.3.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
M(t,-k)=N(k) M(t, k) N(k)^{-1} \tag{5.3.6}
\end{equation*}
$$

The evaluation of this equation at $t=0$ yields a relation between the spectral functions at $k$ and $-k$. We note that a necessary condition for the existence of $N(k)$ is that the determinant of the matrix $2 i k^{2} \sigma_{3}-\widetilde{Q}(0, t, k)$ depends on $k$ in the form of $k^{2}$. This condition implies

$$
\begin{equation*}
q(0, t) \bar{q}_{x}(0, t)-\bar{q}(0, t) q_{x}(0, t)=0 \tag{5.3.7}
\end{equation*}
$$

which is equivalent to (5.3.1). Given this condition, define the entries of the matrix $N(k)$ as follows:

$$
N_{12}=N_{21}=0, \quad(2 k-i \chi) N_{22}+(2 k+i \chi) N_{11}=0 .
$$

Then equation (5.3.5) is satisfied and the second column of equation (5.3.6) evaluated at $t=T$ yields

$$
\begin{equation*}
A(k)=A(-k), \quad B(k)=-\frac{2 k+i \chi}{2 k-i \chi} B(-k), \quad k \in \mathbb{C} . \tag{5.3.8}
\end{equation*}
$$

For convenience we assume that $T=\infty$. It can be shown that a similar analysis is valid if $T<\infty$. If $T=\infty$, the global relation becomes

$$
\begin{equation*}
a(k) B(k)-b(k) A(k)=0, \quad \arg k \in\left[0, \frac{\pi}{2}\right] . \tag{5.3.9}
\end{equation*}
$$

Letting $k \rightarrow-k$ in the definition of $\overline{d(\bar{k})}$ and using the symmetry relation (5.3.8) we find

$$
\begin{equation*}
A(k) \overline{a(-\bar{k})}+\lambda \frac{2 k-i \chi}{2 k+i \chi} B(k) \overline{b(-\bar{k})}=\overline{d(-\bar{k})}, \quad \arg k \in\left[0, \frac{\pi}{2}\right], \tag{5.3.10}
\end{equation*}
$$

which along with the global relation (5.3.9) yield the following solution

$$
\begin{equation*}
A(k)=\frac{a(k) \overline{d(-\bar{k})}}{\Delta_{\chi}(k)}, \quad B(k)=\frac{b(k) \overline{d(-\bar{k})}}{\Delta_{\chi}(k)}, \quad \arg k \in\left[0, \frac{\pi}{2}\right] . \tag{5.3.11}
\end{equation*}
$$

The function $\overline{d(\bar{k})}$ cannot be computed explicitly in terms of $a(k)$ and $b(k)$. However, this
does not affect the solution of the RH problem of Theorem 2.1. Indeed, this RH problem is defined in terms of $\gamma(k)=\frac{b(k)}{\bar{a}(k)}, k \in \mathbb{R}$ and of $\Gamma(k)$ which involves $a(k), b(k)$ and $\frac{B(k)}{A(k)}$,

$$
\begin{equation*}
\Gamma(k)=\frac{\lambda \frac{\overline{B(\bar{k})}}{A(\bar{k})}}{a(k)(a(k)-\lambda b(k) \overline{\overline{B(\bar{k})}} \overline{A(\bar{k})}}=\Gamma_{\chi}(k), \quad k \in \mathbb{R}^{-} \cup i \mathbb{R}^{+} . \tag{5.3.12}
\end{equation*}
$$

The function $\Delta_{\chi}(k)$ is an analytic function in the upper half $k$-plane, and it satisfies the symmetry equation,

$$
\begin{equation*}
\Delta_{\chi}(k)=\overline{\Delta_{\chi}(-\bar{k})} \tag{5.3.13}
\end{equation*}
$$

It can be shown that the zero set of $\Delta_{\chi}(k)$ is the union

$$
\begin{equation*}
\left\{\lambda_{j}\right\}_{j=1}^{\Lambda} \cup\left\{-\bar{\lambda}_{j}\right\}_{j=1}^{\Lambda} \tag{5.3.14}
\end{equation*}
$$

Indeed, the global relation (5.3.9) implies that the zero sets of $A(k)$ and $a(k)$ coincide in the first quadrant. It also implies that if the zeros of $a(k)$ are simple, then the zeros of $A(k)$ have the same property. This and equation (5.3.11) imply that the zero sets of $\overline{d(-\bar{k})}$ and $\Delta_{\chi}(k)$ coincide in the first quadrant as well. Equation (5.3.13) implies that the zero set of $\Delta_{\chi}(k)$ is the given set given in (5.3.14).

Since the zeros $\lambda_{j}$ of $d(k)$ coincide with the second quadrant zeros of $\Delta_{\chi}(k)$, equations (5.3.11) and (5.3.8) imply the relevant modifications on the residue conditions.

### 5.4 Solitons.

The one-soliton solution of the focusing NLS is given by

$$
\begin{equation*}
q_{s}(x, t)=\frac{1}{L} \frac{e^{i\left[\frac{v}{2} x-\left(\frac{v^{2}}{4}-\frac{1}{L^{2}}\right) t\right]}}{\cosh \frac{x-v t-x_{0}}{L}}, \tag{5.4.1}
\end{equation*}
$$

where $v, x_{0}, L$ are positive constants. The functions $q_{s}(0, t)$ and $\left(q_{s}\right)_{x}(0, t)$ satisfy the third of the linearizable boundary conditions (5.1.2) provided that

$$
\begin{equation*}
v=0 \quad \text { and } \quad \chi=\frac{1}{L} \tanh \frac{x_{0}}{L} . \tag{5.4.2}
\end{equation*}
$$

The fact that $v$ vanishes, indicates that the relevant soliton is a stationary soliton. In this case

$$
\begin{equation*}
q_{0}(x)=\frac{1}{L \cosh \frac{x-x_{0}}{L}} . \tag{5.4.3}
\end{equation*}
$$

Hence, the definitions of $a(k)$ and $\Delta(k)$ imply

$$
\begin{equation*}
a(k)=\frac{k-\frac{i}{2 L} \tanh \frac{x_{0}}{L}}{k+\frac{i}{2 L}}, \Delta(k)=\frac{\left(k-i \frac{\chi}{2}\right)\left(k-\frac{i}{2 L}\right)}{\left(k+i \frac{\chi}{2}\right)\left(k+\frac{i}{2 L}\right)} . \tag{5.4.4}
\end{equation*}
$$

Thus the zeros of $a(k)$ and $\Delta(k)$ are given by $k=\frac{i}{2 L} \tanh \frac{x_{0}}{L}$ and $k=\frac{i}{2 L}$, which confirms that the relevant solitons are stationary.

### 5.5 Hump-shaped initial profiles.

In this section we consider the IBV problem for equation (5.1.1) with initial and boundary conditions given by (5.1.3) and (5.1.4), respectively. Since the boundary conditions satisfy the equation (5.3.1) of Theorem 5.2, they are linearizable.

The definition of $a(k)$ for the initial value $q_{0}(x)$ given in (5.1.3) yields

$$
\begin{equation*}
a(k)=\frac{e^{i k l}}{\sqrt{\lambda h^{2}-k^{2}}}\left[-i k \sinh \left(l \sqrt{\lambda h^{2}-k^{2}}\right)+\sqrt{\lambda h^{2}-k^{2}} \cosh \left(l \sqrt{\lambda h^{2}-k^{2}}\right)\right] \tag{5.5.1}
\end{equation*}
$$

where $l=x_{2}-x_{1}$.

Now we investigate separately the following two cases:
(i) $\lambda=-1$. Using the transformation

$$
\begin{equation*}
k=i h \sin \theta, \theta \in \mathbb{C}, \quad \operatorname{Re}\{\sin \theta\}>0 \tag{5.5.2}
\end{equation*}
$$

we find that $a(k)=0$ is equivalent to the equation

$$
\begin{equation*}
A \cos \theta-\theta=n \pi+\frac{\pi}{2}, n \in \mathbb{Z}, \quad \theta \neq n \pi+\frac{\pi}{2}, A=h l . \tag{5.5.3}
\end{equation*}
$$

Writing $\theta=\gamma+i \delta, \gamma, \delta \in \mathbb{R}$, it is straightforward to show that the solitons of (5.5.3) which satisfy the condition of the transformation (5.5.2), i.e. $R e\{\sin \theta\}>0$, exist only when $\sin \theta>0$. Hence, with no loss of generality, we can solve numerically equation (5.5.3) with $0<\theta<\frac{\pi}{2}$. The graph at Figure 5.2 indicates that there exist finite many zeros(the intersections of the two graphs). The number of these zeros depends on the value of $A$ and particularly if $A \in\left(m \pi+\frac{\pi}{2},(m+1) \pi+\frac{\pi}{2}\right)$, then there exist exactly $m$ solutions $\theta_{i}$, which satisfy

$$
\begin{equation*}
A \cos \theta_{i}-\theta_{i}=n \pi+\frac{\pi}{2}, \quad n \in \mathbb{Z} \tag{5.5.4}
\end{equation*}
$$

Hence, the set of the roots of $a(k)$ is $\left\{k_{i}, k_{i}=i h \sin \theta_{i}\right\}_{1}^{m}$, where $\left\{\theta_{i}\right\}_{1}^{m}$ satisfy (5.5.4).

Using the definition of $\Delta_{\chi}(k)$ in Theorem 5.2 for $\chi=\infty$ and 0 , i.e. for $q(0, t)=$ 0 and $q_{x}(0, t)=0, t>0$ we obtain the following expression

$$
\Delta_{ \pm}(k)=a(k) \overline{a(-\bar{k})} \pm b(k) \overline{b(-\bar{k})}, \arg k \in\left[\frac{\pi}{2}, \pi\right]
$$

respectively. Using the same transformation used earlier, i.e. $k=i h \sin \theta, \theta \in \mathbb{C}$ with


Figure 5.2: The intersections of these plots are corresponding to the roots of $a(k)=0$ for $A=13$.
$\operatorname{Re}\{\sin \theta\}>0$, we conclude that $\Delta_{ \pm}(k)=0$ is equivalent to the following equation

$$
\begin{equation*}
\sin (2 A \cos \theta-\theta) \sin \theta \pm 1=0 \tag{5.5.5}
\end{equation*}
$$

Writing again $\theta=\gamma+i \delta, \gamma, \delta \in \mathbb{R}$ in the first of the two equations (5.5.5) and making numerically the plots of $\operatorname{Re}\{\sin (2 A \cos \theta-\theta) \sin \theta\}=-1$ and $\operatorname{Im}\{\sin (2 A \cos \theta-\theta) \sin \theta\}=$ 0 as shown in the Figure 5.3, we find again finite many solutions (the intersections of the two graphs) of the equation depending on the value of $A$. In particular, if $A \in$ $\left(\left(m-\frac{1}{2}\right) \frac{\pi \sqrt{2}}{2},\left(m+\frac{1}{2}\right) \frac{\pi \sqrt{2}}{2}\right)$ then there exist exactly $m$ solutions $\theta_{i}$, which satisfy

$$
\begin{equation*}
\sin \left(2 A \cos \theta_{i}-\theta_{i}\right) \sin \theta_{i}+1=0 . \tag{5.5.6}
\end{equation*}
$$

Hence the set of the roots of $d(k)$ is $\left\{\lambda_{i}, \lambda_{i}=i h \sin \theta_{i}\right\}_{1}^{m}$, where $\left\{\theta_{i}\right\}_{1}^{m}$ satisfy the equation (5.5.6).

Using similar arguments we can show that the second equation in (5.5.5) also has finite many solutions (the intersections of the two graphs) of the equation depending on the value of $A$. In particular, if $A \in\left((m-1) \frac{\pi \sqrt{2}}{2}, m \frac{\pi \sqrt{2}}{2}\right)$ then there exist exactly $m$ solutions $\theta_{i}$, which satisfy


Figure 5.3: The intersections of these plots are corresponding to the roots of $d(k)=0$ for $A=\frac{5}{2} \frac{\pi \sqrt{2}}{2}, \frac{6}{2} \frac{\pi \sqrt{2}}{2}, \frac{7}{2} \frac{\pi \sqrt{2}}{2}$, respectively.

$$
\begin{equation*}
\sin \left(2 A \cos \theta_{i}-\theta_{i}\right) \sin \theta_{i}-1=0 \tag{5.5.7}
\end{equation*}
$$

Hence the set of the roots of $d(k)$ is $\left\{\lambda_{i}, \lambda_{i}=i h \sin \theta_{i}\right\}_{1}^{m}$, where $\left\{\theta_{i}\right\}_{1}^{m}$ satisfy (5.5.7).
(ii) $\lambda=1$. Putting $k=h \sin \theta, \theta \in \mathbb{C}$, with $\operatorname{Im}\{\sin \theta\}>0$ makes $a(k)=0$ equivalent to $A \cos \theta-i \theta=i\left(n \pi+\frac{\pi}{2}\right), n \in \mathbb{Z}$, with $\theta \neq n \pi+\frac{\pi}{2}$ where $A=h l=$ Area of the hump. Using similar arguments as before and in particular writing again $\theta=\gamma+i \delta, \gamma, \delta \in \mathbb{R}$ we conclude that there is no solution of this equation satisfying the restriction that $\operatorname{Im}\{\sin \theta\}>0$. This is in accordance with what was proven in [2], about the non-existence of soliton solutions of equation (5.1.1) when $\lambda=1$.

The above results imply the following conclusions for the asymptotic behavior of the solution of equation (5.1.1) for large $t$ :

- The real part of the zeros of $a(k)$ is zero, i.e. $R e k_{j}=0$. Hence, these zeros produce only stationary solitons.
- The real part of the zeros of $d(k)$ is not zero, i.e. $R e \lambda_{j} \neq 0$. Hence, these zeros produce only non-stationary solitons.
- Both the zeros of $a(k)$ and $d(k)$ (i) are finitely many, (ii) does not coincide with
each other and (iii) are dependent on the area that the initial condition(the hump) has; the number of zeros and hence the number of solitons increases as the area increases.


### 5.6 Exponential initial profiles.

In this section we consider the IBV problem for equation (5.1.1) with $\lambda=-1$ and initial and boundary conditions given by (5.1.5). Since the boundary conditions are of type (b) of Theorem 5.2, they are linearizable.

In what follows, we first consider the case $q_{0}(x)=e^{r x}, r<0, x>0$. The definition of $a(k)$ for this initial condition yields the following expression

$$
\begin{equation*}
a(k)=\frac{(2 a)^{-\frac{1}{2}+i \frac{k}{r}}}{\Gamma\left(\frac{1}{2}-i \frac{k}{r}\right) \cosh \frac{k \pi}{r}} I_{-\frac{1}{2}+i \frac{k}{r}}\left(-\frac{1}{r}\right), \tag{5.6.1}
\end{equation*}
$$

where $I_{a}(x)$ denotes the modified Bessel function of first kind and $\Gamma(z)$ is the Euler gamma function. Making the transformation $k=-i r \nu$ with $R e \nu>0$ we conclude that the zeros of $a(k)$ come from the zeros of $I_{\nu-\frac{1}{2}}\left(-\frac{1}{r}\right)$. Arguments similar with those used in Section 4, imply that the roots of this Bessel function exist only when $\nu>0$. Figure 5.4 implies that there exist finite many zeros depending on the value of $r$. In particular, if $-\frac{1}{r} \in\left(m \pi-\frac{\pi}{2}, m \pi+\frac{\pi}{2}\right)$, then there exist exactly $m$ solutions $\nu_{i}$. Note that the area below the graph of the initial data $q_{0}(x)=e^{r x}$ is given by $A(r)=-\frac{1}{r}$.



Figure 5.4: The plot of $I_{\nu-\frac{1}{2}}\left(-\frac{1}{r}\right)$ with $\nu>0$ and $-\frac{1}{r}=\frac{5 \pi}{2}, \frac{6 \pi}{2}, \frac{7 \pi}{2}$, respectively.

The computation of $\Delta_{\chi}(k)$ with $\chi=r$ shows that the roots of $d(k)$ have the same distribution on the imaginary axis, as the roots of $a(k)$. Hence, asymptotically, there exist finitely many stationary solitons and the number of these solitons depends only on the area under the graph of the initial condition.

We now discuss the subcase $\{r>0, s<\infty\}$. In this case the formulae of $a(k)$ and $\Delta(k)$ are more complicated. Actually, $a(k)$ is given by

$$
\begin{equation*}
a(k)=-\frac{e^{r s\left(\frac{1}{2}+i \frac{k}{r}\right)} \pi}{2 r}\left[I_{\frac{1}{2}+i \frac{k}{r}}\left(\frac{e^{r s}}{r}\right) I_{-\frac{1}{2}-i \frac{k}{r}}\left(\frac{1}{r}\right)-I_{\frac{1}{2}+i \frac{k}{r}}\left(\frac{1}{r}\right) I_{-\frac{1}{2}-i \frac{k}{r}}\left(\frac{e^{r s}}{r}\right)\right] . \tag{5.6.2}
\end{equation*}
$$

Using arguments similar with those used above, it can be shown that the zeros of the functions $a(k)$ and $\Delta(k)$ are on the imaginary axis and depend again on the area below the graph of the initial condition,

$$
A(r, s)=\frac{e^{r s}}{r}-\frac{1}{r}
$$

5. Explicit soliton asymptotics for the nonlinear Schrödinger equation

## Chapter 6

## Future work.

Some of the problems to be investigated using the Fokas method applied to (1.1.1) and (1.1.2) are the following:

- Solution in the interior of more complicated domains. The regular hexagon is an illustrative example of such domains. Some special problems have already been solved in this domain and yield the solutions of the corresponding problems for the equilateral triangle. The approach used for the solution of elliptic equations in the interior of an equilateral triangle suggest that we have to exploit further the invariances of the global relation, as well as the symmetries appearing in the integral representation.
- Eigenvalues in the interior of more complicated domains. Referring again to the regular hexagon, we note that the eigenvalues for this domain which coincide with those of the corresponding equilateral triangle can be rederived independently. These eigenvalues still correspond to trigonometric eigenfunctions, thus by postulating other types of eigenfunctions, perhaps we could obtain novel eigenvalues.
- Solution in the exterior of convex polygons. Since these domains are not convex, the analysis presented here can not be implemented directly. However, this approach can be used if the exterior domain is subdivided into convex subdomains.

Preliminary results are presented in [48].

- Solution in three spatial dimensions. Several problems for elliptic PDEs in these domains have been solved in the interior of a sphere and of a sprherical sector in [49]. The application of the Fokas method to other three dimensional domains is under investigation.
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